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Abstract— The problem of minimizing the total (transmit and or a channel that drops packets, though a good model for
decoding) energy required for communicating over a two-reeiver  wired networks, is not sufficiently rich to capture impottan
Gaussian broadcast channel is investigated. For achieving aspects (e.g. noise) of a wireless communication channel.

specified set of rates, joint broadcast schemes (e.g. supesition . . . . .
coding) require smaller transmit energy per-bit than the smpler While the information theoretic perspective on the problem

time-division multiplexing based schemes. However, for sitt has mostly been limited to the point-to-point problem [5],
distance communication, the energy expended in the decodjn [7], [8] (and hence oversimplifies the network structure),
can be comparable to that required in the transmission. It the obtained results have been insightful. In [8], the atgtho
is shown that in some typical short and moderate distance 44| the transmitter as a black-box that consumes energy a

communication scenarios, time-division multiplexing sags on the tant t of it ti hen the t itt
decoding energy, thereby requiring smallertotal energy than any constant amount of energy per unit ime when the transmitter

joint broadcasting scheme for achieving the target rate ancerror IS transmitting (and hence ‘on’). It consumes zero energy
probabilities. Further, we observe that TDM outperforms joint  when the transmitter is ‘off’. Unlike the results from Shann
schemes by larger margins when theatio of the distances of the theoretic analysis [9], the authors show that the transariss
receivers from the transmitter is closer to 1. need to be ‘bursty’ in that the energy minimizing rate is
. INTRODUCTION non-zero A more refined model that depends on the system

doerformance (transmit power, desired rate and target error

Shannon theory has been quite successful in understan "Pgbability) is introduced in [7]. This model accounts for

the minimum transmit power required for achieving a spettifi ; . .
erformance in many wireless network problems. In pOth-tOhe decoding energiexpended at the receiver. The ensuing
P : analysis reveals that the there is a tradeoff between thertria

and the processing energy — to minimize the total energy,

I : S .
required to achieve a given rate and error probability. Mor?é"’msmIt energy should not be studied in isolation. Further

) . . .contrary to the implication of the waterfall curve, the tota
generally, capacity theorems for average input power dichit o o
i . . energy per-bit increases unboundedly as the desired itijiab
multiuser wireless network problems can be interpreteceas r creases

o . : ]
sults on the minimum required transmit power to commumca{?e.l_o understand effects of processing energy in the design

reliably at the desired rates. For some multiuser problefns(% more general networks, the authors in [10] consider the

practical Interest, e.g. the multiple-access c_hanne_l (Madi multiple-access channel (MAC). They model the processing
the Gaussian broadcast channel, the capacity region ame hen .

. X . = energy at the transmitters by the black-box model that they
the required transmit power(s) to achieve specified rates ar

known exactly [1, Pg. 403-407 and Pg. 427-428]. Rece'rq%mduced in [8]. Interestingly, the authors show that [dien

results [2], [3] have succeeded in finding the required trins tlme-d|v_|5|0n multiple access based schemes can attairedes
T : rates with smaller total energy than that required schemes
power to within a constant factor for high rates for rela

networks with single source and single destination as'well h which the two transmitters operate simultaneously. The

ST intuition is similar to that for the bursty strategy in theie
These results have found enormous applicability in R o i S 2 . .
— S . . 0-point problem: when using time-division multiplexingne
timizing the energy consumption in long distance erele%? nsmitter can turn itself off and save on the processimggn
communiation networks. At shorter distances (which are of P 3

. L . . when the other transmitter is operating.
increasing interest), thprocessing energys comparable to,

and can even dominate the transmit energy [5], [6]. The ahtur To |nvest|gate the |mp:?1ct afecoding energin networks, it
. ) P Is more pertinent to consider the broadcast channel (réther
problem of interest is therefore to minimize thaal energy, o . ;
. ) . the MAC) because it is theeceiversthat expend the decoding
that includes the transmit as well as the processing energy. . .
. . . énergy. We provide the system model for a Gaussian broadcast
Processing energy has been addressed extensively in-theli

erature on wireline networksHowever, an error free channelproblem in Section 1. Of particular interest gant broadcast
' schemegqe.g. superposition or dirty-paper coding) that can

1At high SNR, finding the capacity region within a constant memof ~achieve the minimum transmit power in the limit of small
bits can in most cases be interpreted as finding the requiaedrhit power(s) error probability. In Section IlI-A, we provide lower bousd
W|t2h|n a constant factor. For a case when thisa true, see [4]. on the required decoding Complexity (measured in number of
We refer the reader to [7] for a survey of the related refezenc . . . .
iterations for a message passing decoder, see Section 1I-A)



for a Gaussian broadcast system that uses a joint broadcesse variance. The symbob is reserved for the underlying
scheme. These complexity bounds are then used to provatennel of noise varianegs. Under a test channel pdi&, .J),
lower bounds on the total energy consumed by joint broadcasé average bit-error probability is denoted(k&“))c for user

schemes. In Section 11I-B we provide similar lower bounds tp and by<Pe(2)>J for user2. We denote the average transmit

a time-division multiplexing (TDM) scheme that transmits tpower by P. For simplicity we assume that = 11;_1 - %

the two users in different time slots. At the cost of highegnd hence the two messages are conveyed in the same block of
transmit energy, the TDM scheme saves on the decodiR@gth:m. Probability of noisedW?" taking values in a sett
energy because the two users do not need to use the enfiiger a test channé! would be denoted b¥r (A). Similar

block to decode. In Section IlIl-C we compare our boundsotation is used foW7" under a test channel and for the

on trlled peLforman(;]e of the j((j)int str;a_tegies and TDM, anghqerlying channel. The parameter :—2 = Z—z is of interest
. . . 1 2
conclude that at short to moderate distances1()00 m or as explained in Section |.

smaller at3 GHz), TDM requires smaller total energy than
joint broadcast schemes. Interestingly, it turns out thatdtio A. Decoding energy model
of the distances of the two receivers from the transmitter isQur focus is on the parallelism of the decoders and the
an important factor in the design. In Section Ill-D, we shownergy consumed within them. The decoding energy model is
that allowing flexibility in the desired rate would not al@ur  porrowed from [7] which is based on the iterative decoding
results substantially. We conclude in Section IV. model [12]. We assume that each decoder is physically made
Strictly speaking, we are comparing twower bounds of computational nodes that pass messages to each other
which may not be meaningful. However, as is shown in [Ts parallel along physical (and hence unchanging) wires.
Section V], such complexity lower bounds are achievable | subset of nodes are designated ‘message nodes’ in that
within a constant number of iterations using regular LDPgach is responsible for decoding the value of a particular
codes. In fact, since these bounds underestimate the ecoghessage bit. Another subset of nodes, called the ‘observati
energy, and since it is TDM that makes more efficient use abdes’ has members that are each initialized with at most one
the decoding energy, we suspect that the performance of TRJ¥servation of the received channel output symbols. There m
vis-a-vis joint schemes would exceed the estimates pravidge additional computational nodes to merely help in deapdin
here. This is further discussed in [11]. In a departure from the model in [7] [13], we assume that
the observation nodes and the message nodesligj@nt

. _ . ) This allows simplicity in our exposition, while not altegn
A vector of lengthm is denoted in bold with superscript i, flavor of our results.

(e.g.X™). A single transmitter Tx transmits to two users, user g4 computational node is connected to at most1 >

1 and2, across a memoryless additive white Gaussian noigher nodes (an implementation constraint) with wires that
channel with inputX’ and outputsy” and Z respectively. The 416\ for bidirectional communication. No other restristiis
information transmitted to useris a k; length sequence of 455 med on the topology of the decoder. In each iteration,
Ber(0.5) iid bits denoted byB™)™, i = 1,2. The transmission each node sends messages to all its neighboring nodes. The
is carried out in blocks of Ieggthz. T]?e encoder mapping is maximum of all the neighborhood sizes (over all the message
denoted byy that mapsgB™M™ BM™) — X", Thus, nodes) at the decoder of useat the end ofl; iterations is

Y™ = XT 4 WT denoted byN?- < aki, Each computational node i_s ass_umed to

1 consume a fixedv,,,4. joules of energy at each iteration. We
7" = hoX™ 4 W

define the parametey = Lrnotehi that captures the energy

o2 log, (o)

where h; is the distance-dependent fade coefficient, and tiagd the architecture terms relevant to our energy calouisti

- o 9 .
elemgnts Ofwl are distributed\'(0, o5), are _mdependent B., Joint broadcast and time-division multiplexing straésgy
over: and iid over time. We assume that the noises are thermal o o ]
and hencer? = T (herex is Boltzmann's constant, and the We call a strategy goint broadcast strategyf it requires

temperatures at the two receivers are assumed to be eq&ﬂf.h user to use the entire block to decode its own message.

We assume the decay in the signal power is according to fr@ €xample, superposition coding and dirty-paper coding
power law, that ish? = <| 1 where), is the wavelength &€ joint broadcast strategies. Also, we defintnee-division

Il. PROBLEM STATEMENT

= Tn(r /022 . . . . .
of the transmitted sigﬁa. X\IS)O';Q > r,, and hence uset multiplexing (TDM) strategy as one in which the signal for

(user2) would also be referred to as the ‘strong’ (weak’) usefach user is sent at different time indices, and thus usely
respectively. The desired rates of communication Bre= US€S indices assigned to itself to perform the decoding. We

% Since the block length is the same for the two us@s, will analyze the performance of both of these s_trategieaa Th
ky _ termtotal energyrefers to the sum of the transmit enerfy

satisfy% = 22 = m. The objective is to achieve an averag ) () Rk =)
! and the decoding energly,_.. Our objective is to minimize

R

it- ili ()
bit-error probability smaller than(P."), (averaged over the the total energy per-bit, that is given by
+EY

channel realizations and the messages):fer 1,2. We will
dec

sometimes consider an AWGN test channel géir.J) where E _ BEr+ EY 1
the first user has noise varianeg, and the second user has per=bit = k1 + k2 ' @)

dec




I1l. L OWER BOUNDS ON TOTAL ENERGY Proof: See [11]. |

A. Lower bounds on total energy for joint broadcast schemes Iurned around, these bounds provide lower bounds on the

The main result of this section is a lower bound on the totf quwed ”?.JSTB%mOOd sizd; for glven error probabilities.
2 the theorem provides lower bounds on the

- . : . : singl; >
energy for joint broadcast strategies defined in SectioB. II- log, () . .
ergy J . 9 number of iterations. Using this lower bound on the number of
It is presented in a sequence of three theorems. Theore

derives lower bounds on the bit-error probabilities for tive lterations, Theorem 3 derives lower bounds on the totalgyner

users under some test channels. Theorem 2 uses result§% oit for joint broadcast strategies.

Theorem 1 to derive lower bounds on neighborhood sizes Qa? reoreg)f (Energy pe_r-bd|t tf)or Jomt_ s.tr?tsgmz): T?e "
in [7]) for given target error probabilities. These lowerninals otal per-bit energy required by any joint broadcast sgpte

are eventually used to derive to lower bounds on the tofé\)Ir communicating at rates;, t; to the two users is lower
: ounded as follows.
energy in Theorem 3.

2 2
Theorem 1: For a test channel paifs, J) for the two-user Eper—2bzth1 > mm{ Phi - +ymin (max{
broadcast channel of Section Il, the following lower bounds o P | (R + Rp)og Py o2,
hold on the error probabilities for all coding schemes that Ry +1 9 Ry+1
operate with average transmit powrand for allo?, < (o3, Ri+ Ry logy (N1(P,0¢;, Pu)) + R+ Ry X
log, (1 + hifgj) max { log, (N2(P, 0%, P,) }) },
hy((PM)g) = 1 - R @t = 61(Pu,0) 03> %% g )}
I . where the functionsV,; and N, are lower bounded as in
log, (1 + %) Theorem 2, and the optimization is over
hy((PP) ) 21~ 2L = 55(Py, oY), )
2R, P > _2(22R1(1*hb(<P§1)>0)) _ 1)2232(1*’117((1352))0))03
for some0 < P¥ < P. Further,P? is dependent only on the hi
encoding strategy, and not on the channe(s and J. +%(22R2(1*hb(<P§2)>0)) —1)o2,
Proof: See [11]. n h;
The derivation of Theorem 2 uses the following Iemmgndpu satisfyinghb(<Pe(i)>0) > §,(02) for i = 1,2.
from [7, Lemma 10]. Proof: See [11]. [ |

Lemma 1: Let the underlying AWGN channel be of noise
variances3. Consider a test chann@l of noise variance?, > B. Lower bounds on total energy for TDM

og. Let A be a set of noise realizatione™ of lengthn such  Theorem 4 (Energy per-bit for TDM): The total energy

thatPrg(w" € A) = 4. Then, per-bit for the time-division multiplexing scheme (undeet
Pr(w" € A) > fa(n, d), @) model described in Section 11-A) that communicatedits to
useri at rateR; (so thatf£- = %2) is lower bounded by
where, ! ’
€T 9 9 (Rl + RQ)Eperfbith% >  min {PlhiRl 4 PthRQ
fatna) s = Gexo (= nDloblod) 7 2 el | ok
9 2 R+ 1)R Ry +1)R
v (Zem(2)) (% 1)), TR R I E LR AL L ST (Nz)},
2 x o) Rl R2
Further, f¢(n,-) is a convexd increasing function for any where R, > R,, and R, satisfies% + % = 1. Also,
1 2 > 2 — i 1 2
fixed n an.d for all values obg > op. WP > (223i(1,hb(<pe< M) 1)o2, and N; is lower bounded
Proof: See [7, Lemma 10]. aZs follows

Theorem 2: For AWGN broadcast channel with total av- _
erage input poweP, the following pair of equations provide (POY > 1, <N- hy (60 (o?)))
lower bounds on the neighborhood sizes at the two decoders S 2 ’
for the decoding model of Section II-A for given bit-erro

4 s Where
probabilities(P:"), at the two users.

; 1 hiP;
1 2 5@ 01-2 =1-—1o (1—!— : l>,
<P(1)>0 > fa <N1 hy, (51(Pu,0c:))> (o) 2R; 82 o?
¢ - ’ 2 .
W=D o2 for all o7 satisfyings(” (o) > 0. These lower bounds can be
<pe(2)>0 > fy (N% M) optimized overo?.
2 Proof: See [11]. [ |

for all 0%, 0% satisfyingo? < (0% and for some constant
P, € [0, P] that depends only on the coding scheme. Here
5;(0?) are as defined in Theorem 1.



C. Performance comparison

In this and the following section we assumie = Rges = o .
1/3 (the desired rate)yy = ko, Enode = 1 pJ, temperature
T = 300 K, and an operating frequency & GHz. Fig. 1
shows a comparis20n of the normalized total energy Per-b
(given by EP*U;;”I) for various values ofyand { = :—3
For small ¢, the performance gain of TDM is substan]tially
better than any joint scheme for distances as larg80a$
m for the given system parameters. To understand why th
must be the case, considér= 1, the case of equal fade
coefficients. It turns out that in this case, TDM also achéeve 2
the capacity of the Gaussian broadcast channel, and is her
transmit-power optimal. Intuitively, since TDM makes more o . . . . .
efficient use of decoding energy, it should require smatitalt 0 500 0 i %e of th %t receh s meter P 3000
energy for¢ = 1.

For larger ¢, the required transmit power using joint
schemes vis-a-vis that required by TDM is much smaller
and joint schemes start dominating TDM (see Fig. 2). This i
particularly true at large distances, or high error proli@ds,
where decoding energy ceases to matter. Again, if error-prol
ability is lowered for fixed¢ (see Fig. 3), TDM outperforms
joint broadcast schemes because TDM'’s savings in decodir
energy exceed its spending on transmit energy.

Even though Fig. 1 suggests that joint schemes domina
TDM at small distances~ 300 m or smaller at3 GHz,
depending on(), we believe that this is a consequence of
the looseness in our bounds. An increase in transmit pow:
can force the lower bounds on the neighborhood sizes, to . . . . . .
thereby making the lower bound on the decoding energy zer 0 500 1000 1500 2000 2500 3000 3500
even though the actual decoding energy itself is non-zero. fyy distance of the first receiver (meters)

Joint strategy, { = 4 TDM,’Z =4

Normalized energy per-bit

Jointstrategy, (=12 K "7
AY
TDM, (=12

Energy gain per-bit with TDM over joint schemes (dB)
o

D. Allowing flexibility in the communication rate Fig. 1. The first plot shows the lower bounds on the (normdjizEnergy

. . .. per-bit vs distance of the first user for joint broadcast swseand TDM for
For point-to-point communication, [13] suggests that for g« ont values o = r2/r2 for (P}, — 10-9. The total energy per-bit

given target error probability, the optimal rat&" that mini- can be smaller for TDM for short distances and reasonablyll srakues of

mizes the total energy per-bit can be non-zero. Conseguiengl The second plot shows the difference in energy per-bit Bj for TDM

tis desirable o have the Operating rdle= 1 f ' > Rue. oyt wnse e evmas o oV oo e e et o
To see if this improves the performance of the joird transmit frequency of GHz, anE,,.q. value of1 pJ,o2 = T with x as

broadcast schemes, we allow for flexibility iR subject to Boltzmeg]n’s cqr;sztant and@ = 300 K, and the y-axis shows the normalized

R > Rges. Fig. 4 shows that at very short distances, the totmefgy%b”l- The figure assumes; = k2, and Ry = Ry = 1/3.

power is an increasing function of the rate, and heRte= 0

(again, this happens due to the looseness of our bounds). At

extremely large distances, the decoding energy is irrateva

and R* approache$. At moderate distances, for the syste

ters in Fig. 1, 2 and &* for joint broadcast sch th
Fua:;asmc?ufrfolleIgmallera?hag 0201?3 (r;)é;\e C,;Z SAS e;?]ﬁsDPC, user2 decodes an auxiliary codeword. The number of
o e gﬁjgh auxiliary codewords far exceeds the number of possible

hence the same plots are observed even allowing for the r ¢ ar Thus for eith i DPC. th
flexibility. Though there would be an impact of flexible rate gnessages for user Thus for either superposition or » the

extremely low error probabilities, it would benefit both TDqu?r%dmg engrgy at thetl;:rst uzer 'Z h(;ghetr(;htandthatda_\ssutrﬁed
and joint broadcast schemes, and thus needs further stud)).n eorem ecause the nodes dedicated fo decoding these
extra bits consume energy as well.

V. DISCUSSIONS AND CONCLUSIONS The minimum energy communication scheme for broadcast

We note that the lower bounds on the joint broadcaShannels at short distances must have some aspect of TDM,
schemes here are optimistic because they assume that {f&@k is, each receiver should not require the entire block
1 can decode its own message without decoding any pgﬁ decoding. We bel|_e\_/e that the optimal scheme Wou_ld
of the message for usel. In practice, for the two well time-share between a joint scheme and TDM, thus balancing

serl decodes more bits than merely its own message bits. In
superposition, user decodes the entire message for usdn
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Fig. 2. The plot shows the lower bounds on the (normalizeéygnper-bit

vs (Pe pl )) for joint strategies and TDM fo(P )>0 =109, For¢ close to
1, TDM requires smaller energy than the joint broadcast se!serﬁor( much
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Fig. 3. The plot shows the lower bounds on the (normalizedy@nper-

bit VS (Pe( )>0 (equal at the two receivers) for joint strategies and TDM for
=rZ/r? = 2.25 atr; = 1000 m. As the error probability decreases, the

larger thanl, the joint broadcast schemes outperform TDM due to improvedaqwred decoding energy increases for either schemee S‘DLM saves on

savings in transmit energy. The other parameters are the sanin Fig. 1.
The classical lower bound disregards the decoding energy.

power in the joint schemes.

The connection with work of Weng et al [14] on the error of .

exponents for broadcast channels is still under explaratio
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