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Abstract—We take an analytical approach to study Quality of
user Experience (QoE) for video streaming applications. First,
we show that random linear network coding applied to blocks of
video frames can significantly simplify the packet requests at the
network layer and save resources by avoiding duplicate packet
reception. Network coding allows us to model the receiver’s buffer
as a queue with Poisson arrivals and deterministic departures.
We consider the probability of interruption in video playback as
well as the number of initially buffered packets (initial waiting
time) as the QoE metrics. We characterize the optimal trade-off
between these metrics by providing upper and lower bounds on
the minimum initial buffer size, required to achieve certain level
of interruption probability for different regimes of the system
parameters. Our bounds are asymptotically tight as the file size
goes to infinity.

I. INTRODUCTION

Peer-to-peer networks (P2P) are a fast-growing means of
video delivery. It has been estimated that between 35-90%
of Internet bandwidth is consumed by P2P applications [1],
[2]. Today, P2P file-sharing networks are seeing a drop in
popularity [3], but the original file sharing ideas are being
used for video streaming in networks such as PPLive [4]
and QQLive [5]. As smart phones become the medium of
choice for Internet media access, P2P video distribution over
the wireless medium is likely to gain significance.

P2P video streaming is accomplished by dividing the video
file into blocks, which are then further divided into packets for
transmission. After each block is received, it can be played out
by the receiver. In order to ensure smooth sequential playout, a
fresh block must be received before the current block has been
played. If such a fresh block is not available the frame freezes,
causing a negative user experience. Blocks may be buffered in
advance of playing out in order to provide a level of protection
against a frame freeze, with more initial buffering providing
a lower likelihood of frame freeze.

There are two main approaches to P2P video streaming,
namely, (i) using push-based multicast trees, and (ii) using
pull-based mesh P2P networks. Push-based multicast trees re-
quire that each entering user should join one or more multicast
trees [6], [7], [8]. Each block is pushed along a multicast
tree to ensure that each user obtains blocks sequentially and
with an acceptable delay. However, such an approach often
involves excessive infrastructural overheads, and peer churn
causes inefficiencies [9]. Pull-based mesh P2P has recently
seen significant usage as a means of video delivery. Here peers
maintain a playout buffer and pull blocks from each other. The
approach is similar to the popular BitTorrent protocol [10],
which makes use of a full mesh with a subset of peers being

exposed to each peer. This approach has been used in many
systems such as CoolStreaming [11], PPLive [4], QQLive [5]
and TVAnts [12]. A more recent modification is to use random
linear network coding techniques [13] to make block selection
simpler [14], [15], [16] in the wired and wireless context.

In this paper, our main objective is to characterize the
amount of buffering needed for a target probability of frame
freezing over the duration of the video. We consider a simple
model in which network coding is used across the packets
of a block. A wireless user can obtain coded packets from
multiple sources (other users and servers). However, since
the wireless channel is unreliable, packets cannot be obtained
deterministically. Thus, our question is how much should we
buffer prior to playout in order to account for wireless channel
variations?

There is significant work in the space of P2P content
distribution, and we discuss a subset of this work below.
Lower-bounds and achievable limits on the delay experienced
in P2P file distribution are considered in [17], [18], [19],
[20], [21], [22]. The objective here is to quantify the time
needed for all users interested in a file to obtain it. In the
streaming context, [23] develops upper bounds on performance
using meshes and trees, while [9] contains simulation studies.
Closer to our work, [24], [25], [26], [27] develop analytical
models on the tradeoff between the steady state probability of
missing a block, and buffer size under different block selection
policies for live streaming in a full mesh P2P network with
deterministic channels. In comparison to these pieces of work,
we focus on a very different scenario of streaming of pre-
prepared content over unreliable wireless channels. Further,
our whole analysis is on transient effects—we are interested
in the first time that a frame freezes as a function of the initial
amount of buffering.

II. SYSTEM OVERVIEW

Consider a single user playing a media file in a streaming
manner. Generally, media files are divided into blocks of
frames, and the media player applications are such that they
require a complete block to be able to play any of the frames
of the block. At the application layer, the user requests blocks
from the server (or other peers). The application layer at the
server feeds the requested block to the network layer at which
the block is divided to multiple packets and sent to the user.
Figure 1 illustrates this process.

In a P2P streaming system, the packets in each block can
be received from different peers. Traditional mesh-based pull
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Fig. 1. The media player (application layer) requires complete blocks. At
the network layer each block is divided into packets and delivered.

streaming strategies involve each peer storing a bitmap of the
available packets in each block, and requesting the missing
packets. This approach can result in receiving duplicate pack-
ets from different peers or wasting resources communicating
with those without any packets useful to the receiver. In the
following, we intuitively demonstrate how to use network
coding to alleviate these problems.

A. Network Coding for Streaming

Instead of requesting individual packets of each block ¢ from
different servers (peers), the receiver only requests a degree
of freedom of block i from different servers. In this scheme,
when a server is requested a degree of freedom of block <, it
forms a coded packet as a linear combination of all the packets
it has in block 7. The coefficients of each linear combination
are chosen uniformly at random from a Galois field of size g.
The coded packets delivered to the receiver can be thought of
linear equations, where the unknowns are the original packets
in block 7. The original packets in block 7 can be recovered by
solving a system of linear equations if it is full rank. It can be
shown that if the field size g is large enough, the received linear
equations are linearly independent with very high probability
[13]. Therefore, for recovering a block of W packets, it is
sufficient to receive W coded packets from different servers.

Using network coding eliminates the need for keeping track
of the exact map of the available packets in each block
and asking only for the missing packets. Moreover, since
each received coded packet is linearly independent from the
previous ones with high probability, it is very unlikely to
receive duplicate (redundant) packets. Further, in a system with
limited storage at the servers, it may not be possible to store
all packets corresponding to each block. However, by storing
random linear combination of the packets at the servers, we
can deliver a new degree of freedom to the receiver upon
request (see [?] for several other practical benefits of network
coding for P2P streaming).

Finally, note that network coding does not introduce ad-
ditional decoding delay for each block of the media file.
This is so since the media player application cannot play
an uncomplete block, and for each block of W packets, W
degrees of freedom are required. These degrees of freedom
can be of the form of coded or distinct uncoded packets.

Next, we describe an abstraction of a streaming system with
network coding, which allows us to present a simple dynamics

for the receiver’s buffer.

III. SYSTEM MODEL AND QOE METRICS

Consider a single user receiving a media file from various
peers it is connected to. Each peer could be a wireless access
point or another wireless user operating as a server. We assume
that the video file consists of T' packets that are divided
into blocks of length W. Each server sends random linear
combinations of the packets within the current block to the
receiver. As we discussed in the preceding section, if the linear
combination coefficients are selected from a Galois field of
size q, for large enough ¢ no redundant packet will be delivered
to the receiver with very high probability. Here we assume the
block size W is small compared to the total length of the file,
but large enough to ignore the boundary effects of moving
from one block to the next. Assume that time is continuous
and the arrival process from each peer is an Poisson process
independent of other arrival processes. Since no redundant
packet is delivered from different peers, we can combine the
arrival processes into one Poisson process of rate R, where we
normalize the play rate to one, i.e., it takes one unit of time
to play a single packet. Therefore, the system boils down to
a single server-single receiver system. It is worth mentioning
that we owe the simplicity of this model to network coding that
eliminates the need for coordination and packet reordering. We
assume that the parameter R is known at the receiver. In our
model, the receiver first buffers D packets from the beginning
of the file, and then starts the playback.

For every block of W packets, we need to receive W
coded packets from the server. Each block cannot be decoded
and played until all W packets of that block have arrived.
Therefore, having received coded packets does not immedi-
ately yield interruption-free playback. However, we can treat
the coded packets as if they are immediately decodable by
the following argument. Assume that whenever a block of W
coded packets is decoded, the decoded packets replace the
coded ones in the buffer. If at any instance there are at least
W packets in the buffer, then there is at least one decoded
packet in the buffer. This is so since either the first W packets
in the buffer belong to the same block, or they belong to two
different blocks. In the former case, the packets of the block
can be decoded, and in the latter case, the first block of the
two must be already decoded; otherwise, the next block would
not be sent from the server. Therefore, the dynamics of the
receiver’s buffer can be described as follows

Q(t) = max{D + A(t) —t,0}, (1)

where D is the initial buffer size and A(t) is a Poisson process
of rate R. In this work, we ignore the integrality constraint
of the buffer size for simplicity of notation. We declare an
interruption in playback when the buffer size reaches the
threshold W. Again for simplicity of notation, we assume that
an extra block of W packets is initially buffered (not taken
into account in D). Hence, we can declare an interruption in
streaming when the buffer size reaches zero before reaching



the end of the file. More precisely, let

inf{t : Q(¢) <0},
7 = inf{t: Q) >T —t}. (2)

Te =

The video streaming is interrupted if and only if 7. < 7.

In this work we consider the following metrics to quantify
Quality of User Experience (QoE) of the video streaming. The
first metric is the initial waiting time before the playback starts.
This is directly captured by the initial buffer size D. Another
metric that affects QoE is the probability of experiencing an
interruption during the playback, which is denoted by

p(D) =Pr{r. <7}, 3)

where 7, and 7; are defined in (2). In our model, user expects
to have an interruption-free experience with probability higher
than a desired level 1 — e. Note that there is a fundamental
trade-off between the interruption probability and the initial
buffer size. For example, owing to the randomness of the
arrival process, in order to have zero probability of interruption
it is necessary to fully download the file, ie., D = T.
Nevertheless, we need to buffer only a small fraction of the file
if user tolerates a positive probability of interruption. These
trade-offs and their relation to system parameters R and 1" are
addressed in the following section.

IV. OPTIMAL QOE TRADE-OFFS

In this section, we obtain bounds on the optimal trade-off
curve of the QoE metrics introduced in the preceding section
as a function of the system parameters. In other words, we
would like to obtain the smallest initial buffer size so that the
interruption probability is below a desired level e, which is
denoted by

D*(e) = min{D >0:p(D) <¢}, 4)
where p(D) is the interruption probability defined in (3). Note
that in general p(D) and hence D*(¢) depend on the arrival
rate R and the file size 7" which are assumed to to be known
and constant. In the following we characterize the optimal
trade-off between the initial buffer size and the interruption
probability by providing bounds on D*(e). An upper bound
(achievability) on D*(e) is particularly useful, since it provides
a sufficient condition for desirable user experience. A lower
bound (converse) of D*(€) provides a necessary condition on
the initial buffer size for a desirable level e of interruption
probability. Let us first introduce some useful lemmas.

Lemma 1. Ler X (t) = e "W, where Q(t) is given by (1).
Then for every r > 0 such that v(r) =r + R(e™" —1) > 0,
X(t) is a sub-martingale with respect to the canonical filtra-
tion Fy = 0(X(s),0 < s <t).

Proof: For every t, | X (t)| < 1. Hence, X (¢) is uniformly
integrable. It remains to show that for every ¢ > 0 and h > 0,

E[X(t+h)|[F] > X(t) as. (5)

The left-hand side of (5) can be expressed as
EIX(t+h)F] = Ble@un-Cm|x]x()

E [e—r(A(t-i-h)—A(t)) ‘]_-t} eThX(t)

Ol

a

= R [efrA(h)] eth(t)
0 eh(rJrR(e*Tfl))X(t) _ eh'y(r)X(t)’

—~
= =

where (a) follows from independent increment property of the
Poisson process, and (b) follows from the fact that A(t) is a
Poisson random variable. Now, it is immediate to verify (5)
for any r with v(r) > 0. [ |

Next, we use Doob’s maximal inequality to bound the
interruption probability.

Lemma 2. Let p(D) be the interruption probability given the
initial buffer size D. Then, for any v > 0 with y(r) = r +
R(e"—1)>0

p(D) < e mPHI),

forall D,T,R>0.  (6)
Proof: By definition of p(D) in (3), we have

p(D) =
< Pr{r.<T}= Pr{

Pr{r. <7t}
inf_ Q(t) < o}

0<t<T
= Pr{ sup e "M 21}
0<t<T

(a)
<

E[G_T'Q(T)] _ E[e—r(D+A(T)—T)]

efr(DfT)eRT(e_Tfl) 67TD+T'y(r)

)

where (a) holds by applying Doob’s maximal inequality to the
non-negative sub-martingale X (t) = e~"2®). Note that X (t)
is a sub-martingale for all r with y(r) > 0 by Lemma 5. ®|

Lemma 3. Define 7(R) as the largest root of v(r) = r +

R(e™" — 1), ie.,
7(R) = sup{r : y(r) = 0}. (7)
We have
7(R) = 0, if 0<R<1,(8)
D cxmy<ar-1), iy 1<R<20
R—-1<#(R)<R<2R-1), if R>2. (10)
Proof: See Appendix. n

Next, we provide sufficient conditions on the initial buffer
size to avoid interruptions with high probability for different
regimes of the arrival rate.

Theorem 1. [Achievability] Ler D*(¢) be defined as in (4),
and 7(R) be the largest root of ~(r) defined in (7). Then
(a) For all R > 1,
1
log( )

€

D*(e) <

(R (D
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)  Foral0<R<1+ (&log(L)",

D*(e) < min{F(z)log(%),

T(1-R) + (2TR1og (%)) ’ } (12)

Proof: First, note that for any upper bound p(D) of
the interruption probability p(D), any feasible solution of the
problem

D(e) =min{D > 0: p(D) < ¢} (13)
provides an upper bound on D*(e). This is so since the optimal
solution of the above problem is feasible in the minimization
problem (4). If the problem in (13) is infeasible, we use the
convention D(e) = oo, which is a trivial bound on D*(¢). The
rest of the proof involves finding the tightest bounds on p(D)
and solving (13).

Part (a): By Lemma 2, for r = 7(R), we can write

p(D) < pa(D) = e TRD

for all D, T, R > 0.
Solving 5, (D) = e for D gives the result of part (a). Since
7(R) = 0 for R <1 (cf. Lemma 3), this bound is not useful
in that range.
Part (b): First, we claim that for all D > T (1 — R+7(R)),

p(D) < (D) = e~ 371,

(
where 2 =1 — (1 ) We use Lemma 2 with r = r* =
—log (£(1 — DR)) to prove the claim. Note that r* > 0,
because D > T(1 — R). In order to verify the second
hypothesis of Lemma 2, consider the following

*

R — ) = #(R > <

T(1— R+ 7#(R)) - D} <0,

where the inequality follows from the hypothesis of the claim.
Thus, »* > 7(R), and by definition of 7#(R) in (7), we
conclude that v(r*) > 0. Now, we can apply Lemma 2 to
get

p(D) < e PATA0T)
@ TA(hO-f)r 1)
®  TR(-(1-2)log(1-2)-2)

—1TR2?
e 2 ,

where (a) and (b) follow from the definition of ~(r) and z.
Further, (c) holds by Lemma 4 of the Appendix. Therefore,
the claim holds. .

Now, let D =T(1 - R) + (2TR log (%)) * It is straight-
forward to check that p(D) < pyp(D) = ¢, if D > T(1 —
R + 7(R)). This result follows from Lemma 2 and noting

that for R < 1, #(R)
1< R<1+ (Flog

0 (cf. Lemma 3). Then for all

Nl

(%)) , we have

1
D-T(1—-R) = <2TRlog (%))2
1. 1n\%
> 2T<ﬁ log (E))
(@) ©
> 9T(R—1) = TF(R),

where inequality (d) follows from the hypothesis of Part (b),
and inequality (e) is true by Lerlnma 3. Therefore, D*(¢) < D

forall R <1+ log( ) *. Note that, the upper bound
that we obtained in Part (a) is also valid for all R. Hence, the
minimum of the two gives the tightest bound. [ ]

When the arrival rate R is smaller than the playback rate,
the upper bound in Theorem 1 consists of two components.
The first term, T'(1 — R), compensates the expected number
of packets that are required by the enfl of [0,7T] period.

2T Rlog (%)) : , compensates the
randomness of the arrivals to avoid interruptions with high
probability. Note that this term increases by decreasing the
maximum allowed interruption probability, and it would be
zero for a deterministic arrival process. For the case when
the arrival rate is larger than the playback rate, the minimum
required buffer size does not grow with the file size. By
continuity of the probability measure, we can show that the
upper bound in Theorem 1 remains bounded for infinite file
sizes. This is so since the buffer size in (1) has a positive
drift. Hence, if there is no interruption at the beginning of the
playback period, it becomes more unlikely to happen later.

In the following, we show that the upper bounds presented
in Theorem 1 are asymptotically tight, by providing lower
bounds on the minimum required buffer size D*(e), for
different regimes of the arrival rate R. Let us first define the
notion of a tight bound.

The second component,

Definition 1. Let D be a lower or upper bound of the

minimum buffer size D*(¢) that depends on the file size 7.
|D—D*(e)]|

The bound D is an asymptotically tight bound if 25—

vanishes as 1" goes to infinity.
Theorem 2. [Converse] Let D*(¢) be defined as in (4), and
7(R) be the largest root of y(r) defined in (7). Then

(@) Forall R>1,

1 _(r-12 4
o) > s 1),
D*(€) 2~ log (e+2e72mD 7). (14
(b) Foreach0< R<1ande< i, if T > Clog (1)
then
1 1.\ 3
D*(e) > T(1-R)+ §(zTRlog (E)) . (15)

where C' is a constant that only depends on R.

Proof: We do not present the proof due to space limita-
tion. See [?] for a complete proof [ ]
Note that the assumption € < 1 in part (b) of Theorem 2 is
necessary for the result to hold; 0therw1se, we can show that



D(e)

, , , , . \
o 100 200 300 400 500 600 700 800 900 1000
Ve

Fig. 2. The minimum buffer size D*(€) as a function of the interruption
probability.

D*(e) < T(1 — R) for a large interruption probability e. In
the limit € = 1, it is clear that D*(e) = 0. Nevertheless, since
we are interested in avoiding interruptions, we do not study
this regime of the interruption probabilities. Comparing the
lower bounds obtained in Theorem 2 with the upper bounds
obtained in Theorem 1, we observe that they demonstrate a
similar behavior as the system parameters 7' and R change.
Now, we can show that the obtained bounds are asymptotically
tight.

Corollary 1. The upper bounds and lower bounds of D*(e)
given by Theorems 1 and 2 are asymptotically tight, if R > 1,
0rR<1ande§1—16.

Proof: Let D; and D, be lower and upper bounds of
D*(¢), respectively. By Definition 1, for D; or D, to be
asymptotically tight, it is sufficient to show 2 o DL goes to
zero as T grows. It is straightforward to verify this claim,
using the upper and lower bounds presented in Theorem 1
and Theorem 2, and taking the limit as 7" goes to infinity. M

Next, we numerically obtain the optimal trade-off curve
between the interruption probability and initial buffer size, and
compare the results with the bounds derived earlier.

V. NUMERICAL RESULTS

We use MATLAB simulations to compute the minimum
initial buffer size D*(¢) for a given interruption probability
€ in various scenarios. Towards this goal, we start from a
small initial buffer size D, and for each D we compute
the interruption probability p(D) via Monte-Carlo method.

Fig. 3. The minimum buffer size D*(¢) as a function of the arrival rate R.

We increase D until the constraint p(D) < € is satisfied.
Since p(D) is monotonically decreasing in D, this gives the
minimum required buffer size. Here, we restrict D to take
only integer values, and round each upper bound value up to
the nearest integer, and each lower bound value down to the
nearest integer.

Figure 2 shows the minimum required buffer size D*(e)
as well as the upper and lower bounds given by Theorems
1 and 2 as a function of %, where the arrival rate is fixed
to R = 1.2 and the file size 7' = 500. We observe that
the numerically computed trade-off curve closely matches our
analytical results.

Figure 3 plots the minimum required buffer size D*(¢) as
well as the upper and lower bounds given by Theorems 1 and
2 versus the arrival rate R, where ¢ = 10~2 and the file size
is fixed to 7' = 10°. Note that when the arrival rate is almost
equal or less than the play rate, increasing the arrival rate can
significantly improve the initial buffering delay. However, for
larger arrival rates D*(¢) is small enough such that increasing
R does not help anymore. This could provide a guidance for
resource allocation among multiple users with certain QoE
requirements.

VI. CONCLUSIONS

We studied the problem of media streaming with focus on
Quality of user Experience (QoE) metrics and trade-offs. The
QoE metrics that we considered in this work are the probability
of interruption in media playback and initial waiting time
before starting the playback.

In our system, the user can receive parts of the media file
from multiple sources by requesting packets in each block
of the file. We demonstrated that sending a random linear



combinations of the packets within each block of the media file
simplifies the packet selection strategies of the P2P systems,
and solves the duplicate packet reception issue. Moreover,
it allowed us to describe the receiver’s buffer dynamics as
an M/D/1 queue, and characterize the trade-off between the
QoE metrics for different ranges of the system parameters. We
presented tight upper and lower bounds on the minimum initial
buffering required to achieve a desired level of interruption
probability. Finally, our numerical results confirmed that the
optimal trade-off curve demonstrate a similar behavior to the
one predicted by our bounds.

This work is the first step in analytical characterization of
QoE trade-offs in media streaming applications. It is essential
to take into account each user’s preferences on the interruption
probability and initial waiting time, when performing resource
allocation among multiple users. An interesting extension to
this work would be to obtain optimal resource allocation
policies to satisfy certain user preferences. We shall study this
problem in future works.

APPENDIX

Proof of Lemma 3: Case I (0 < R < 1): First note that y(r)
is a continuously differentiable function, and ~(0) = 0. For
each R < 1, we have +/(r) > 0 for all » > 0. Therefore,
~(r) > 0 for all > 0, i.e., 7(R) = 0 for each R < 1.
Case IT (1 < R < 2): By definition of #(R) in (7),
0=7(F(R)) = F(R)+R( -1
(R
< F(R)+<R(—F(R)+—AA%—Z)
Rearranging the terms in the above relation, gives the lower
bound in (9). We show the upper bound in two steps. First,
we show that v(2(R —1)) > 0 for R > 1, then we verify that
~(r) > 0 for all r > 2(R — 1). These two facts imply that
~(r) > 0 for all » > 2(R — 1), ie., 7(R) < 2(R —1). The

first step can be verified by noting that

HAR=1)| e, =0, 5r(2(R=1)) >0,
It is also straightforward to show that
a—'y(r) >0, forall r>log(R), (16)
r

which immediately yields the second step by noting r > 2(R—
1) > log(R).

Case III (R > 2): We use a similar technique as in
the preceding case. The upper bound is immediate by the
following facts:

v(R) = Re™ ' >0,

(r) >0, forallr>R.

g’)’
It is also straightforward to check that yv(R — 1) < 0 for all
R > 2. Moreover, note that y(R) > 0. Therefore, by the mean
value theorem, () has aroot in [R—1, R], i.e., 7(R) > R—1.

Lemma 4. For all 0 < z < 1, the following relation holds:

2

—(1=2)log(l—2)—2z< -z

5 a7)

Proof: Let f(z) = —(1 — 2)log(1 — 2) — 2z + % f(z)
is a continuously differentiable function on [0, 1). Moreover,
f(0) =0, and f’'(2) =log(1 —z) + z < 0. Therefore, f(z) <
f(0) =0, for all z € [0,1). [ |
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