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8 Abstract—A Gaussian interference channel (IC) aided by a half-
duplex relay is considered, in which the relay receives andréansmits s X 1 — Y —>
in an orthogonal band with respect to the IC. The system thusansists RN
@ Yr
(D of two parallel channels, the IC and the channel over which te relay 2T
Eis active, which is referred to as Out-of-Band Relay Channe{OBRC). ,
The OBRC is operated by separating a multiple access phasedm Iy
the sources to the relay and a broadcast phase from the relaytthe Xor
qp) y p 0
destinations. Conditions under which the optimal operatia, in terms
—

C; ~
e
C%)———» Yo—»
of the sum-capacity, entails eithersignal relaying and/or interference (ii)

forwarding by the relay are identified. These conditions also assess z,
I_the optimality of either separable or non-separable transnission over
—=the IC and OBRC. Specifically, the optimality of signal relayng

“and separable coding is established for scenarios where thelay-to-
8destination channels set the performance bottleneck withespect to
— the source-to-relay channels on the OBRC. Optimality of inérference

forwarding and non-separable operation is also establiskin special

Zgs

Fig. 1. Interference Channel (IC) with an out-of-band re(@®BR).

] cases. reveal the fact that relaying in interference-limited syss$ offers
> performance benefits not only due signal relaying, as for
i standard relay channels, but also thanks to the novel idea of

|. INTRODUCTION interference forwarding. According to the latter, the relay may

C\] - Consider two interfering links, say belonging a Wireless&lo help by reinforcing the interference received at the undési
(\JArea Network, that operate over the same bandwidth, i.e., @8stination, so as to facilitate interference strippingal@iting the

sinterference channel (IC). The corresponding transmsit@nd standard technique of rate splitting irpcivate and common mes-

receivers of the IC may be also endowed with a second, shorigiges (see, e.g[, [11]): Private messages are decodedtahly a
(Hrange, radio interface, such as Bluetooth, that can be used jhtended destination, while common messages are decoded al

communications with an external terminal over an orthogong the interfered destination (and may benefit from interiee
_bandwidth, as shown in Fig. 1. This terminal may act as a felay forwarding).

.—both links, while operating out-of-band with respect to k@di.e.,

. .. A second related line of work deals with communications over
as an Out-of-Band Relay, or OBR). By this means, commurinati . . . !
o . parallel 1Cs (albeit the considered OBRC is not a conventional
(.Gtakes place effectively over two parallel channels, the g a

. . S . in [[7]-[1( i i
the channel where the relay is active, which is termed as Oéﬁ) As showln n [] 11 )1’ optimal operatlon.ove.zr paral]sﬁsl,
.~ unlike scenarios with a single source or destination, Bihicen-
channel (OBRC). We refer to the overall channel comprisigg I_., . . X
. ) . . ; ils joint, rather tharseparate, coding over the parallel channels.
and OBRC as IC-OBR. This scenario was first consideredlin [ .
. . . other words, the signals sent over the parallel ICs nedukto
where it was assumed that the OBRC is operated via an ortlabgon . : .
) ; enerally correlated to achieve optimal performance. Tuestion
medium access scheme (e.g., TDMA) that makes the links fr . : : .
) . arises as to what type of information, either private or canm
each transmitter to the relay, and from the relay to eachivece . .
: should be sent in a correlated fashion over the componentHas
all orthogonal to one another. In this paper, we study theemar - : . .
N : Lo instance, the original work [7] derives conditions undeichicor-
complex situation in which the relay is simply assumed to he

half-duplex, so that the OBRC is operated by allowing thayel related _tran_s mission of prlv_ate MEsSages 1S optlr_n‘al, [Bblde_rs
. ; ; . : the optimality of common information transmission, wheréa
to either transmit or receive at a given time.

The considered model is related to, and inspired by, twontecélo] scenarios are found for which sending both correlatace

lines of work. The first deals withelaying in interference-limited and common messages is optimal, _ _
systems, where, unlike in the IC-OBR, the relay is assumed to In this paper, we study the IC-OBR model and derive condi-
operate in the same band as the [C [2][B][1]. These work&ns under which a separable coding scheme with only signal
relaying is sum-rate optimal, and also conditions underctvhi
This work is partially supported by U.S. NSF grants No. 0520®635177 and 5 non-separable coding scheme with both signal relaying and
0905446 and The Wireless Internet Center for Advanced Tdobg at Polytechnic . . . . .
interference forwarding achieve optimal performance. ptnzal

Institute of NYU. The work of O. Simeone is supported by U.SMNgrant CCF- ’
0914899. results are corroborated by numerical examples.
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Il. SYSTEM MODEL the relay to destinatio; is worse than towards destinatid@n ,

The Gaussian IC-OBR model, shown in Fig. 1, consists of tw&-»c1 > c2. Under these conditions, we consider the performance

parallel channels, namely the IC and the OBRC. On the IC, tpE strategies whereby transmittsi, interfering onDy transmits:
signal received by destinatial; at timet = 1, ..., n, is given by (i) on the IC onlyprivate information, which is then treated as
T noise by D»; (ii) on the OBRC independent information, thus

Yie=Xit+ 05X+ Zig, (1) usingseparate encoding over IC and OBRC. This choice appears
to be reasonable in light of the channel conditions mentone
bove. In contrast, transmitte¥;, whose interference may not

gecessarily be weak, transmit$) on the IC with both private

and common messagesiij on the OBRC with thesame common
message plus an additional independent message. Transner

us potentially employs a non-separable coding stratelggrev

e same (common) message is sent over both IC and OBRC.

(relay transmitting). We haveu ac + nse — n, wheren is the Since this message is common, the operation of the OBR can be

ratio between the bandwidths (and thus the channel usesjeof (flassified asinterference forwarding [1[G]: The relay forwards

OBRC and of the IC. The received signal at the refapver the information about the interference on the IC frofa to D;.
OBRC is given by th.e MAC relationship Moreover, we assume that the OBR employs Decode-and-Foward

(DF). The main questions of interest are: Under what cooti
Yrt =01 Xirt +b2Xort + Zr (2) is the scheme described above optimal? And, when this is the
case, under what conditions is separable (rather than thergle
non-separable) coding at transmittgr optimal?

wherei, j = 1,2 andi # j, Z; ; are independent unit-power white
Gaussian noise sequences, ang are the transmitted sequence
over the IC. Due to the half-duplex constraint, the OBRC

orthogonalized into two channels, one being a multiplesasc
channel (MAC) fromS; andS; to R, with fraction of channel uses
nuac (relay listening) and the other being a broadcast channgl
(BC) from R to D, and D5, with fraction of channel usesgzc

fort=1,...npa0n E; and the signal received at destinatibn
over the OBRC is given by the BC relationships

Yrit = ¢iXpt+ ZRit, ®) IV. OUTER BOUNDS

fort=1,...,npcn, andi = 1,2. We have the power constraints
Ly E[X?,] < P;onthelC, and- oM E[X?z,] < Pir,

In this section, we give a general outer bound on the capacity

, . i f IC-OBR.
LN~IBe™ B[X2,] < Pr on the OBRC,i = 1,2. Bandwidth region o
n Lat=1 Ritl = J ) i _ . _
allocations {40, npe) will be considered as fixed and given Proposition 1 (Outer Bound for IC-OBR): For an IC-OBR

throughout the paper, except in SEC] V. for a1 < 1 ande¢; > c¢o, with given bandwidth allocation

Encoding and decoding functions, probability of error anfjm4c: n5c). the capacity region is included in the following
achievable rates are defined in the usual way. In particelar, region

coding at the sourc§; produces two sequen@esne transmitted .

on the IC, X, and one on the OBRCX,. The relay decides Jim C|05UFE( U {(R1, Ry):

the transmitted codeword’}*“" based on the signal received p(z},a3)=p(z})p(z}),0<E+E<1

from the sources, namely}”*°" (). Finally, the destination 1 o om 9 9

D, decodes on the basis of the signals received over th&’JC, R; < ﬁI(XJ' V") +macC (biPig + b2 Por) (4a)
, and over the OBRCY72°™ (@). 1 e nl o . L

@ A @ Ry < TIOXSYPIXD) 4 mracC (BPin) G = 1,2, i #

I1l. SCENARIO AND ACHIEVABLE STRATEGIES ) (4b)

The model at hand appears too complicated to hope for generak; < —I(X7; Y| X2) + npcC(ci¢PR) (4c)

conclusions regarding the capacity region. In fact, thecimay 711 2 p

employ a number of rate splitting strategies, with indegetd R, < —1(X7;Yy") + npcC _¢Pr } ) (4d)

feqi ; ; n 14 c2¢Pp
or correlated transmission of information over the two pafra 25

channels, IC and OBRC, and may deploy either structured or Yhore the union is taken with respect to multi-letter in-

structured codes. Moreover, the relay may implement a nuwioe ;¢ gistributionsp (27 )p(a}) that satisfy the power constraints
relaying strategies, encompassing regenerative or rgenezative 1/n " E[X2,] < P, i = 1,2, and with respect to parameters
techniques. It is emphasized that, not only the optimalatjpmar on ith 0 S df —

. Ewith0<¢E<landé=1-¢.
the IC alone is generally not known [11], but the same alsdol
for the operation over the OBRC model aldn&herefore, in this
paper, we focus on specific channel gain conditions andideita

Proof: Appendix A.

achievable strategies. We will show optimality of the cdesed V. CAPACITY RESULTS
techniques in a number of special cases of interest.
In particu|ar' we will consider a scenario in which intedfece In this Section, we consider fixed OBRC bandwidth allocation

towards receiveD, is weak, i.e.,a;2 < 1 and the channel from (1vac,7pc) and derive two sets of conditions for optimal
operation. Under the first, a special case of the strateggrithes
Iwe will not denote explicitly the necessary integer rouietff operation. in Sec[ll, in which separable coding only (at both transens)
X2 (X, X)), is employed, is shown to be optimal, while the second set of

3A special case of this model is the two-way relay channel, sehcapacity is diti id . . l f th i
still generally unknown. Note that the OBRC model is sigmifity more complex conditions provides (asymptotic) optimality of the gereran-

than the four orthogonal links considered [ifi [1]. separable technique.



R, S1S2toR

MAC information over the IC is justified by the“strong interface”

conditionay; > \/(1 + P1)/(1+ a%,Py). Also, notice that here

the relay performs only signal relayirid [1]. To be more sfiecive

have two subcases depending on the channel gains of the OBRC.
The first set of conditions (under which the sum-capacity is

@)) is characterized by acC(b3Pir) > npcC(ciPr) and

is illustrated in Fig.[R. It corresponds to the case where the

NwacC(b2?P2r)

NecC(c2°Pr)

Rto D1,D2 relay-to-destinations BC constitutes thettleneck with respect
BC R, to the sources-to-relay MAC in th&, — R — D; communication
N5cC(C1ZPr) NuacC(b:2Pig) path. In this case, the optimal strategy in terms of sum-iste

for user 1 only to transmit over the OBRC. Notice that this

Fig. 2. lllustration of the first OBRC condition leading toetlsum-capacity in operating point on the OBRC (See dot in the flgure) IS sum-rate

Proposition 2. optimal if one focuses on the OBRC alone limiting the scope to
DF techniques, since the corresponding achievable raterrég
Rz given by the intersection of the MAC and BC regions in Fi. 2.
\\ S1.52t0R Proposition 2 shows that such operating point is also optfora
rincC(b2P2x) MAC communications over the IC-OBR under the given conditions.

The second set of conditions (under which the sum-capacity
is (@) is given by nacC(biPir) < npcC(ciPr) and
nMAcC(ligb?PIjR) > npcC (%) and is illustrated in
Fig.[3. Here, the sum-rate optimal operation of the OBRCiknta
transmission over the OBRC (of independent informationpbth
sources, not just source 1 as above, at rates given by thatomer

R point indicated in the figure. This rate pair is charactatize
NwacC(b12P1gr) NacC(c1?PR) by the power splité* in Proposition 2 Notice that the same
considerations given above regarding optimality of thisnpéor
Fig. 3. lllustration of the second OBRC condition leadingthe sum-capacity the OBRC alone with DF apply here.
in Proposition 2. 2) Optimality of Non-Separable Encoding: In this section,
we discuss conditions under which strategies based onfenter
ence forwarding, and thus non-separable encoding, arenabti

r'IEscC(‘zzzF'R)

Rto D1,D2
BC

1) Optimality of Separable Encodir]g: In Proposition 2, the “strong interference” conditian, >
Proposition 2: In an IC-OBR withaiz < 1, ¢4 > ¢z and /(1 + P)/(1 + a3, P1) at D; was instrumental in making inter-
as > ,/lijflpl, the sum-capacity is given by ference forwarding fromS, to D; not necessary. Consider then
12

a more general situation in which this condition is not imgzhs
Py 2 We will see below that, in this case, interference forwagdjand
—_— P 5 o I o .
1+ a%zPl) +soC (Cl R) ©) non-separable coding) is potentially useful. This is shéayriirst
providing an achievable region for a special case of theraehe
described in Se€ll, which involves interference forwiagd then
P ) establishing its asymptotic optimality under given coiuais (that

Ry + R SC(P1)—|—C(
if condition 1y, 4cC(b3P1r) > npcC(ciPr) holds; and by

R1 + Ry < max {C(P1)+C<
0<¢<1

1+ a2,P, include the scenario discussed above), and finally discgssime
+ min {nyacC (B2Pig) C(2ep numerical results.
{nMACQE; ! 1R) e ( e R) } Proposition 3: In the IC-OBR, the following conditions
¢ R
+npcC | —25— ) } 6
e (1 + c3¢Pg © Ry < C(Py) + naracC (b Pig) (7a)
-
if conditions 7 acC(b3P1R) <  nBcC(3Pr) and R, <C Py c c3§ PR b
C b2 Paor > C ¢3¢ Pr hold h * 2= 1+ a%QPl + o 1+ C%fPR ( )
nvmAc 1+b%P1R Z 7NBC 1+C§5*PR ola, w ereg IS

the optimal power allocation that maximizes the sum-rige (6 B1+ R2 < C(P1+ a3, P2) +1pcC(cIEPR)

with € = 1 — ¢*. The sum-capacity is achieved by separable 3Py

coding on IC and OBRC. +nscC (m) (7c)
Proof: The converse follows from Proposition 1 and invoking 2 2 2

the worst-case noise result of [12] applied fap < 1. For the Byt By < C(P 4 a3 Po) + maacCbiPir+ b Per) - (7d)

achievability, we follow the strategy described in Sed.ailid we with ¢ +¢ < 1, define a rate region achievable with the scheme of

refer to Appendix B for further details! Sec[TIl. Moreover, for, < 1, andb,, ¢; — oo, the sum-capacity
Optimality in Proposition 2 is achieved by using a specialecajs achieved by this scheme and given by

of the strategy described in S&cl IIl in which transmitteipemtes

as prescribed, and transmitter 2 sends only common infeemat r 1 g, <c(P)+C ( P > 4 aracC(B2Prg)

on the IC and transmits independent information over the OBR 1+af, Py

(separable coding). Notice that transmission of only commo +nBcC(c3PR). (8)
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Fig. 4. Achievable sum-rate and outer bound for an IC-OBFRhwéspect to
R — D; channel gainec; and S2 — D; channel gainaz:1 € {0.1,0.9.1.8}
(a12 = 0.5, b1 = 1, b2 = 10, c2 = 1 and all node powers are equal to 10).

Proof: Appendix B.

The scheme achievind ([74)-(7d) is based $ntransmitting
common information over the IC, as for Proposition 2, and ‘ ‘ ‘ ‘
both the same common and an independent private message on 0 2 4 6 8 10
the OBRC (non-separable encoding). This scheme is shown in !

Proposition 3 to be sum-rate optimal if a very good channel is

available betwee, andD; through the relay, so as to essentiallyig- 5. Achievable sum-rate (from Proposition 2 (5)) witgral relaying and

drive D; back in the “strong interference regime” thanks tQregmoun oichropositon 1 and optimal parametere Ac, s, &) for an
pect taS; — R channel gainb; (b2 = 2, ¢1 = 2, cg = 0.3,

interference forwarding. It is noted that this conditionrédated # = 1, all node powers are equal 1@, as; = 1.8, a12 = 0.5).

to the “large excess rate” assumption of Theorem 4 in [1] ¢whi

applies to a TDMA-based operation on the OBRC).

To investigate the role of interference forwarding in a non-
asymptotic regime, Figi]4 shows the sum-rate obtained figj ( discussed above are shown for variable— i gain, b;, and the
(7d), by assuming that source 2 either transmits only anpiede Other channel gains are set#p=2, c; =2, c; = 0.3 andn = 1.
dent message on the OBRC (signal relaying, iy = 0 in the We know from the first part of Prop. 2 that #f is sufficiently
achievable region given in Appendix B) or also employs intefarger thanc, for fixed bandwidth allocation, the ratel (5) where
ference forwarding, and the sum-rate upper bound obtaireed f the relay helps theS; — Dy pair only, is optimal. Observing
Proposition 1. The OBRC gains are sebto= 1, by = 10, ¢ = 1 the corresponding optimal bandwidth and power allocatifoms

and ¢, is varied, all node powers are equal to 10 angdsc = the achievable sum-rate as shown in [Elg. 5, a similar cotmius
nc = 1. We also haveu;; = 0.5 and ay; € {0.1,0.9.1.8}. is drawn here forb, > 2 where the achievable sum-rate and

Note that foras; = 1.8 > /(1 + P1)/(1+a3,P,) = 1.78 outer bound coincide. Moreover, the total bandwidth is hedal
the conditions given in Proposition 2 are satisfied and sigrietween theS; — R and R — D; channels.

relaying alone is optimal. Fois; € {0.1,0.9} < 1.78, instead,

the advantages of interference forwarding become sulstant

with increasingc;, which is due to the fact that th8; — D,

pair acquires an increasingly better channel through tley.re

Specifically, the asymptotic optimality derived in Propiusi 3 VIl. CONCLUDING REMARKS

is here seen to be in practice attained for finite valueg,of;.

Parameters (Achievable Sum-Rate)

VI. SOME RESULTS FOROBRC VARIABLE BANDWIDTH Operation over parallel radio interfaces is bound to become
ALLOCATION increasingly common in wireless networks due to the larga-nu
We now investigate the effect of being able to optimize theer of multistandard terminals. This enables cooperatiooray
bandwidth allocation r3;4c, nBc) Vvia numerical results. We terminals across different bandwidths and possibly statsddn
consider a scenario witlu;s = 0.5, as1 = 1.8, ¢;1 > c¢o, this paper, we have studied one such scenario where twoesourc
and all powers are set td0, which satisfies the conditions ofdestination pairs, interfering over a given bandwidth, pErate
Prop. 2, except the ones that depend on the bandwidth allacatvith a relay over an orthogonal spectral resource (outaofeb
(nmac, nee), Which is not specified a priori here. We compareelaying, OBR). We have derived analytical conditions unde
the performance of the achievable scheme of Prop. 2 (sdparathich either signal relaying or interference forwarding ap-
transmission) with a sum-rate outer bound obtained fronpPto timal. These conditions have also been related to the proble
In both cases, the bandwidth allocation{sc, nsc) is optimized assessing optimality of either separable or non-sepativemis-
to maximize the sum-rate. In Figl 5 (upper part), the sura-ragion over parallel interference channels.



APPENDIX
A. PROOF OFPROPOSITION1

Bounds [[(4b) follow from cut-set arguments, while](4a) falto
as

nRy < H(W) (9a)
< I(Wi Y7, Yre™) + HWA YY", Yiie™) (9b)
< T(Wh; Y, YRA7C™) + ney, (9c)
< I(XP3 V) + h(YMA9™) — h(ZI4A9™) 4 e, (9d)
< I(XP5 YY) + nuacnC (b1 Pig + b3PaR) + nen,  (9€)

from Fano’s inequality, and from the Markov relatiohg; —
yMaer v — Y2 and Wy — X — Y{". Heree, — 0

asn — oo. We now focus on the remaining two bourid](4c)-

(4d), which follow from considerations similar to the Gaiass
BC. Proceeding as above, we have

< I(X3:Y3") + h(YRs<")
_h(c XnBCn+ZnBCn|Y2n,W2)—|—nen.

nRy
(10)
Now, consider the following
MZEE") < h(ca XJPC™ + Z 5™ Y3, W)
< h(ee X PP+ Z15°M) < nBC log(2me(1 4 c3PR)),

so that, without loss of generality, one can define

log(2me(1 + ¢3¢ PrR)),
3EPR

1+ c§§PR> +nen,

where we have used the maximum entropy theorem. Now, cansi
T(Wh; Y, Y2 [ Wa) + ne, (11a)

XT3V XS + I(Whs YRP O [YY", Wa) + ne(11b)

(X7 Y"1 X3) + T(Wa; —Y”BC"IYl , Wa) + neén.

(11c)

WBC

h(Ygy " [Y5', Wa) =

for some0 < ¢ < 1. Then, KI(D) becomes

nRy < I(X3:Y5") + npenC <

nR; <
<

Since the capacity region of BC depends on the conditional

marginal distributions and noting tha:tl > ¢y, WE can write
Ylgen 02Y"BC" Z”BC” where Z”BC” is a Gaussian

2

noise with variance — —2 From the conditional Entropy Power
Inequality, we now have

h(YpBC™ Y Wy (2Bt iy

2nBcn

’ ) (12)

e

Also, given thata;, < 1, we have,

h(Ygs “" Y Wa) = h(Ygs " |XT" + 21, W2) (13a)

= h(Ypy 7" X7 + 23, W2) (13b)

< MY |aro XY + 25, Wa)  (13¢)

= h(Ygz " Y5", Wa) (13d)

”BC log(2me(1 + 2PR))  (13e)

due to the Markov cha1i|f112X1 +25 = X423, Wy — Y5,

The proof is concluded with standard steps.

B. PROOF OFPROPOSITION2 AND 3

The achievable region of Prop. 3 is obtained following
Sec.[ll. S; transmits a private messagé;, over the IC,
X7(Wy) = X7,(Wy,), and an independent private messager
over the OBRC via standard "Gaussian codebools’.trans-
mits common messagd3Vs., Wa.) over the IC X3 (Ws) =
X3 (Waer, Waer)), and an independent private messdder,
along with Wy (interference forwarding), on the OBRC. Then,
the following conditions are easily seen to provide an acthée
region

p < C(Pl) (14a)
Rocr + Rip < C(Py+ a3, Py) (14b)
P

< =z
Ro. <C (1 N a%2P1> (14c)
Rir < nvacC(b3Pig) (14d)
Row + Rop < naracC(b3PaR) (14e)
Rig + Roe + Rop < naacC(b3Pig + b3PoR) (14f)
Roe + Rig < npcC(ciEPR) (149)

-

CQ€PR
< s> -

Ror < npcC (1 mn C%fPR> (14h)

Using Fourier-Motzkin elimination method, with the factath
Ri = Rip + Rir, Roc = Roer + Raer, and Ry = Ra. + Rap,
the achievable region in Proposition 3 can be obtained. Now,
ba, c1 — o0, the achievable region becomes

Ry < C(P1)+nmacC(biPiR) (15)
P2 2
< - -
Ry < C (1 o P1> CupeC (P (16)

since the overall region is maximized fér= 0 for by, c; — co.
The converse of Prop. 3 is again obtained from Prop. 1, simila
Q? Prop. 2.
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