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Abstract

Despite encouraging advances in the design of relay codesrad important challenges remain.
Many of the existing LDPC relay codes are tightly optimized fixed channel conditions and not easily
adapted without extensive re-optimization of the code. &dvave high encoding complexity and some
need long block lengths to approach capacity. This papesepis a high-performance protograph-based
LDPC coding scheme for the half-duplex relay channel thar@esses simultaneously several important
issues: structured coding that permits easy design, lovoding complexity, embedded structure for
convenient adaptation to various channel conditions, amfbpnance close to capacity with a reasonable
block length. The application of the coding structure to timdlay networks is demonstrated. Finally,
a simple new methodology for evaluating the end-to-endrgresformance of relay coding systems is

developed and used to highlight the performance of the megpaodes.

Index Terms

Relay channel, LDPC codes, protograph codes, multipkeyrehannel

. INTRODUCTION

To harvest the cooperative gain promised by informatiorotph¢l1], [2], coding schemes are needed
that can approach the fundamental limits of the relay chammaong the early coding results for the
relay channel were distributed coded diversity schemes[43] [5], which proposed convolutional and

turbo codes for the fading channel under cooperation. LaterDuman et al. [6], [7] proposed turbo
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Fig. 1. Bilayer-lengthened protograph design for halfidupelay with Rsp, = 1 and Rsr, = Z—i; n=12...

codes for the decode-forward (DF) relay channel in halfleuand full-duplex modes. There is a large
body of work focused on designing LDPC codes for the relaynob&[8], [9], [10], [11], [12], [13],
[14]. These works mostly utilize irregular LDPC codes and density evolution (or related) techniques
to search for optimized irregular LDPC ensembles operatintyvo different rates. Razaghi and Yu [11]
produce bilayer LDPC code structures for the DF scheme. dyisoach has been refined in other works
including [8], [9]. Other examples of LDPC codes for the kaiplex relay channel include [10], [12],
[13], [14].

It has been known that the basic problem of coding for the D&yrehannel in the power-limited
regime can be reduced to the following: a code and its sule-cadst be designed simultaneously that
operate with two different rates at two different SNRs at thlay and the destination, respectively.
Despite some progress, LDPC codes for the relay channelfame painstakingly optimized to match
to a set of channel conditions without a structure to fadiitthe optimization of design, and many of
them do not offer easy encoding. This paper proposes a cfasBRC relay codes that address three
important issues in an integrative manner: low encodingperity, modular structure allowing for easy
design, and rate-compatibility so that the code can beyeasitched to a variety of channel conditions
without extensive re-optimization. In addition, the prepd codes offer excellent performance.

In this paper, we concentrate on the DF protocol. For pracparposes, we further limit ourselves
to the half-duplex relaying where the relay cannot transmnidl receive at the same time. The main
contribution of this paper is a coding scheme for the relagnctel using protographs [15] that are built
with bilayer expurgated and bilayer-lengthened structitd]. A protograph code [15] is an LDPC code

that can be constructed by extension from a small bipartigety called a protograph, whose graph
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topology is represented by a so-called proto-matrix. Rp@poh codes can achieve very good thresholds
with low encoder complexity as well as fast decoding [16F][IThe proposed approach offers flexibility
in designing a family of rate-compatible embedded codesrdétay channels. These embedded codes
allow a coding scheme whose rate can easily be adapted toeheonditions, and are thus suitable
for designing multi-relay coding systems. We also intralacmethodology to evaluate the end-to-end
error performance of relay coding schemes, and demonst@tend-to-end performance of our proposed

codes.

[l. BACKGROUND
A. System Model

A half-duplex single-relay channel is shown in Figlile X, and W; denote the transmitted signals
from the source (S) and the relay (R) white andV; denote the received signals at the destination (D)
and relay, respectively. Subscript 1 denotes the broadcast mode which is active for a fractiohthe
transmission interval, and subscript 2 denotes the multiple access mode which is active for a @macti

t' =1 —t of the transmission interval. The received signals are:

Vi =hspXi + NR]

Yi = hsp X7 + ND1

Y2 = hspXo + hrpW2 + Np, , 1)
wherehgsp andhrp are the S-to-D and R-to-D channel coefficients, respegtiv€k,, Np, and Np,
are the noise samples at the relay and the destination inrteafid second time slots, respectively. All
noise samples are assumed to be Gaussian with zero meaniawariamce.Ps, = E[X?] represents the
source transmission power in the first time slot (duratiprSimilarly Ps, and Pr, represent the source
and relay transmission powers in the relayed time slot (thma’ = 1 — t). We also defineSN Rgg,

SNRsp and SN Rrp as signal-to-noise ratios by the relay and destinationndutie first time slot,

and by the destination during the second time slot, respyti

B. Coding for Half-Duplex Relay Channels

In the first time slot, a source sends a high-i@tg;, code to a relay and a destination, using a rate that

is decodable at the relay. In the second time slot, the redengmits additional mutual information to help
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the destination decode, producing an effectively lowés-€& p, H Thus the relay coding problem consists
of a simultaneous design of two codes that operate at twerdift SNRSSN Rsr > SN Rgp, such that
one is a subset of the other. This problem has been attemptechber of times by forceful optimization,
but a more streamlined approach is now available via bilaggurgated and bilayer-lengthened LDPC
structures [11]. In the bilayer LDPC structure, either tlienodes or the check nodes are divided into
two sets (called layers) and the graph, although still artiteagraph, is re-drawn with two rows of check
nodes sandwiching the bit nodes, or vice versa [11, Fig. 3@ndhis provides a convenient way to
build and illustrate subcodes, which we use for our purpoSesa more comprehensive treatment and

justification of the bilayer structure please see [11], [13]

C. Protograph Codes

A protograph [15] is a Tanner graph with a relatively smalhtoer of nodes. A protograph code is
an LDPC code constructed from a protograph by a copy-anaiyger operation, where the protograph
is copied N times and theN variable-to-check pairs (edges) corresponding to the szaige type of
the original protograph are permuted. Thus the protograyte dhas the same rate and the same node
distribution as the original protograph. Several capaajiproaching protograph code designs have been
proposed in [17], [18]. Figurel 2 shows a rdté protograph from [19] consisting of 7 variable nodes and
4 check nodes that are interconnected by 24 edge types. Thesidaes represent transmitted variable
nodes, the white circle is a punctured node and the circlés avplus sign are parity check nodes. This

protograph can be represented by the proto-matrix

1 2 00 0 10
0 31 1110
Hypp = 2)
1 2 2 2 11
02 0000 2

where the rows and columns represent the check nodes aathieamiodes respectively. The entries of the
matrix represent the number of parallel edges that conhectariable node and the check node. Using

the PEXIT technique [20], the threshold of this code)i439 dB, a gap 0f0.252 dB of capacity. The

In our formulation the source may also be active in the sec¢ione slot, but it will be constrained to synchronously traits
the same signal/codebook as the relay. Thus in this work idtenction between orthogonal and non-orthogonal trassion
is only in the received SNR during relay time slots. Since \@eameterize our analysis by received SNR without any direct
reference to source and relay powers, both orthogonal amti{sonous) non-orthogonal transmissions are subsumehlein

following developments.
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Fig. 2. The ratet/2 protograph with a threshold of 0.439 dB

linear minimum distance of this code grows linearly with etmhgtH which is necessary for avoiding

an error floor [21].

[Il. DESIGN OF BILAYER PROTOGRAPHBASED LDPC CODES FOR THE RELAY CHANNEL
A. Bilayer Lengthened Structure

A bilayer lengthened structure for the relay channel [113hiswn in Fig[]l where a high-rate code is
constructed by adding variable nodes to the graph of a lteve¢ade. Geometrically, the overall graph
contains two layers (sets) of variable nodes and one setaufkchodes. One layer of variables connecting
to the checks forms a graph of a lower-rate code, and theeegrtétph constitutes a high-rate code. The

corresponding parity check matrix has the form:
Hgsg, = [Hsp, H] 3)

where Hgp, is the parity matrix of the lower-rate code which is equival® the sub-code (Layer 1 or
Csp,) and H. is the extension matrix representing Layer 2. Layers 1 andn2bined create a capacity-
approaching code for the source-relay liks(,) as shown in Fig.]1. The relay decodes this codeword,
then protects the codeword bits in Layer 2 ¥iaparity bits. These parities are encoded withp, and
transmitted to the destination during the second time $loé destination, using thegg parity bits, can
reliably detect the bits in Layer 2, therefore they can bmislated from the code graph. The remaining
graph contains just Layer 1, which constitutes a capacipr@aching code at the SNR of the SD link,
which is decodable at the destination.

We will describe in the following an example for the desigritod bilayer lengthened codes with rates

R= Z—j;; n=1,2...., as an extension of the ratg2 protograph of Eq.[{2). For each new code, three

%If a random permutation per each edge of its protograph id.use
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variable nodes (or columns) are added, as follows:

Yy Y2 Y3
xr1 T4 X7
Huov = | H= , (4)
n+2 n+1
T2 T I§
T3 Te I9

wherez; andy; variables denote the number of parallel edges in the exterggiaph, to be determined.
Variablesy; in the first row correspond to the check node that connectbdadéegree- variable node.
Variablesz; in rows 2-4 correspond to the remaining check nodes. In order to preghevlinear growth
of minimum distance for the bilayer codes, the column sumsoims 2-4, hamely sums of columns
designated with variables;, should be3 or higher [21].

We further simplify the problem by setting the maximum numbgparallel edges t@ (i.e. z;,y; =
0,1,2). These constraints limit the range of parameters thus Igyimg the optimization. Our cost

function is the threshold which is calculated via the PEXI&thod. For this example, the best threshold

is given by:

01 1 0 0 2
1 11 2 20

Hyj3 = | Hyj H3;y= | Hyy3
2 1 2 1 1 2
01 0 0 0 1
01 2 0 0 1
1 2 2 2 2 0

Hys = | Hzyy Hs/6 = | Hyys
2 11 1 1 2
0 0 0 0 0 2
0 01 0 0 2
I I 1 2 1 I o 2 2 0

6/7= | Hs/g 778 = | Hes
/ / 21 2 / / 1 1 2
010 0 0 2
000 0 0 2
01 2 1 2 0

Hgg = | Hys Hgy/0 = | Hgyg
2 21 21 2
1 1 0 0 0 2
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TABLE |

THRESHOLDS OF PROPOSED PROTOGRAPH CODES

Code Protograph Capacity Gap to
Rate | threshold (dB)| threshold (dB)| capacity

Bilayer lengthened design

1/2 0.439 0.187 0.252
2/3 1.223 1.059 0.164
3/4 1.720 1.626 0.094
4/5 2.136 2.040 0.096
5/6 2.455 2.362 0.093
6/7 2.718 2.625 0.093
7/8 2,941 2.845 0.099
8/9 3.125 3.042 0.083
9/10 3.295 3.199 0.096
Bilayer expurgated design
3/4 1.720 1.626 0.094
2/3 1.182 1.059 0.123
7112 0.809 0.590 0.219
1/2 0.420 0.187 0.233
5/12 0.144 -0.185 0.329
1/3 -0.263 -0.497 0.234

The iterative decoding thresholds of these codes calallbye PEXIT technique [20] are given in
Table[l. For rates> 2/3, the produced codes have iterative decoding thresholdsnaitl dB of the
capacity, and the rate-2/3 code has a threshold within2 dB.

B. Design of Bilayer Expurgated Protograph Codes

A bilayer expurgated structure for the relay channel [11§l®wn in Fig.[B where a low-rate code
is constructed by adding check nodes to the graph of a higheade. The bilayer graph in this case
contains two layers (sets) of check nodes and one set ofblan@des (unlike the bilayer lengthened
structure). The variable nodes together with one layer etkmodes form the graph of a high-rate code,

and the entire graph constitutes a low-rate code. The qgmorelng parity check matrix has the form

HSDl = M (5)
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Fig. 3. Bilayer expurgated protograph design for half-éxptelay with Rsp, = W and Rsgr, = % N is the

number of variable nodes

where Hgp, is the parity check matrix of a high-rate LDPC capacity-ag@hing code for the source-
relay link (representing the sub-codé&pr, of Layer 1), andH, is the extension matrix representing
Layer 2. Layers 1 and 2 together create a capacity-appmogaudeCsp, for the source-destination
link as shown in Fig[13. The source transmit€"ar, codeword. The relay, after decoding the source
codeword, produces, additional “parity” bits using the extension matriX., re-encodes these, bits
with a codebookCrp, and transmits to the destination. At the destination, &hearity bits that are
reliably detected essentially provide additional check values on the source codeword frogg, . This
is equivalent to decoding @sp, codeword (with a lower rate) at the SNR of the source-destindink.
We now describe an example for the design of bilayer expadyabdes. In the interest of brevity,
we only present one construction of bilayer codes. Howetierproposed method is completely general;
we can start from any high-rate code to build a family of egabed codes. The starting point for
the following construction is the rate-3/4 protograph cadésigned in the last subsection. The ratd-

protograph containd3 variable nodes (one of them punctured) ahd@heck nodes. Low-rate bilayer

codes expurgated from this code have rafies 131§f]", wheren is the number of checks added. For
each value of, the new code will require a search. As a representative lsawe concentrate on the

search forn = 1, which yields a rat&/3 code. The search space for this new code is in the form
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searc H3 4
Hyjs "= / (6)

0y 1 2 . . . z11
wherey variable denotes the number of parallel edges connectirthetgounctured variable node and
x; variables denote the number of parallel edges connectingrtwining variable nodes except the
degreet variable node. Having a degréevariable node improves the iterative decoding thresholthef
protograph code [1%.
The optimization process is simplified by further limitingetmaximum number of parallel edges. For
example, we can limiy € {1,2} andx; € {0,1,2}. Proto-matrices of new expurgated protographs are

given by

e

2/3 = Hjy

01000O0O0O11001 2

Hz )y = H5 g

01 0010O01O0O0O0°O0 2

i = Hz o

020000O0O01O01QO00O0

3It is well known that degree-1 nodes are not to be used intteed DPC codes, but their effectiveness in structured LDPC

codes is well documented [22].
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H§/12 = Hf/g

020000O0O01T1O0GO0°FO0

i/ = Hz o

020010O0O0O0O0O0O0O

The iterative decoding thresholds of these codes are giveFable[J. The produced codes all have
decoding thresholds within.23 dB of the capacity except the rate-7/12 one which has a degodi
threshold within0.33 dB of the capacity.

V. NUMERICAL RESULTS
A. Coding thresholds

We design nested bilayer lengthened and expurgated peqtogiodes for the half-duplex relay channel,
which can operate at any two rates with iterative decodingstiolds close to capacity, as shown in
Table[l. For comparison, the thresholds of bilayer lengéteand bilayer expurgatedregular LDPC
codes proposed in the literature are shown in Table Il. Adleouse a rate paiRgp, ~ 0.5, Rsg, ~ 0.7).

Our proposed bilayer lengthened and bilayer expurgatedscatke better than the codes proposed in [14]
and within 0.1 dB of codes reported in other WOH(SThUS, a simple design approach has yielded a
family of codes that offer a performance comparable withepthighly-optimized bilayer LDPC codes,
while offering important advantages in terms of rate-cotityildy, low encoding complexity, and the fast

decoding properties of protograph codes.

B. Smulation Results

So far we have represented codes only in the form of protaiceat (protographs). As mentioned
in SectionII-C, a protograph code (an equivalent LDPC casle) large derived graph constructed by

copy-and-permutation operation on protograph, a procaew/k aslifting.
“The rate of [11], [14] is slightly less than 1/2, thus slightkewing the comparison in their favor.
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TABLE Il

COMPARISON OF THRESHOLDER; ~ 0.5, Rz ~ 0.7)

Lengthened Expurgated
[11] [14] [8] Our BL code| [11] [9] [8] [14] Our BE code
Gap | 0.164 | 0.3854 | 0.1039 0.239 0.514 | 0.258 | 0.284 | 0.6323 0.233
Gap | 0.120 | 0.1758 | 0.0945 0.152 0.084 | 0.084| 0.084 | 0.215 0.123

Our protograph codes are derived from protographs in twimdifsteps. First, the protograph is lifted
by a factor of4 using the progressive edge growth (PEG) algorithm [23] theoito remove all parallel
edges. Then, a second lifting using the PEG algorithm wasmeed to determine a circulant permutation
of each edge class that would yield the desired code bloakthen

In our nested bilayer lengthened codes of Sedtion 11I-A,ghety check matrix for the lower-rate code
can be obtained by removing certain columns from the patigck matrix of the higher rate code, and
this produces economies in the design of the decoders. thifas enough to design a decoder for the
largest rate code (9/10). To decode the lower-rate codeanthsing coded bits are replaced by erasures
at the decoder. In the same manner, the bilayer expurgatesapenerated in Sectién 1II-B only need
the decoder of the lowest rates/8). Other higher-rate codes are decoded by ignoring redurdeatks
at the common decoder.

The performances of our bilayer lengthened protograph sadéh rates1/2, 2/3 and 3/4 over a
binary-input additive white Gaussian noise (BI-AWGN) al®wn in Fig.[4. In addition, performances
of bilayer expurgated protographs with rates, 5/12, 1/2, 2/3 and3/4 are shown in Fid.]5. All codes
are simulated with the information block-length &fk. To construct codes with this6k information
block-length, the protographs for the lengthened codedimstdifted by a factor of4, and subsequently
again by factord 365, 683, and455, for codes of ratd /2, 2/3, and3/4, respectively. A similar two-step
lifting is used for the expurgated codes.

The decoder is a standard message passing decoder wherextimeum number of iterations is set
to 200. Log-likelihood ratio (LLR) clipping and other decoding raaneters are according to [24]. No
error floors were observed down to the word error rate (WER)S. The gap to capacity of these
codes is within0.6 dB of their iterative decoding threshold and wittiirg dB of their capacity limits at
WER =~ 3 x 107°.

We now consider a half-duplex relay channel with informatimock-length ofl6380 bits. We assume
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— -O— - BER-R=1/2
—6— WER-R=1/2
BER-R=2/3
WER-R=2/3
— -0- - BER-R=3/4
—8— WER-R=3/4

WER/BER

0 05 1 15 2 25 3
SNR (dB)

Fig. 4. Performance of raté/2, 2/3, 3/4 bilayer lengthened protograph codes designed in SeCilefil With information
blocklength of 16k

the SR link supports rat&sr, = 3/4 and the SD link supports ratBsp, = 1/2. For this example,
the time divisiont = 0.75 is chosen for the source and relay. The rate needed in the ROidi

Rgrp, = 3/4 [13, Eq. 5]. This is the same as the rate of SR code but withfardiit codeword-length.
Under these conditions, the achievable rate of the relapre#las 0.5625 [13, Eq. 3].

We now consider the bilayer expurgated coding scheme [(igitB information blocklengthl6380.
Cgsr, is implemented by the rat&/4 protograph given in Sectidn II[HA. The cod&zp,, which protects
additional parities generated at the relay, has informakitocklength5460. C'rp, is constructed from
the same protograph &%, , but with a shorter length. The destination decodé€%a, codeword plus
these additional parity values, which constitutes a codéwd Csp, in the same manner as [11]. The
word error rate (WER) and bit error rate (BER) performancethese codes are shown in Fig. 6. The
shorter block length of the rate/4 RD code has resulted in a wider waterfall region, highlighta
weakness of the successive decoding approach at smalts lelogths.

The bilayer lengthened structure involves four codes (BigUsing the above relay channel parameters,
Cspg, has the information block-lengtt6380 and codeword block lengtk1840. Each codeword of's g,
is composed of &’sp, codeword with blocklengti0920 and an extension of0920 bits derived via
the extension matrix{, from Eqg. [3). The relay, after decoding and recovering théewmrd, multiplies

the extension bits by the parity check matrix of a rateé-codeC; to calculate a syndrome of length
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BER/WER

=
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T

Fig. 5. Performance of rate/3, 5/12, 1/2, 7/12, 2/3, 3/4 bilayer expurgated protograph codes (Sedfion]Il-B), infation
block-length 16k

*"'RD code

rate=3/4
SD code

4 rate=1/2

BER/WER

SR code
rate=3/4

e

107k

10 &

10"

0 05 1 15 2 25 3
SNR (dB)

Fig. 6. Performance of component codes for a relay chatitieh, =1/2, Rsr, =3/4 andRrp, = 3/4 using bilayer expurgated
structure (Sectiof I-B) withn = 1.4 dB and$ = 1.6 dB
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RD code:
rate=3/4 4

SD & C1 codes
rate=1/2

BER/WER

SR code: '
rate=3/4

0 05 1 15 2 25 3
SNR (dB)

Fig. 7. Performance of component codes for a relay chan®eb,=1/2, Rsr,=3/4, Rc, = 1/2 and Rrp, = 3/4 using
bilayer lengthened structure in Section Il-A with= 1.4 dB andg = 1.6 dB

5460. C1 is lifted from the ratet/2 protograph given in EqL12). The syndrome is then encoded by, ,
transmitted and decoded at the destination to recover thersgne.Csr, andCgrp, are similar to their
counterparts in the bilayer expurgated scheme. Alsgp, and C; have the same code structure and
blocklength. The WER and BER performances are shown in[fFigefformance o€sp, in the bilayer-
lengthening structure is worse than in the bilayer expedatructure due to its shorter blocklength.
Although the example above was coached in terms of orthdgoerasmissions, it also applies to a

non-orthogonal system with correspondingly lower sounte elay powers (see footndié 1).

C. End-to-End Performance of Relay Coding Systems

Many works in contemporary literature represent the paréorce of relay channel codes by illustrating
two component codes: the source-relay code, and the sdestexation code. In this approach it is
implicitly assumed the relay-destination code is an idealec However, the relay-destination code often
operates at a smaller block length, thus it has a wider vadteahd may very well be the bottle neck
for the entire system, therefore providing the threshoideven simulations for only the two other sub-
codes may not always be fully illuminating of the overall fpemance. We believe there is need for a
comprehensive end-to-end performance metric.

In general the end-to-end relay channel error is a functfdhethree SNRs of its constituent channels.

But showing this dependence requires a four-dimensiora| pthich is not practical. We construct a
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simple but useful error plot by assuming
SNRsr = SNRsp + « SNRrp =SNRsp + 03, @)

wherea andg are fixed constants. The affine relationship of the SNRs alliwm to be displayed on the
same axis, producing a simple end-to-end error plot whichbmmthought of as a 2-dimensional slice of
the general four-dimensional error characterization efridlay channelkx and 3 can be carefully chosen

(as shown below) to generate a reasonable and insightfublbwvepresentation of the performance of
the relay channel that does not ignore or trivialize any ef plarameters of the system.

To simplify the simulations, we develop a tight bound on tingl-€0-end error based on component
errors in the system. For the purposes of exposition we gurate on the expurgated-bilayer codes
(Figurel3), where three types of errors may happen in thesydt is the error event at the relaizp
is the error in the decoding of the “extra parity” arrivingifn the relay to the destination, and finally,
Ep is the error event at the destination in the final decodindhefdource message, and the complement
of eventE is shown withE. The bound is shown in Eq._{110).

P. = P(Ep|ER)P(ER) + P(Ep|Er)P(ER) (8)
= [P(Ep|ERrp, Er)P(ERD) + P(Ep|Erp, Er)P(Erp)| P(ER) + P(Ep|ER)P(ER)  (9)
< P(Ep|Egp, Er) + P(Erp) + P(ER) (10)

It is easy to see the bound is tight because component codessad in a regime where their errors
are, conservatively, no more than=2 ~ 10~3, therefore with a very good approximatiagn Er) ~ 1,
P(Erp) =~ 1, P(Ep|ER) =~ 1 and P(Ep|Egrp, ER) ~ 1.

We are now ready to calculate the valueswafnd 3, which will determine how the individual code error
characteristics are combined to produce the end-to-enfdrpence. We are interested in cases where
none of the component errors dominate the others, because are of the link errors dominates, the
performance will be essentially determined by the code endibminating link, which is already known
from the literature on point-to-point channels. So theregéng case is when no link errors dominate,
i.e. the waterfall regions of the component curves coinciti¢heir starting points (approximately the
threshold).

The performance of two bilayer codes with a rate p&igf) = 1/2, Rsgp = 3/4), « = 1.4dB, 3 =1.6
dB and time sharing = 0.75 are shown in Fig.]8. To understand how far is the end-to-emfihymeance
of our codes from theoretical limits, we follow the convemtiof point-to-point channels and produce

a value of SNR at which a random code of infinite length and satdlar to the code under study is
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T T
—6— Bilayer expurgated approach
Bilayer lengthened approach
— — — Capacity limit

0 0.5 1 15 2 2.5 3
SNR (dB)

Fig. 8. End-to-end performance bounds for relay coding meisein Fig[¥ and Fid.]6 witlx = 1.4 dB and3 = 1.6 dB

capable of theoretically supporting error-free commuinica Similarly to the point-to-point case, this
involves inverting the capacity formula by inserting théerand extracting the corresponding SNR. To
produce a single SNR value, we use Eq. (7), assume that edbk obmponent codes is at the rate that
the mutual information of the link supports, and use theyretatual information formulas in [13]. Using
these parameters, the relay channel of the above exampke thasughput 0f).5625 and the code rates
correspond to the limiting SNR o$ N Rsp = 0.225 dB. As seen in this figure, the gap-to-capacity of
bilayer expurgated and bilayer lengthened relay codingmsas are abouk7 dB and1.2 dB respectively

at the frame error rate (FER) @fx 10~°. The end-to-end error bound of the bilayer lengthened code
is worse than that of the bilayer expurgated code becaudeeablbck-length issues. This phenomenon

has also been reported by several previous works includiffy [14].

V. DESING OFBILAYER CODES FORTWO-RELAY CHANNELS

In a practical two-relay scenario (Figl 9) it is likely thdiet relays do not have precisely and deter-
ministically identical channels to the source, destingtend each other. Therefore one relay is likely to
be “stronger” and decode first, then this relay will be ablénédp another relay to decode, and then the
two relays together will assist the destination.

We consider transmissions in three time slots for the soantetwo relays. The transmitted signals
from the source (S) and two relay®&{( and R) are denoted withX, W and @, respectively, and the

received signals at the destination and two relays are ddnwith Y;, V; and P;, respectively, wheré
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Fig. 9. The expurgated coding structure for the half-duples-relay channel

indicates the time slot index. In the first time slot, the seuencodes its message using the code, .
The first relay decodes the source message, but the secagdaral the destination cannot (yet). During
the second time slot, the first relay generateparity bits using the sub-graph denoted Laygtﬁen
encodes these parity bits using another LDPC aOgdeThe second relay, after decoding the parity
bits, decodes the source message. Then, the second relgutesry parity bits using the subgraph
denoted Layer 3, encodes tlig bits with another LDPC codé€’;, and transmits to destination. The
destination decode§', C5, and finally the source message with the helptof+ k3 additional parity
bits from two relays. The achievable rate using the abowdesyy is a special case of the achievable rate
in [25].

For demonstration, consider an example whé&g R, and D can reliably receive source signals
with a rate Rgr, = 3/4, Rsr, = 7/12 and Rgp = 1/3, respectively. TheR;-to-D channel supports
Rg,p = 1/2. Assumingt; = 0.6, t, = 0.2 andts = 0.2, the achievable rate of the two-relay channel is
0.45 [13]. The rate ofC; andCs are1/2 and3/4, respectively. Information block length i$380. Csg, ,
Csgr, andCgp are constructed from protographs given in Secfion 1B is rate7/12 andCsp is
rate-1/3, resulting inks = 3640 and ks = 5460. Although the explanation of this example was in terms
of orthogonal transmissions, the precise same exampleagiglies to a non-orthogonal (beamforming)

relay channel with correspondingly lower source and relayqg.
SLike the one-relay case, these bits are the syndrome of &y dmeck extension matrix.
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15 . 3
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Fig. 10. Performances of component codes used in a two-chlaynel:Rsr, = 3/4, Rsr, = 7/12, Rsp = 1/3, Rc, = 1/2
andRc, = 3/4. Csr,, Csr, andCsp all have codeword blocklengths 28660, while C: andC2 have codeword blocklengths
of 7280.

C, arises from the protograph in Ed. (2) a4 is the same code aSsr,, but with a shorter
blocklength. Fig[1l0 shows the performance(&fz,, Csgr,, Csp, C1 andCs, which operate withir).6
dB, 0.7 dB, 0.9 dB, 1.5 dB and1 dB, respectively of their capacity limits & FR = 107°. As expected,
(1 is the bottleneck in this two-relay channel because of itatsblocklength. We note that this gap is
an outcome of a relatively short overall block length and ecessive decoding approach, both of which
are practical considerations and can be relaxed.

Remark 1: In the multi-relay scenario, there are multiple optionstfoe decoding and transmission at
relays. For example, two relays can cooperatively beamtomards a destination. The required codes in
this case are fundamentally similar to the one-relay chlatimerefore we do not consider them separately
in this paper.

Remark 2: In the multi-relay scenario the transmission time is didideultiple times which shortens
the component block-lengths. Therefore we did not pursueuli-nelay generalization of the bilayer
lengthened structure due to its susceptibility to short block lengtfeets.

Remark 3: Optimization of the time division to maximize the achievalpates has been pursued in
papers on the capacity of relay channel [26] and can be estetodthe multi-relay scenario. Depending
on the channel gains, the optimal length for one of the timésshay be zero, in which case one of the

relays must be shut off.
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Remark 4: The developments throughout this paper apply to eitherogahal relaying or to non-

orthogonal relaying where concurrent transmissions uses#ime codebook.

VI. DiscussiON ANDCONCLUSION

This paper presents a simple approach for constructing oelding schemes based on bilayer length-
ened and bilayer expurgated protograph codes which perfathin a fraction of dB of the capacity.
The proposed codes allow easy design, flexibility in maighin various relay channel conditions and
low encoding complexity and can be extended to multi-releyworks. A framework for end-to-end
performance evaluation of the relay codes is also provided.

Nested protograph codes have also been used for the pewoifib channel [27] where, like the
present work, multi-component protograph codes have beesidered. However, in relay channels the
component codes are emitted by different transmitterskeithe point-to-point case, and see different
channels with different SNRs. Thus, relay networks repreaedifferent scenario whose challenges are
addressed by a bilayer structure [11] for the overall cod# amoset code at the relay, techniques that

have no counterpart in the point-to-point case.
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