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Abstract—In this paper, we introduce a discrete memoryless State Information (CSl). Since RCPM can be regarded as a-gene

State-Dependent Relay Channel with Private Messages (SD-alization of RC and PC-RBC, the SD-RCPM can be regarded as a
RCPM) as a generalization of the state-dependent relay chaiel.  generalization of SD-RC and SD-PCRBC.

We investigate two main cases: SD-RCPM witmon-causal Chan- . . . . .
nel State Information (CSI), and SD-RCPM with causal CSI. In In this paper, after introducing SD-RCPM, we investigate two
each case, it is assumed thatartial CSl is available at the source Main cases: SD-RCPM with non-causal CSl, and SD-RCPM with

and relay. For non-causal case, we establish an achievablate causal CSl. In each case, we investigate SD-RCPM with partial
region using Gel'fand-Pinsker type coding scheme at the nab CSI at the source and the relay. As special cases it includes thre
informed of CSI, and Compress-and-Forward (CF) scheme atta  different situations in which perfect CSl is available i) pat the
relay. Using Shannon's strategy and CF scheme, an achievabl source, ii) only at the relay, and iii) both at the source andetey.
rate region for causal case is obtained. As an example, the Sjtyations i and ii calledsymmetric scenarios refer to the cases in
Gaussian version of SD-RCPM is considered, and an achievabl \yich CS| is available only at some of the nodes. Situatiorsiii i
rate region for Gaussian SD-RCPM with non-causal perfect C5 .50 4 thesymmetric scenario. In fact in the asymmetric cases, it
only at the source, is derived. Providing numerical examplg, we . .
illustrate the comparison between achievable rate regionderived IS asgumed that only some of the nodgs have the ability or the
using CF and Decode-and-Forward (DF) schemes. permission to know CSI. In[11], [13], unlike most of the prevsou
|. INTRODUCTION works on SD-RC, we have used CF stratelgy [1] for relaying in
SD-RC, and showed that there exist cases (similar to the classic
The Relay Channel (RC)[1], is a communication system iRC) for which CF scheme achieves rates higher than those derive
which a message is transmitted from the source to the destinatigying DF strategyi |1] for SD-RC with asymmetric CSl it [8], [9].
with the help of arelay. The Partially Cooperative Relayd&tcast Now, in this paper we also focus on CF relaying scheme. In fact
Channel (PC-RBC) studied inl[2].I[3], is a generalization & R sjmilar to what is shown for classic RC, the CF and DF are both
in which the source node also sends a private message intenglgi to outperform each other under different conditionsDFn
for the relay node. Therefore, in this channel the relays® @ (or partial DF) scheme, the relay has to decode the whole message
sink of data. The Relay Channel with Private Messages (RCPMjended for the destination (or a part of it). Therefore, whaly
studied in|[4], is a generalization of RC in which the relay @b the source is informed of CSI, due to lack of knowledge of CSI at
a source and a sink of data. Hence, RCPM can be regarded @erelay, the rate loss is caused at the relay as shovnlin [15]. On
generalization of PC-RBC wherein the relay is also a source @ other hand, when only the relay is informed of CSl, the s@ur
data and sends a private message to the destination. The RG&Mnot use CSI and cannot conceive what the relay exactly sends,
model fits networks in which dedicated relays are not avkglab and as shown in[8], this causes a loss in the coherence gain which
and relaying is performed by the nodes that each node is aesoyecexpected to be achieved by DF relaying. However, DF based
and a sink of data. rate can be optimal for certain cases as shown recentlylin [8],
In this paper, we assume that RCPM is controlled by randoff5]. On the other hand, in CF strategy independent codebareks
parameters called channel state and we refer to it as Stad@ploited at the source and relay, and the relay simply compesse
Dependent Relay Channel with Private Messages (SD-RCPM$. received signal. Also, CF outperforms DF for relaying the
Recently, state-dependent channels have attracted caatsielermessage intended for the destination, when the link between the
attention. In these channels, the information on the chanat stsource and relay is worse than the direct link.

can be known to the terminals causally or non-causally. For a . . . .
Y Y Here, for the non-causal situation, we derive an inner bound on

comprehensive overview on statg-dependent channels SEG][S]’I[he capacity region (achievable rate region) of SD-RCPM dase
Among state-dependent multiuser models, some results h%%eusing Gel'fand-Pinsker (GP) type codirig [16] at the nodes

gltsact)e%gneggg?egctcggge (SE)E%IF?&:DR?IQ(?Td[?T[li]C fé?DG'aRfS)SiZﬁPormed of CSI, and using CF scheme at the relay. We derive
DEp . O, an ﬁ-lchievable rate region for SD-RCPM in the causal case using
and discrete memoryless cases with causal or non-causal Cha%%nnon’s strategy [17] and CF scheme. We show that our result
This work was partially supported by Iranian National Scierfroundation for the causal casg C_an, be Consider'ed as a spgcial case of non-
(INSF) under contract No. 84,5193-2006 and by Iran Telecamication Causal CSI, and this is in analogy with the relation between th

Research Center (ITRC) under contract No. T500/20958. capacity of the single user channel with causal CSl [17], and its


http://arxiv.org/abs/1006.2565v1

non-causal counterpait [16]. We also show that our results sub- 1. SD-RCPMwWITH NON-CAUSAL CSI

sume the results in [11]. [13] which are for SD-RC, and the result |, this section, we consider SD-RCPM with partial non-causal
in [4] which is for RCPM (state-independent), as special cases. &g at the source and the relay. In the following, the achievab

an example, we consider the Gaussian version of SD-RCPM Wilte region of this channel is derived.

additive independent identically distributed (i.i.d) st@i®cess,  Theorem1: In the discrete memoryless SD-RCPM with non-

and obtain achievable rate region for the case where perfect G554 CSIS; and.S, respectively at the source and the relay, the

is available non-causally only at the source. We also illustiee nonnegative rate tuplés», Ras, Ri3) denoted aR,, satisfying:
trade-off between relayed message rate and private messagges rat

for this channel. Since there is no available achievablonelpr  Ri3 < I(T1; Y2, Y3|K2, Q2) — I(T1;51) Q)
SD-RCPM which is established based on DF scheme, to compayg, < I(Ty; Ya, S5| Ko, Qa) — I(Ts; Sh) (2)
DF and CF strategies for this channel, we consider a scenario in -

which the relay sends no private message to the destination (i.é:'."13 + Rig < I(Th; Yz, Y3|K2, Qo) + [(To; Y2, 52| K, Q2)
SD-RCPM reduces to SD-PCRBC). For this scenario, we make a —I(T1;51) — I(T; S1) — I(T1;12[S1)  (3)
comparison between our CF based derived achievable region apd, < I(Ky;Y3) — I(Ky; Ss), (4)
the rate region derived i [14] based on DF.

The rest of paper is organized as follows. Sedfibn II, intreduc
SD-RCPM channel model and notations. Sedfioh I, investgaty (v;: Y, Sy, Th| K, Qa, Ys) < I(Qa; Ys|K2) — I(Q2; 52| K2), (5)
SD-RCPM with non-causal CSI. The causal case is considered in } o
sectior 1V and finally, SectioiV contains Gaussian examples. are achievable for any joint p.m.f of the form

p(s, 51,52, k2,q2,t1,t2, 21,22, Y2, Y2, Y3) =
p(s, 51, 52)p(k2|s2)p(qa|k2, 52)p(22|q2, k2, 52)p(t1, t2]51)

In this paper, upper case letters (e.§.) are used to denote X p(x1lty, t2, 51)p(y2, y3|T1, T2, $)p(Y2|y2, g2, k2, s2,t2). (6)
lRandom Vazlatll?les (RVs) W)?'Jl-e. tg?'r treallt?atlons are den;blg\o} Remark 1: The relay which is the middle terminal, knows CSI
ower case letters (e.gz). X; |n. Ica Jes e se.quence 0 j SSQ. Hence, the relay acting as a decoder of the source-relay link
(Xi, Xiy1,..., X;), and for brevity, X7 is used instead oKy. 5.4 pased on its knowledge of CSI, tries to cancel the effettteof
px (z) denotes the probab|llty'mallss fupcnon (p.m.fYoonaset nannel state om,. Moreover, it can compresS, (besidesy?)

X, where occasionally subscrifi is omitted. A” (X, Y') denotes

< - and sends it to destination to provide it with a partial CSI, whe
the set of strongly jointly-typical lengthn sequences op(x, y), needed. For example, ¥, — 0 the relay can compress onf
which is abbreviated byl? if it is clear from the context.

) ) and sends it to the destination, and so the destination can use this
A discrete memoryless SD-RCPM is denoted B¥1 X partial CSI. To achieve these two goals, in general, we assurne tha
Xa, p(y2, ys|z1, 32, 5), Y2 X V3), wherep(yz, ys|w1, 22, 5)isthe  in () 4, is conditioned ors. Moreover,T» which is decoded at
probability transition functionX; € &; and X, € &, are the the relay is not decoded at the destinatifia Carries source to
source and relay inputs, respectively. € ), andY3 € Vs are  relay private message), and hence can be regraded as a channel
respectively the outputs at the relay and destinationsafghotes  state for destination. Sa; can be treated similar t§,, and we
the channel state. We assume that the source and relay know&&\me that if{6), is also conditioned oty,. Note that, by these
L.i.d noisy version of states (i.e., partial CSI) drawnyify, s1, s2)  assumptions, the case where the relay only comprassesalso
wheres € S, 51 € §;1 andsy € S2. The CSl at the source (or thejpcluded.
relay) is perfect ifs; ; (or s2 ;) equalss; for 1 < j < n. Outline of the Proof: The proof is based on random coding
A ((2nFaz gnfes gnfis) n) code for SD-RCPM consists of scheme which combines GP-type coding at the source and relay,
three message seld;» = {1,...,2"%12} (source to relay and CF strategy. More precisely, since the source is informed of
private message)Vos = {1,...,2"H23} (relay to destination CS|S;, the coding scheme which extends Marton’s region to the
private message), and;3 = {1,...,2"%13} (sent from the state-dependent Broadcast Channel (BC) with non-causal CSI at
source to the destination with the help of the relay), where-indTransmitter (CSIT)[[18] is used at the source. The relay decoder
pendent messagé¥», Wo3 and Wi are uniformly distributed usesS, as part of channel output. Moreover, the relay encoder
over respective sets. It also consists of an encoder at the sourses CF and since it is informed 8§, it uses GP coding to send
and a set of encoding functions at the relay where for non-taug# index of the compressed signal which is superimposed on the
CSI are defined ag; : Wiz x Wiz x 8§ — AT, and relay-destination private message. The auxiliary RY stands
¢2,j yg—l X Waz x 8§ — Ay forj =1,...,n, respectively. for private message sent from the relay to destination using GP
For causal CSI these encoders are respectively defingd by: coding, andQ), represents the bin of compressed signal’s index.
Wia x Wiz x 8] — Xy andga - V' x Waz x S§ — Xy, for  Now, consider a block Markov encoding scheme where a sequence
j =1,...,n. Two decoding functiong; andd, at the relay and of B — 1 messagesiliz,i, Was,i, Wiz;)fori =1,..., B~ 11is
destination are defined respectively ds:: Vi x Sy — W, transmitted inB blocks, each of. symbols. AsB — oo, the rate
anddy : Y} — Whs x Wiz. Note that, for decoding at tuple(Riz, Ras, Ris) X @ approachesR:z, Ra3, Ri3).
the relay there is no difference between causal and non-causdRandom Coding: For any joint p.m.f defined ir({6), generate
cases since the relay can wait until the end of the block, bef@a(fs+Ris) jjd codewords? (wy3, k) wherew;s € [1,2"F13]
decoding. The average probability of errd? (")) is defined as and & € [1,2"/:]. Generate2"("12+512) jid 5 (wa, 1),
the one for RCPM in[4]. A rate tupléRy2, Ros, Ry3) is said to wiz € [1,27F12], 1 e [1,2"F12], Generate2”(R2s+FRzs) jjd
be achievable for SD-RCPM, if there exists a sequence of codgglewordsky (wa3,m), woz € [1,27723], m € [1,2"Fs),
((2nfiz gnfas gnRis) p)with P — 0 asn — oo, For eachk? (was, m), generat@™ B2+ R2) i d ¢ (¢, r|was, m),

subject to the constraint

Il. PRELIMINARIES AND DEFINITIONS



t € [1,2"%], r € [1,2"%]. In codewords?, t3, ki and gy, 5 (wia4, 1), s2(i)) € A”. There exists such an indexwith
the first index represents the bin, and the second one indegesitrarily high probability, ifn is sufficiently large and

the sequence within the particular bin. For edch(wss, m) . -

andqy (t, r|waz, m), generat@™ 2 i.i.d g (z|t, r, wa3,m) each Ry > 1(Y2; Y2, 52, T2 | K2, Qa). (13)
with probapility]‘[;’:1 P(Y25lq2;, k2;)- Randomly partition the set  3) At first, the destination finds a unique péibas ;, 772;), such

{1,...,2"2} into 2> bins defined as (t). that (k3 (was,i, 1), y5 (1)) € Af. The decoding error can be
Encoding (at the beginning of block 7): We assume that the S| made small if .
St and S% in each block are non-causally known to the source Ros + Ryg < I(K2;Y3). (14)

and the relay, respectively. Then: 4) Then, the destination looks for a unique péir, #;) such

1) Let (w3, wiz;) be the new message pair to befhat(qg(fi,filwzg_i,mi),kQ(wzgi,mi),yg(i)) € A". The de-
sent from the source in block. The source looks for the coding error can be made small if

smallestk e [1,2"Fs] and I e [1,2"Ri2], such that
(tH w1z, k), 15 (w124, 1), s7(i)) € A”. Denote this andl with Ry + Ry < 1(Q2; Y3|K2). (15)
k; andl;, respectively. If no such indicésand! exist, an encoding
error is declared. There exist such indiégsindl; with arbitrarily
high probability, ifn is large enough and

Note that we have performed a full decodingkgf and ¢y at
the destination in steps 3 and 4.
5) Now, knowing t;_1,7;—1,w23;—1 and m;_; (from
1y >I1(Ty; S1) @) _the_ previous block), the de_zstination calculates a set of
RL, >1(T»: 51) ®) indices z denoted by the listL(y% (¢ — 1)) such that
, /12 >1(T2; 8 (?;g(zuiflﬂ"ifl,w23,i7'17mi71)7qal(tiflyTi71|w23,i7177.ni7.1)7
13+ Rig >I1(T1;S1) + I(T; 81) + I(T1;T2|S1)  (9) KB (waesi—1,mi1),y5(i — 1)) € A”. Then the destination

] ) o declares thatz;,_; has been sent in blockk — 1, if
~ Note that[7){(P) can be_ showed using techniques similar to that | ¢ B(t;) N L(y2 (i — 1)). With arbitrarily high probability
in [19]-[20] (mutual covering lemma). %i_1 = zi_1, if nis sufficiently large and

Then, the source transmits i.iudf (w13 ;, w12 ;) drawn accord- R .
ing tOp($1|t1,t2,Sl). RQ < R2+I(}/2,}/3|Q2,K2) (16)
2) Knowing s5 (%), the relay searches for the smallest € 6) Finally, the destination usesy}(i — 1) and

[1,27R2s] such that{ k% (was 4, ), s3(i)) € A™. Denote thign
asm;. If no such indexm exists, an encoding error is declared
Based on covering lemma, for sufficiently largesuch an index
m,; can be found with arbitrarily high probability, if

:gg (Zifl |ti,1, Ti—1,W23,i—1, mifl), and declares thaﬂ?lgﬂ',l is

sent, if there is a uniqué, 3 ;1 for somek,;_; € [1, 2"R’13] such

that (t7 (W13,i—1,ki—1), q5 (ti—1, Ti—1|w2si—1,Mi—1), y5 (1 —

1),k?(w23,3'—1,mi—1),ﬁg(zi—1_|ti—177fi—13w23,i—17mi—1)) €

R’23 > I(Ka; Ss). (10) A’;. Thu.s,'w137i,1 = wy3,,—1 With arbitrarily high probability, if
n is sufficiently large and

n3) At the relay, aSSnum@g(ZifﬂtiflaTifl,w23,ifévmi71)v Ris + R} < I(T}; Y3, Y2|Qa, K»). (17)
k3 (w2s,i—1,mi-1), 45 (ti—1, Ti—1|waz i—1,mi—1),y5 (i — 1),
th(wizg,i—1,li—1),85( — 1)) € AP, and z,_1 € B(t;). Combining [7),[(8),[(P) with[(12)[(17), and {1L0) with {14 ¥ds
Knowing ¢;, s%(i), wes; and m;, the relay looks for (I)-(4). The constraint if{5) follows from combining{1113),
the smallestr € [1,2"72] denoted asr; such that (IB)and[(Ib). Moreover, note that sinfs, Ri2, Roz > 0 and
(g% (ti, rilwas i, my), k3 (was 1, my), s5(i)) € A", For suffi- due to[(5), full decoding off, k7 andg} does not cause additional
ciently largen there exists such an index with arbitrarily high ~constraints. This completes the promf.
probability, if Remark 2: By settingS = S; = Ss = () (to make state-
RS> T - So| Kp). 11 independent channel), and re-definity = U, Ts = Uy,
2 (Q2: 52/K2) (11) Ko =V and@2 = X5 in the regionR 4, it yields the achievable
Then the relay transmits i.i.elf (¢;|wo3 ;) drawn according to region for RCPM inl[4, Theorem 2]. After these substitutions and

p(x2|qo, k2, 52). simplifications, the only difference is ibl(5), with its courgart
Decoding (at the end of block 7): The destination at the end ofin [4: Equation 21], where the reason is as follows: since the
block i decodesuv;s ;_ 1, wss.;, and the relay decodes s ;. destination does not decod& (13 is re-defined ad/s), in the

1) Knowing t; from the previous block, the random coding proces$ is not generated for ea¢h.. Therefore,
relay seeks a unique pair (di2., [Z_) such that duetocovering lemma [ZZQ}{Q shquld cover.botIYQ andUs, and'
(3 (12,4, [i)’ Y8 (3), @B (ti, milwas.s, ma), K3 (was g, ms), s5(3)) Ry > I_(Yg; 3_/2, U_2|V, X>) is obtained. But in[[4] the authors did
€ A", For sufficiently largen, (w12i7ii) = (wi2.,1;) with n_o_t nqtlce this point, and to obta_ﬁﬂg they erroneously made con-
arbitrearily small probability of error if 7 ditioning onU; and S.O they obtaineft; > :’(Y?5 Y2.|U27 V7 Xa).

Remark 3: By setting(Ss2, Q2, K2, X2, Y2) = () in regionR
Ria + Rl < I(T3;Ys, S2|Ka, Q2). (12) (i.e., disable relaying)R, reduces to the achievable rate region
for BC with non-causal CSIT that has been derived in [18].

Note that we have performed a full decoding of the messageRemark 4: The regionR1, reduces to the achievable rate for
wi2 and the index, at the relay. So, the full vectdt (w12,;,1;) SD-RC with non-causal perfect CSI only at the sourcelin [11,
has been decoded. Theorem 1] by setting<> = () (no privateWs3 from the relay

2) The relay finds a unique indexz such that: to destination and?os = 0), T = 0 (no privatel¥;5 from the
(5 (2[ti; ris was,is mi), g5 (ti, rilwas,i, mi), ki (wes i, mi), yh (i), source to the relay anBy2 = 0), So = 0 andS; = S (only the



source is informed of perfect CSl) and re-definig = X, in  Corollary[1,R. can be specialized to achievable rate regions for

R1. Moreover, settingg; = (), S5 = S, T> = (), Ko = (), and re- SD-RCPM for the cases where CSl is available causally only at

definingTy = X; in R4, results in the achievable rate for SD-RChe source, only at the relay, or both at the source and relay.

with non-causal perfect CSI only at the relaylinl[11, Theorg¢m 2
Now, we specialize Theorelj 1 to cases where perfect CSl is

available non-causally only at the source, only at the reldgoth N this section, we consider a general full-duplex Gaussian RC
at the source and relay. with private messages and with additive independent Gaussian

Corollary 1: Theoren( is specialized to an achievable ra tate and noise, and we refer to it as Gaussian SD-RCPM. The

region for SD-RCPM with non-causal perfect CSI only at the_:‘UtpUts at the_ relay and the destlr]anon attime: 1,...,n for
. X aussian SD-RCPM are given by:
source, by settingS; = S, So = 0 (since only the source
is informed of CSI) and re-definingl, = V, Q2 = Xain  Ys; = X1 + Z2; +5; and Ys; = X1; + Xoj + Z3; + S;, (24)
R1. Furthermore, settingg; = 0, So = S and re-defining ] )
Ty = Uy, Ty = U, in Ry, yields an achievable rate region forwhereX:; and Xs; are transmitted signals by the source and the
SD-RCPM with non-causal perfect CSI only at the relay. Sgttiffelay with individual average power constrairits and P,. Zs;
S, = S = S in Ry yields an achievable rate region for SD-2ndZ3; are independent zero-mean Gaussian RVs with variances
RCPM with non-causal perfect CSl at both the source and relayY2 and Ns. The channel statg; is a zero-mean Gaussian RV
IV. SD-RCPMWITH CAUSAL CSI with variance®, and is independent df,; and Z3;.

. . ) As an example, we consider the case where the source knows
In many practical applications, the state sequence is not knowe sequenc8™ non-causally and perfectly, while the relay is

in advan_ce, and has to be I_(nown i_n a causal manner. In thissectioy: informed of CSI. To provide an achievable rate regiorttics
we consider SD-RCPM with partial causal CSI at the source agd, ssjan case, we use the results obtained in Coréllary 1 for this
the relay. In the following, the achievable rate region fist gcenario. For simplicity, we assume that input distributions are
channel is d.enved. . . Gaussian, although this assumption may not be optimal. Similar
Theorem 2: In the discrete memoryless SD-RCPM with causg}, (7] we assume that the generated codebook at the source is
Csi S.l and S, respectively at the source and the re'Iay,' the noﬂiapped into Gaussian RVs &5 = U, + Us, andp denotes the
negative rate tuple§i, 2, Ro3, [13) denoted af,, satisfying: o relation coefficient betwedii, andls. Power constrainP, at
Y the source, and paramefetead to power constraints féf; and
Rug <I(Ti; Va, Y| K, 18 _
13 <IT; 15, Vsl Kz, Oa) U8) 1, (e, Py = YPy, Pur + Pas + 207/ P Pag = Py). Now,

V. GAUSSIAN EXAMPLE

Rig <I(T; }?7 S2| Ko, Qo) (19)  since the source is informed of CSl, it uses Dirty Paper Coding
Ris + Ri2 <I(T1;Y2,Y3| K2, Qo) (DPC) [21] for transmission of messad¥,, (codewordls) to
I(To: Yo.So| K. _ I(T:: T 20y relay, and uses another DPC for transmission of messge
+ (_ 23 V2, 52| K2, Q2) = I(T4; T2) (20) (codewordU;) to destination. Hence, similar to Costa’s initial
Ro3 <I(K2;Ys), (21)  ppc, the auxiliary Rvg andTy are defined a8}, = Uy + a1 S

subject toI(Yg; Yo, S2, To| K2, Qa,Y3) < I(Qa; Y3|K2), (22) andTy = Us + a»S, respectively. Moreover, to partially cancel
) o the state, arbitrary correlations are assumed betvigeand S
are achievable for any joint p.m.f of the form (Via pu,s), and betweerl, and S (via p,,.) which is called

s,81,8 k ko)p(22|qa, ke, 5 t1,t z1|th, to, s Generalized DPC (GDPC) [[9]. Without loss of generality: s
P(s, 51, 52)p(k2)p(da| k2 )p(w2]d2, ks, s2)p(tr, t2)p(anftr, t2, 51) can be set to zero (i.e., using DPC instead) siiigés defined for

x p(y2, ysler, 22, 8)p(Galye, 42, k2, 52, 1), (23)  transmission of¥;5 on the point to point link between the source
where X, = f1(T1,T»,51), Xo = fo(Q2, Ko, S>) and f;(-) andrelay. The relay is not informed of CSI, B4 X,S) = 0 and
ande(.) are two arbitrary deterministic functions. it does not use DPC. At the relﬂ,is the fraction of the I’elay'S

Proof: Similar to the single user channel, the proof of th®ower which is dedicated to the relay’s private message. There

causal case follows the lines of the proof for the non-causal cd8ge, X2 = V+X3, wherelV ~ N(0,0P) andX; ~ N (0, (1—-
in Theorem[IL. The only difference is that since in the caus@)?) are independent. We assuirie= 3Ys + fT5 + Z where
case(Ty,Tz) and S; are independent (seE_{23)), the encoding € [0,1] andf € [—1, 1], and compression nois¢ ~ N (0, V)
scheme for the non-causal case is reduced to the one that degsdependent of, X1, X5, Z>, Z3. We let f to be negative to
not include GP binning, and therefore does not require rawsal consider the cases where the relay peels-off the part intermded f
knowledge ofS;. Similar situation happens fotKs, Q2) and therelay (i.e.]%), and then compresses the remaining part to send
Ss. So, the coding scheme is obtained based on using Shanndo'the destinationf = 0 refers to the case where relay only com-
strategy [[17] at the source and the relay which are informed pffessed> without removing or compressirii. So, we evaluate
CSI to incorporate the state knowledge, using random binniff)-(3) for this scenario (informed source only) and for a give
corresponds to Marton’s simplified region for BC[19] at thdp, v, a1, a2, pu, s, Pu2s, 9, B, f). By varying these parameters,
source, and using CF relaying scheme at the relay. The proofiisd taking the union of the resulted regions, the achievaldée ra
rather straightforward and is omitted here for brevity. m region for this scenario is established (its expression is ognitte

Remark 5: The expression dR, can be interpreted as a speciahere due to space). By ignoring private messages in this channel
case ofR1, where(T, T>) are independent o1, and(K2, Q2) (i.e., settingy = 0 andd = 0), this achievable region reduces to
are independent of,. This is similar to the relation betweenthe achievable rate derived in |11, Theorem 4] for Gaussian SD-
the expression for the capacity of state-dependent single uB&® with non-causal CSl only at the source.
channel with causal CSI[17], and its non-causal counterpéit[ In Fig.[, our achievable rate region for Gaussian SD-RCPM
Hence, similar to RematR &> can be reduced to achievable ratewith non-causal CSlI at the source, is plottedRyr= QQ = N3 =
derived for SD-RC with causal CSI in[13]. Moreover, similar tal0dB, P, = 15dB, N, = 0dB, parameterized by the fraction of



09 —_— VI. CONCLUSION

We introduced SD-RCPM as a generalization of SD-RC and
SD-PCRBC. In order to have a unified view, both causal and non-
causal cases were investigated. In each case, an achievable rate
region for SD-RCPM with partial CSI at the source and relay
was derived using CF scheme. We also derived an achievable rate
region for Gaussian version of SD-RCPM with non-causal perfect
CSl only at the source. In ongoing work, we are using DF scheme
for both discrete memoryless and Gaussian version of SD-RCPM
with causal and non-causal CSI.
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