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Abstract—It is known that the capacity of parallel (e.g., multi- Wi =X~ Wi
carrier) Gaussian point-to-point, multiple access and bradcast /W
channels can be achieved by separate encoding for each sub- Wio—=Xos()— ™3 Y <: 1,2
channel (carrier) subject to a power allocation across cariers. Wl 3
Recent results have shown that parallel interference charels are W 5> X N
not separable, i.e., joint coding is needed to achieve capgcin ’ Wia
general. This work studies the separability, from a sum-capcity Wi
perspective, of single hop Gaussian interference networkwith Sa 4
independent messages and arbitrary number of transmittersand Wa a3 X O=Yr—Ws,
receivers. The main result is that the only network that is alvays W3 4
(for all values of channel coefficients) separable from a sum N
capacity perspective is the MAC-Z-BC network, i.e., a netwrk Q'Y3HW3=4

where a MAC component and a BC component are linked by _ _ _
a Z component. The sum capacity of this network is explicitly Fig. 1. A MAC-Z-BC network withS = 4 transmitters and> = 3 receivers

characterized. ergodic capacity of interference networks can be much highe
l. INTRODUCTION than the average of the capacity expressions for each fixed

. . . channel state, even with the best power allocation acrasssst
Wireless networks are often associated with channel stafﬁjs [l

that are time-varying/frequency-selective. These nétaare Beyond the special cases identified above, i.e., the Gaussia

equivalently described as parallel (i.e. multi-car_riealssian MAC, BC, and interference networks, for the vast major-
petvyorks. Theseparability of a parallel Gaussgn netWOrkity of Gaussian networks the separability properties have
!mplles that the petwork capacity can be aqh|eyed by uﬁbt been determined. As the focus of research in network
Ny separatte co?;]ngi/?ﬁcodmg ptver eagh carrier ("3' Iparal nformation theory advances through increasingly complex
c?mhponen ) S0 af he <_:adp_apo|ly ranb ehexprelsse gs a #dthvork topologies, the separability properties of thesé n

of the capacities of the individual sub-channels, subject §,.< wil pe the key to their capacity characterizations in
optimum power allocation. For instance, it is well knownttha}‘he presence of fading. It is this endeavor - the study of

paraIIeI_Gaussmn point to point channels are separabtb, Weparability properties of more complex (albeit singlgho
the optimal power allocation across the carriers foundgusi aussian wireless networks - that is the focus of this paper.

the water-filling algorithm. Similarly, the parallel muyste Our main result can be summarized as folloW&e only

access (MAC) and broadcast (BC) networks are known to BFstributeﬂ] single-hop wireless network, which is separable

separable. An important consequence of this separafsiftyat . o sum-capacity perspective, is the MAC-Z-BC network
(Fig. [, defined formally later)The separability of point-to-

it greatly simplifies the problem of its capacity charactation
of parallel channels because for a separable network icssffi oint MAC and BC networks automatically follow from our
ain result, since they are special cases of the MAC-Z-BC

to study the network in a fixed channel state. Specificall
the capacities of ergodic fading Gaussian point to po'mg?tﬁvork. The separability leads to a characterization ef th
-capacity of the parallel MAC-Z-BC network.

multiple access and broadcast networks are the average
the capacities achieved over each channel fading statgcsub
to the optimum power allocation. I[l. SYSTEM MODEL : PARALLEL SINGLE-HOPWIRELESS
Unlike parallel Gaussian point to point, MAC and BC NETWORKS

networks, it has been discovered recently, in referendef2|L Definition 1: Network : A Gaussian wireless single-hop
that parallel Gaussian interference networks are not abfmr network A is characterized bysS, D, £, M). HereS denotes
i.e., parallel interference channels in general njead coding the number of sources or transmittetsrepresents the number
over the carriers to achieve capacity. Thus, for these miswvoof destinations or receivers. The topology of the network is
the capacity characterization for a fixed channel state doe ) ] )

We assume that nodes are half-duplex, i.e., transmittensotareceive

r?Ot PrOV"?'e a direct extenS|on_ to the CaPaC'ty of par.allej,,e and receivers cannot transmit, so that co-operation, teddbelaying are all
time-varying/frequency-selective scenarios. In palicuthe precluded in the network.
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identified by aconnectedundirected bipartite graph betweerNote that the above framework captures any arbitrary perall
the set of transmittersS = {1,2,...,S} and the set of single-hop wireless network with distributed single-amia
receiversD = {1,2,..., D}, with £ C D x S representing half-duplex transmitting and receiving nodes. For exarrtple
the set of edges in the networkd C £ is used to identify K -user interference network is characterized By= K, D =
the message-graph or message;sehere corresponding to i £ M), where€ = {1,2,..., K}2 and M = {(i,i) : i €
element(j,7) € M, j is termed the message destination, angy > . K11, Following standard nomenclature, we refer to

i, the message source. Finally, we assume thati < S = {he edgeqi, i) as the direct links, and the edg@s;), i # j

3jo, (jo.7) € Mandl < j < D = Zig, (jin) € M. I 5q crogs links for, j € {1,2, ..., K.

other words, for every source, there exists at least oneagess oon: Th oA d to indi h

destination, and similarly, for every destination, thexests at Notapon. The notatlonH(f) IS use FO indicate 1 é)_x
S matrix of channel gains corresponding to tlith carrier,

least one message source. e [H, ()], wherej — 1.2 Di— 10 5. Wh
. A . I.e., |[Hj; ,W_ere]: y2, e, Dyt = 1,200,005, en
Given a ne_tvvork/_\/ - _(_S,D,E,M),_an instanceof the F =1, we useH to represent the matri¥/ (1). We also use
network is uniquely identified byF, P, H), whereF' denotes - T .
th ber of iersP — (P P P is a9 x 1 the notationX; = (X;(1),X;(2),...,X;(T)) for 1 <i <
etnugn ert_o (t:ﬁmerSP = lt’ .Q’t"éﬁd.s) ISD?T >;'F S. The quantitiesy”, 27, X' (), Y"(f), ZI (f) are defined
vector denoting the power constraints aHdis a X similarly for 1 <i < S,1<j<D,1< f<F.
dimensional complex channel gain matrix. The channel gain
matrix can be expressed as a block matdX, = [H; ;|

where H;; is a diagond F x F dimensional matrix for A. Separability

(j,1) € {1,2,...,D} x {1,2,..., 5}, such thatH;; = 0 Definition 2: Separability of a Network A channel be-

if (j,i) ¢ & We use the termsnstance of the network |onging to network\ characterized by F, P, H) is said to
and channe] interchangeably in the paper. The input-outpye separableif and only if

relations of the channel can be represented as
F
Yi(r)= Y HXi(r)+Z(7) (1) CN(EPH = max > CV (1,?“1,?”)
(G:i)€E s PY<P T

where, corresponding to theth channel useX;(r) = A channel is said to b&énseparable if it is not separable. A
(Xi(1,7), Xi(2,7),..., Xi(F, 7)) represents thé” x 1 com-  neruork\ is said to be separable if all its instances (channels)
plex input vector at Transmittere {1,2,...,5}, whosefth 416 separable. The network is inseparable if it is not sépeara
component indicates the_mput corresponding to fitrecarrier Remark: We focus on separability from the perspective of
for f € {1,2,..., F'}. Similarly, for j € {.1’2""’D}'Y2(7) sumcapacity of the network in this paper. Separability of
and Z;(r) are I x 1 vectors respectively representing th%etWOI’kS from the perspective of the whole capacity region

complex out.put apd C|rcular!y symmetric complex aqd't'\{%an be correspondingly defined; their study is an area ofdutu
white Gaussian noise respectively. We assume that thenazldi

noise has zero-mean and identity covariance. For brevity . .. )

: o Definition 3: Sub-network
of notation, the dependence on the channel-use indéx
dropped unless necessary. Tfth diagonal entry of diagonal o, , ,
matrix H, ; represented byl; ;(f) indicates the channel gainV , = (5, D,&, M) if § < SD < D,& < & and
between Transmitterand Receiveyj in the fth carrier. There M =MnE. ,
are |M| independent messages in the System indicated b‘yplaln WO!’dS, Sub—.ne'FWOI‘N can be obtained from network
W;. where (j,i) € M. MessagelV;; is generated at the V by deleting certain links from network’. For example, the
Transmitteri and is intended for Receivej. We assume Z-interference network, characterized by =2,D =2,& =
that the codewords satisfy an average power constraint, i1, 1):(1,2),(2,2)}, M = {(1,1),(2,2)} is a sub-network

E % Zthl 2?21 1X;(f, t)|2 < P;, where T denotes the of K-user interference networks.

length of the codeword. For codewords of lendththe rates I{emrlra LA netWOST isEseparIabIt(Ie O.PW if SH itts ;}Eb
R;; = 71‘)‘{(';‘/“‘) are said to beachievableif the probability networks are separable. tquivalently, 1t a Sub-netw.

- of network A/ is inseparable, then the network is also
of error of all messages can be made arbitrarily small t?P{separable

choosing an appropriately largé The capacity region of the The above lemma can be shown based on the definition of

N(F P H) i - '
channelC™ (F', P, H) is defined to be the set of all achlevabrie eparability as follows. First, note thaf can be derived by

rate matricesRR; ;| over the channel. The sum-capacity of t gEP: . ; -
AN $h;i] 0 : , pactty Setting certain channel gains i to zero. Consider the case
channelC¥ (F, P,H) is defined as C . - A
where N is inseparable. The inseparability of implies
CN(F P.H) = max Z R;.. that an instance af\" exists where separate coding is sub-
[R;:]eCN (F,P,H) J’ optimal. This instance can be used to construct an instance
' of AV where separate coding is suboptimal, by setting the
2Note that the diagonal nature of the channel matrix refldusfact that approprlate channel gain matrices @oin N. HenceX is
we assume negligible inter-carrier interference. mseparable.

A network N’ 2

(S’,D',E',M') is said to be asub-networkof network
A



I11. M AIN RESULT : UNIQUE SEPARABILITY OF THE where H = maxj—123,..p|Hjs|
MAC-Z-BC CHANNEL The two theorems lead to a sum-capacity characterization
A. Background on Interference Networks and Motivation of the parallel MAC-Z-BC network as the sum of the sum-

Interference networks have been shown to be inseparabl&gpacities of the individual carriers, under an optimal pow
[, [2]. We summarize the main factors behind the inseparﬁ'—'oca“o”- The achievability of the expression in Theorem

bility of interference networks below, since they will beege @ €@n be seen as follows. Lgt = argmax;—12,..p Hj,s
to recur in our main result as well. so that|H| = H,-g. Transmitter S generates only one
« [1] Joint coding enables interference alignment, Whereef
f-

messagelV;- ¢ and sets all other messages to null, i.e.,
separate coding does not (used to show inseparability = ¢j # g If j* =1, then the capacity can be
the 3-user interference network).

achieved over the multiple access channel formed at Re-
« [2] Joint coding enables a receiver to use the interfering

ceiver 1 and Transmitterd,2,...,S. If j* # 1, Receiver
signal received over certain carriers to cancel interfezen’ observes a point-to-point channel from Transmitieto
from other carriers - this is not possible with separat%

chieve a rate ofog(1 + |H,- s|?Ps). Receiverl treats the
coding (used to show that thé-interference network is mterferencse_flrom T;ansmltteﬁ as noise and a total rate of
inseparable). log(1 + >, |H1,:|*P;) can be achieved for the messages

X . 15,4 # S over the multiple access channel formed at
Note that the interference network does not exploit the full \“ .\ iver The converse for Theoréin 2 follows from the

potential of the physical channel because every link do@ﬁnverse of Theorefd 1 (Append A)
not carry a message. For example, the capacity of Zhe )

interference channel does not increase (beyond an extent) . - \1rc.7.BC network is separable; then, we show
as the strength of the cross-link is made arbitrarily larg , '

) : ) at any network which is not the MAC-Z-BC network is
if the strength of the direct links are held constant. Base o

. 0 . ; inseparable. The proof of the separability of the MAC-Z-BC
on this motivation, we study the separability propertiesaof network is placed in AppendiKIA. Intuitively, the separiyil
more general class of networks where every link can carty ve 7 network (which is a Sij-network'of the MAC-Z-
a message, i.e., wher®t can be any sub-set &. We will

find that. surprisinaly. theZ network - which is phvsicall BC network) can be understood as follows. Note that the
) . prisingly, phy Y Z-interference network is inseparable because joint coding
identical to theZ-interference network except that the cross- . . .
link also carries a messagé A — £) - is in fact separable enables better interference-cancellation over the dioks-
FrOm & SUM-CADAGILY Ders gectiv; P However, in theZ network, any bit that the receiver is able to
pacily persp ' decode over the cross-link can be used for the desired nessag

B. Main Result : Unique Separability and Sum-Capacity ohther than for interference management and the secorat fact

he proof of Theorernll involves two parts. First, we prove

MAC-Z-BC network of inseparability listed in Section 1I[JA, is avoided from a
Definition 4: The MAC-Z-BC network is characterized bysum-capacity perspective. We will now present a proof of the
(S,D,E, M = &), where€ has the following property. second part of Theoref 1, i.e., we show that any network

v g which is not the MAC-Z-BC network is inseparable.
deg(T3) > 1,4 #i = deg(Ty) =1,Vi i€ S Property 1: Consider any network\' characterized by
deg(R;) > 1L,j #j= deg(R;) = 1,Vj,j €D (S,D,E, M = &). In the network, if3(z, j),7 # 7 such that

where,S = {1,2, Ce S}, D = {172, .. .,D}, deg(Tl) is the deg(TZ) >1< deg(Tj) or deg(Rz) >1< deg(Rj)

degree of Transmitter anddeg(R;) is the degree of Receiver

. then, the network\" has at least one of the following three
Remark: The MAC-Z-BC network, based on the abovenetworks as a sub-network.

definition, can be noted to contain a MAC component and 1) The Z-interference network.

a BC component connected byZacomponent (See Fi@l 1). 2) The 2-user X network (Fig.[2(a)), withS = 2, D =

The MAC, BC andZ networks are sub-networks of the MAC- 2, =1{1,2} x {1,2}, M =E&.
Z-BC network. 3) The X network (Fig.[2(b)), withS = 2,D = 3,& =
The main result of the paper can be stated as follows : {(1,1),(2,1),(2,2),(3,2)}, M =E.
Theorem 1:A network V is separable if and only if it is  4) The X network (Fig.[2(c)), withS = 3,D = 2, =
the MAC-Z-BC network (or one of its sub-networks). {(1,1),(1,2),(2,2),(2,3)}, M = E&.

Theorem 2:Consider a single-carrier MAC-Z-BC channel
characterized byl, P, H), wheredeg(7;) > 1 < deg(R;) =
j=1,i= S5 (See Fig[l). Then, its sum-capacity is

Based on the above property of connected bipartite graphs
(See Appendek]B for a proof) and Lemida 1, it is enough to
show that theZ-interference networkQ-user X network, the

MAC- 7 BC - = = s ) ¥ network and theX networks are all inseparable. THe
CHAETATPE(L P H) = log | 1+ Z |Hy; " P; interference network has been shown to be inseparablé .in [2]
j=1 We show the inseparability of the latter networks below.

Lo ( 1+ |H|?Ps > 1) The 2-user X network: Consider a2-user X channel

1+ [Hy s|2Ps (See Fig[2 (a)) wheré" = 3, P = (P, P) and
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With this, it can be noted (because of the fact that the first tw

Inseparable wireless channels (Note that the numibehe link denotes the channel gain).

interference-free dimension can be achieved for each of the
two desired messages at a receiver. Each message can thus
achieve a rate ofog(P) + o(log(P)) [5] and

C*(1,P,H) > 4log(P) + o(log(P)).

carriers formZ channels, and the third carrier is a degraded

X channel[[4]) that
CX(1,P,H(f)) < log(P) + o(log(P))
3
cX, P HE(f)
Z?:1 ﬁ[flgﬁ =
< 3log(P) + o(log(P)), 2

Joint coding can achieve a higher rate (scaling with To

=

Comparing the above witi](2), we can conclude that, for
sufficiently largeP, the2-userX channel is inseparable. Thus,
the enabling of alignment via joint coding renders thaser

X network inseparable.

2) The X network: The inseparability of the: channel
where F = 2, P = (P,P) and the channel gains shown
in Figure[2 (b) can be shown based on the enabling of
interference alignment. To see this, first, note that sépara
coding allows, at most, a sum-rate ®fog(P) + o(log(P)),

see this consider an achievable scheme, where each nflace each carrier viewed separately forms ehannel whose

sageW; ;,i,j € M is encoded as a Gaussian codewordH o !
sum-rate of3log(P) + o(log(P)) based on a joint coding

x; (1), 7 =1,2,...,T. The transmit codeword at Transmitte
j, X;, is determined as

D
Xi (T) = Z Zijl' (T)iji (3)
7j=1

wherer = 1,2,..
vector as follows.

Vl,l = V172 = [1 0 1] 7V2_’2 = V2_’1 = [O 1 1]

T, andV;; is a F' x 1 (beamforming)

The above beamforming vectors ensure tiht Vo, =
H172V272 and H2,1V171 = H272V172, i.e., both interfering
messages at each receiver alignedinto one dimension, sim-
ilar to [5]. It can also be verified that, at Receivee {1, 2},

m-rate is at mostog(P) + o(log(P)) per carrier [6]. A

scheme, with each oy i, W5 1, W3, achieving a rate of
log(P) + o(log(P)) (and R; > = 0)). The messages are
encoded as in{3), whe€; ; = Vo3 =[1 0]T andVy; =

[1 1)7. Then, the two interfering messagg§ ;, W3 » align
at Receiver2, i.e. Hy 1 Vi1 = Hy2 V3. It can be verified
that this scheme achieves one interference-free dimefigion
W11, Wa 1, Ws o so that the desired rate (scaling with) is
achieved implying the inseparability of the network.

3) The X network: The X channel of Fig[R(c), which is
a reciprocal of theX channel of Fig[R (b) can be shown
to be inseparable using the reciprocity of beamforming thase
alignment schemed ([7].][4]). Note that in tRenetwork, each
receiver faces at most one interferer, and it is hard to deace

the two desired signal vectors are linearly independenhef tof the possibility of alignment. We take a closer look at the
(aligned) interference. Thus in A& = 3 dimensional space, channel to understand its inseparability from the perspect
by linearly nulling the (aligned) interference dimensiame of the factors listed in Sectidn II[HA. First note that segter



coding achieves a sum-rate of at masgog(P) + o(log(P)), = hHX{+Z5,) - hZhH,) @)
since each carrier formszchannel. A sum-rate flog(P)+

o(log(P)) can be achieved using joint coding with each of  s—1

W11, W12, Wa 3 achievingl interference-free dimension. To Z Ri;j—Te < I(Y{;X{,XJ,....XL_))

see this, let Transmitt&encoddV; 2 so that it transmits iden- i=1

tical S|gn_als on .both carriers - this would be a bgamformlng = n(YT)—hH, sXE+2T) (5)
based joint coding scheme where the beamforming vector is

[1 1]7. Then, each of the two receivers can subtract the sign&igding (4),(5), we get

received along both carriers to null the signal from Trartemi

2 to achieve an interference-free dimension 0% ;, W 3. Z Rij—2Te

Note that Receivel gets an interference-free dimension for (i)
Wi, on the first carrier. Thus, joint coding enables better< Y1) —h(ZDh,)

interference cancellation at the two receivers and thergeco + h(HXE + ZT, ) — h(H, sX% + ZT)

eM

D+1
factor identified in Sectiof II[-A causes inseparabilityhié r
the fundamental reason of inseparability remains the same TZ (h(Yl*(f)) — W(Zp ()
as theZ-interference channel[2], the nature of interference- =

cancellation in our example differs from the [2] in that it is . . . .

linear, whereas the scheme in [2] is non-linear (successiv? h(H()X5() + Zp1a(f)) = h(H1,sX5(f) + Z (f)))
decoding). Note that unlike thé network where interference ynare in the final inequality, the asterisk superscriptdatés
management (and the associated factor of inseparabibily) G4t the entropy is evaluated using a Gaussian distribution

be avoided by using the cross-link for the desired Messageare the variance ok, (f) is P 1n the inequality, the first
: . . : f .
|tr)1terference mz:\jnagement IS unaylc)ldaple |r]1 tpenetwork term follows from the the chain rule, the facts that condiiiy
ecaungllg :m Ws,, are necgssarlyan Interfering Messagqa yyces entropy, and that the circularly symmetric Ganssia
respectively for Receivers and 1. random variables maximize differential entropy under a @ow
IV. CONCLUSION c_onstraint. The _gecond_ term foIIo_ws simply from the distrib
. _ N ..tion of the additive noise. The final two terms are bounded
We recognize two principle factors causing inseparabili

Ii§{sing the fact thatf; s(f)Xs(f)T + Z1(f)" is a degraded

in parallel wireless networks and based on the intuitiQfy cion of f7( )X T Ttorall f=1.92 F
obtained, identify the MAC-Z-BC as the uniquely separablg | Lemma(g)in Sfé‘]f)-”:[]s Dv:;é ((Qm Write f=12

wireless network. Associated interesting areas of futuvekw

are identification of separability properties of networkihw MAC— 75 L F s i

multiple antennas, and its study from the perspective of the"*“~?"P¢(F, P, H) <> [ log | 1+ > _[H1;(f)I*P;
f=1

entire capacity region. j=1

2 plf]
APPENDIXA + log 1+ [H(f)I"Pg
THE MAC-Z-BC CHANNEL IS SEPARABLE 1+ |H1,5(f)|2Pb[~f]

We assume thadeg(7;) > 1 < deg(R;) = j = 1,i=D This completes the proof.
(See Fig[lL). We show a (tight) converse, which bounds the
sum-rate on the parallel MAC-Z-BC channel. The achievabil- APPENDIXB
ity of the sum-rate upper bound follows from separate coding PROOF OFPROPERTY1
and the capacity of the single-carrier MAC-Z-BC (Theorem Consider any network/ characterized bys, D, £, M. We
[2). For the converse, we create Receile# 1 whose output split the proof into various cases.
is

Ypi1(7) = HXs(r) + Zpa (7) Case L:iM#E

. . . . . . In this case£ — M is non-empty; without loss of generality,
whereZp; is unit-variance circularly symmetric white Gaus]et (1,1) € & — M. Also, based on the system model

sian noiseH is a F' x F' diagonal matrix whosgth diagonal Jio, jo such that(1,i9) € M and (jo,1) € M. Now, the

entry is determined asi(f) = maxi=i,....p His(f). Note edges{(1,1), (1,4o), (jo, 1)} form a Z-interference network.

that ReceiverD + 1 Is an enhanced recever so that, WItIﬁ'herefore, theZ-interference network is a sub-network of
any achievable scheme, it can decdtlgs, Vi =1,2,..., D. if M £ E

Given any achievable scheme of lengthwe denoter[f] =
E [%|Xg(f)|2] .j=1,2,...,5. Note thatZ?:l P][f] < Pj- Case 2 :M = &, and Jig #* jo,deg(TiO) >1< deg(TjO)

Using Fano’s inequality for we can write for army> 0 LetD;, = {j:(4,9) € £,j € {1,2,..., D} represent the set
D of destinations which are connected directly to source riode
> Ris—Te < I(Yhy; XE) Note that|D;,| > 1 < |D;,|. We divide this case into three

= sub-cases as follows.



1) Sub-case (a) {D;, N D;,| > 2: In this case, let; #
19,11,12 € Dio n Djo' Then, the edge$z’1,j1} X {io,jo} C
& = M form a2-userX network as a sub-network o¥'.

2) Sub-case (b) 4{D,, N Dj,| = 1: Here, letk; €
Dio n Djo' Also, let 4; 7§ k1 }é J1 and i; €
Diy,j1 € Dj,. Then, it can be easily noted that the edges
{(#1,70), (k1,70), (K1, Jo), (1, Jo)} C € form aX network as
a sub-network ofV.

3) Sub-case (d) D;,, N D;, = ¢. Leti; € D;, and
j1 € Dj,. Note that we consider connected network graphs
in our model. LetFy, Es,..., Ex be a sequence of edges
denoting a path, devoid of cycles, between nodesand
j1, where E,, € N,n = 1,2,..., N. First, note that since
the path is between two receivers (in our bipartite network
graph), N has to be even. Now, note that ¥ > 3, this
automatically means that the edgks, Es, E3, Fy, form aX.
network. Therefore, we only need to consider the case where
N =2 If N =2, let FE = (il,ko) and FEy = (jl,ko).
Notice that we are considering the case whBxge N D;, =
¢ which means thatiy # ko # jo. Then, the edges
{(41,40), (i1, ko), (J1, ko), (j1, Jo)} C &€ form aX network as
a sub-network ofV.

Case 3 :M = &, andJig # jo,deg(R;,) > 1 < deg(Rj,)

The proof for this case is similar to the proof for case
This completes the proof.
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