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Abstract

We study the joint source-channel coding problem of trattgrmgia discrete-time analog source over an additive
white Gaussian noise (AWGN) channel with interference kmawtransmitter. We consider the case when the source
and the interference are correlated. We first derive an daatend on the achievable distortion and then, we propose
two joint source-channel coding schemes. The first schenieisuperposition of the uncoded signal and a digital
part which is the concatenation of a Wyner-Ziv encoder anlttg paper encoder. In the second scheme, the digital
part is replaced by the hybrid digital and analog schemeqgmeg by Wilsonet al. When the channel signal-to-
noise ratio (SNR) is perfectly known at the transmitter,hbptoposed schemes are shown to provide identical
performance which is substantially better than that of texgsschemes. In the presence of an SNR mismatch,
both proposed schemes are shown to be capable of gracefah@thent and graceful degradation. Interestingly,
unlike the case when the source and interference are indepemeither of the two schemes outperforms the other
universally. As an application of the proposed schemes, weige both inner and outer bounds on the distortion

region for the generalized cognitive radio channel.

Index Terms

Distortion region, joint source-channel coding, cogmtiadios.

|. INTRODUCTION AND PROBLEM STATEMENT

In this paper, we consider transmitting a lengtht.d. zero-mean Gaussian soufcé = (V' (1), V(2),...

over n uses of an additive white Gaussian noise (AWGN) channel witise 7™ ~ N(0, N - I) in the
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presence of Gaussian interferenge which is known at the transmitter as shown in Fig. 1. Througho
the paper, we only focus on the bandwidth-matched casetheesignalling rate over the channel is equal
to the sampling rate of the source. The transmitted sigfial= (X (1), X(2),...,X(n)) is subject to a

power constraint

LS EIXGY < P @
n
=1
where[E[-] represents the expectation operation. The received sighas given by
Yr=X"+5"4+ 2" 2

We are interested in the expected distortion between thecs@and the estimate™ at the output of
the decoder given by

d = E[d(V", g(f(V",5") + 5"+ 2"))], 3)

where f and g are a pair of source-channel coding encoder and decodeeatagely, andd(.,.) is the
mean squared error (MSE) distortion measure given by

d(v,¥) = = (v(i) — 8(i))*. (4)

=1
Here the lower case letters represent realizations of rangwiables denoted by upper case letters. As in
[1], a distortionD is achievable under power constraiftif for any € > 0, there exists a source-channel
code and a sufficiently large such thatd < D + ¢.
WhenV and S are uncorrelated, it is known that an optimal quantizerofeééd by a Costa’s dirty

paper coding (DPC)_[2] is optimal and the correspondingtjsimurce-channel coding problem is fully
discussed in[[3]. However, different from the typical wrgi on dirty paper problem, in this paper, we

consider the case where the source and the interferencemetated with a covariance matrix given by

2
oy poyos

Ays = : (5)
POy Og O'gv

Under this assumption, separate source and channel coding DPC naively may not be a good
candidate for encodin§™ in general. It is due to the fact that in Costa’s DPC scheme trtdinsmitted
signal is designed to be orthogonal to the interference hadce, the DPC scheme cannot exploit the

correlation between the source and the interference. Ats®,purely uncoded scheme fails to avoid



the interference and is suboptimal in general. In this paper first derive an outer bound on the
achievable distortion region and then, we propose two ganoirce-channel coding schemes which exploit
the correlation betweel™ and S™, thereby outperforming the naive DPC scheme. The first sehism
superposition of the uncoded scheme and a digital part fdroyea Wyner-Ziv coding([4] followed by

a DPC, which we refer to as a digital DPC based scheme (or hestligital DPC scheme). The second
scheme is obtained by replacing the digital part by a hybigital and analog (HDA) scheme given in
[3] that has been shown to provide graceful improvement wienactual SNR (SNR is better than
the design SNR (SNR. We then analyze the performance of these two proposedrashahen there

is an SNR mismatch. It is shown that both the HDA scheme andlitigal DPC scheme benefit from
a higher channel SNR and provide graceful enhancement;sowiaterestingly, for this case neither of
schemes dominate the other universally and which one pesfdretter depends on the designed SNR.
When p is small, the HDA scheme outperforms the digital DPC schentkvahenp is large, the digital
DPC scheme outperforms the HDA scheme. When the channeiatates, both the proposed schemes
perform identically and are able to provide graceful degtiach.

One interesting application of this problem is to derive eni@vable distortion region for the generalized
cognitive radio channel with correlated sources. This obartan be modeled as a typical two-user
interference channel except that one of them knows exadtigt whe other plans to transmit. Moreover,
two users’ sources are assumed to be correlated. One cad thganformed user’s channel as the setup
we consider here and then directly apply the schemes we peog® the coding scheme for the informed
user. For the generalized cognitive radio channel with etated sources, we provide inner and outer
bounds on the distortion region where the inner bound Ilgrgeles on the coding schemes proposed in
this paper.

The rest of the paper is organized as follows. In Secfibn B, present some prior work which is
closely related to ours. The outer bound is given in Sedilfarid two proposed schemes are given in
Section[1V. In Section_V, we analyze the performance of thgppsed schemes under SNR mismatch.
These proposed schemes are then extended to the genecalgretive radio channel in SectiénlVIl. Some

conclusions are given in Sectién VII.

II. RELATED WORK ONJSCCWITH INTERFERENCEKNOWN AT TRANSMITTER

In [5], Sutivonget al. consider the problem of sending a digital source in the pres®f interference

(or, channel state) which is known at the transmitter andssumed to be independent of the source.



The optimal tradeoff between the achievable rate for trattisiy the digital source and the distortion in
estimating the interference is then studied. A coding seéh#mat is able to achieve the optimal tradeoff
is also provided in[[5]. This coding scheme uses a portiorhefgower to amplify the interference and
uses the remaining power to transmit the digital source WL DThis coding scheme can be extended
to the problem we consider as follows. Since the source aaednierference are jointly Gaussian, we
can first rewrite the source d8 = pZ—‘;S + N, with S and the innovationV, being independent of
each other. Now if one quantize§, into digital data, the setup becomes the one considered tiyo8g

et al. and their proposed scheme can be applied directly. For amgipallocation between the analog
part and digital part, using this scheme to operate on thexdemy of the optimal tradeoff, the optimal
distortion in estimatingo‘;—‘SfS and that in estimatingV; is achieved. The distortion in estimating for
this power allocation strategy is the sum of the above twitodisns. One can then optimize the power
allocation strategy to get the minimum distortion for thmsdhg scheme. It is worth pointing out that
this coding scheme is in general suboptimal for our probldimoagh it achieves the optimal tradeoff
between estimating and IV, individually. This is because, our interest is in estimgtin directly and it

is importantly to carefully take advantage of the correlatin the estimation error in estimating and
N,. The coding scheme inl[5] is not naturally suited to take athge of this correlation. One numerical
example is shown in Fid.l2 where we can see that the union ofitkeded scheme and the naive DPC
scheme outperforms the extension of Sutivehgl.'s scheme.

In [6], Lapidoth et al. consider the2 x 1 multiple access channel in which two transmitters wish to
communicate their sources, which are drawn from a bi-var@aussian distribution, to a receiver which
is interested in reconstructing both sources. There aree similarities between the proposed work and
the work in [6] if we regard one of the users’, say the user 8gnal as interference. However, an
important difference is that in_[6], the transmitters are allowed to cooperate with each other, i.e., for
the transmitter 1, the interference (user 2's signal) iskmatwn. Moreover, this interference now depends
on the signalling scheme adopted at user 2 and may not bdateddo the source anymore.

In [7]-[1Q], transmitting a bi-variate Gaussian source rogel x 2 Gaussian Broadcast Channel is
considered. In their setup, the source consists of two coemsV;” and V;* which are memoryless
and stationary bi-variate Gaussian random variables aold esceiver is only interested in one part of
the sources. In_[10], Tia,t al. propose a HDA scheme that achieves the outer bound giver] iany

therefore leads to a complete characterization of the wiistoregion. This problem is similar to ours if



we only focus on one receiver, say the first receiver. Howeverucial difference is that the interference
now is a function ofl;* which depends on the broadcast encoding scheme and may rooiriedated

to V". The joint source-channel coding problem for broadcastirgingle memoryless Gaussian source
under bandwidth mismatch is considered lin![11]-[13]. Horewdifferent from its bandwidth matched
counterpart([24], only approximation characterizatiofighe achievable distortion region are available
for this problem. Broadcasting a colored Gaussian souree awolored Gaussian broadcast channel to
a digital receiver and a analogy receiver is considered 4} yWhere Prabhakaraét al. propose a HDA
scheme that achieves the entire distortion region for tiedlpm they consider.

Joint source-channel coding for point to point communaragiover Gaussian channels has also been
widely discussed. See e.q. [3L.[15]-[17]. However, thetheni don’t consider interference (|15]-[17]) or
assume independence of source and interference ([3])],IMj&on et al. proposed a HDA coding scheme
for the typical writing on dirty paper problem in which theuwsoe is independent of the interference. This
HDA scheme was originally proposed to perform well in theecaba SNR mismatch. In [3], the authors
showed that their HDA scheme not only achieves the optinsbdion in the absence of SNR mismatch
but also provides gracefully degradation in the presenc8NRR mismatch. In the following sections, we

will discuss this scheme in detail and then propose a codihgrae based on this one.

[1l. OUTER BOUNDS
A. Outer Bound 1

For comparison, we first present a genie-aided outer bouhd. duter bound is derived in a similar
way to the one in[[9] in which we assume thi#t is revealed to the decoder by a genie. Thus, we have
n.op(l—p) @ o
—log Y22 < (V™ VST
(b)
< I(V™Y™|s™)

h(Y™[S™) — (Y™ S™, V™)
= h(X" + Z"|S™) — h(Z")
(c)

< h(X"+ 2Z") — h(Z"™)

d) n P
< _
< 2log(1+N>, (6)



where (a) follows from the rate-distortion theorem [1], (b)from the data processing inequality, (c) is
due from that conditioning reduces differential entropy éd) comes from the fact that Gaussian density
maximizes the differential entropy and all random variahilevolved are i.i.d. Therefore, we have the

outer bound as

Dy = ——7—. (7)

Note that this outer bound in general may not be tight for @us since in the presence of correlation,
giving S™ to the decoder also offers a correlated version of the sotlm@ewe wish to estimate. For
example, in the case qf = 1, giving S™ to the decoder implies that the outer boundZs = 0 no
matter what the received sign&l” was. On the other hand, if = 0, the setup reduces to the one with
uncorrelated interference and we know that this outer basitight. Now, we present another outer bound

that improves this outer bound for some values of

B. Outer Bound 2
Since S(i) andV/ () are jointly Gaussian distributed with covariance matrixegi in (3), we can write

S(i) = p22V (i) + N, (i), ®)

oy

where N, (i) ~ N (0, (1 — p*)o%) representing the innovation and is independent o). Now, suppose

a genie reveals only the-letter collection of innovationV; to the decoder, we have

n, ok n . var(V|N,)
1 V. _ oo — 1"'p)
2 OgDob,2 2 °8 Dob

—

a

< I(V";f/"w;})

=

INS

(V" Y"|NT)

= h(Y"|NT) = h(Y"|N", V™)

— (X" + pZ—SV" + Z"|N) — h(Z")
1%

(©)

< h(X" + pZEvm 4 27y — h(Z™)

ov
) var <X+pg—5V+Z>
< —1
=35 N
(e) P 2)2
< 2 log <1+(\F+]§V"S) ) ©



where (a)-(d) follow from the same reasons with those in ttevipus outer bound and (e) is due from
the Cauchy-Schwartz inequality that states that the maxiraocurs whenX andV are collinear. Thus,
we have
Dy = o . (10)
* T 1+ (VP + pJoR)?/N

Note that although the encoder knows the interferesiteexactly instead of justVy, the inequality in

step (a) does not decrease the knowledge aboudt the transmitter sinc8” is a deterministic function
of V™ and N}

Remark 1. If p = 0, this outer bound reduces to the previous one and is tight.# 1, the genie
actually reveals nothing to the decoder and the setup redodhe one considered in [5], i.e., the encoder
is interested in revealing the interference to the decder.this case, we know that this outer bound
is tight. However, this outer bound is in general optimigticept for two extremes. It is due to the fact
that in derivations, we assume that we can simultaneousigreggthe N;' and use all the power to take
advantage of the coherent part. Despite this, the outerdstilhprovides an insight that in order to build
a good coding scheme that one should try to use a portion oEptavmake use of the correlation and
then use the remaining power to avald'. Further, it is natural to combine these two outer bounds as
Dy, = maX{Dob,h Dob,2}-

From now on, since the channel we consider is discrete mdessnand all the random variables we
consider are i.i.d. in time, i.d/(i) is independent o¥/(j) for « # j, we will drop the index: for the

sake of convenience.

IV. PROPOSEDSCHEMES
A. Digital DPC Based Scheme

We now propose a digital DPC scheme which retains the adyastaf the above two schemes. This
scheme can be regarded as an extended version of the codiiegnesdn [16] to the setup we consider.
As shown in Fig[B, the transmitted signal of this scheme éssihperposition of the analog part, with
power P, and the digital partX,; with power P — P,. The motivation here is to allocate some power for
the analog part to make use of the interference which is séraewoherent to the source for largss

and to assign more power to the digital part to avoid the fetence wherp is small. The analog part is



the scaled version of linear combination of source and fietence as

Xo=Va(yV+(1-7)85), (11)
whereP, € [0, P], a = P,/o2, v € [0,1] and
or =720y + (1 =9)%0% + 29(1 = y)povos. (12)
The received signal is given by
Y=Xg+ X, +5+7Z

=Xg+VayV+ (1+vVa(l-7)) S+ 2

= X,+ 5+ 2, (13)

where X, is chosen to be orthogonal 6 andV and S’ = /ayV + (1 + v/a(1 — 7)) S is the effective

interference. The receiver first makes an estimate fioronly asV’ = gY with

5= EVY] _ Va(yoy + (1 —y)povos) + povos (14)
EY2?] P+ N+o%++2y/a((1—7)oz+ypovos)

The corresponding MSE is

D* = 0% — BE[VY]

= oy [1 - B <\/5(7 +(1- v)pg—s) + pﬁ)} : (15)

v ov
Thus, we can writd/ = V' + W with W ~ N(0, D*).
We now refine the estimate through the digital part, whichhes ¢oncatenation of a Wyner-Ziv coding
and a DPC. Since the DPC achieves the rate equal to that waenithno interference at all, the encoder

can use the remaining poweét — P, to reliably transmit the refining bit$’ with a rate arbitrarily close

1 P—-P,
R—§10g<1—|- N ) (16)

to

The resulting distortion after refinement is then given as

D*
Dy, = inf ———-. 17
P Pl 2L (17



In Appendix[B, for self-containedness, we briefly summatize digital Wyner-Ziv scheme to illustrate
how to achieve the above distortion.

It is worth noting that settingy = 1 gives us the lowest distortion always. i.e., super-impgpsironto
the transmitted signal is completely unnecessary. How@viarin general not true for the cognitive radio
setup. We will discuss this in detail in section] VI.

Remark 2: Different from the setup considered in [16] that the optimtortion can be achieved by
any power allocation between coded and uncoded transmsssio our setup the optimal distortion is in

general achieved by a particular power allocation which fsrection of p.

B. HDA Scheme

Now, let us focus on the HDA scheme obtained by replacing igaadl part in Fig.[3 by the HDA
scheme given in_[3]. The analog signal remains the same dElinand the HDA output is referred to
as Xj,. Therefore, we havé” = X, + 5’ + Z. Again, the HDA scheme regards as interference and
V" described previously as side-information. The encodird)@ecoding procedures are similar to that in
[3] but the coefficients need to be re-derived to fit our sethp (eader is referred t0![3] for details).

Let the auxiliary random variabl& be
U=X,+aS + KV, (18)

where X}, ~ N (0, P,) independent t&5” andV and P, = P — P,. The covariance matrix of’ and V/
can be computed by](5).

Codebook Generation: Generate a random i.i.d. codebdakwith 2% codewords, reveal the codebook
to both transmitter and receiver.

Encoding: Given realizations’ andv, find au € U such that §', v, u) is jointly typical. If such au
can be found, transmi#t;, = u — as’ — kv. Otherwise, an encoding failure is declared.

Decoding: The decoder looks for & such thaty, v/, 0) is jointly typical. A decoding failure is declared
if none or more than one suahare found. It is shown in 3] that ik — oo and the condition given in
(27) is satisfied, the probability ai # u — 0.

Estimation: After decodingu, the receiver forms a linear MMSE estimate wffrom y and u. The
distortion is then obtained as

Dpao = inf [0y —TTAG T, (19)
v, Pa
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whereAyy is the covariance matrix dff andY, andT' = [E[VU], E[VY]]".

In the encoding step, to make sure the probability of engpéaiiure vanishes with increasing we

require

Ry > I(U: S, V)
= h(U) — h(X}, +aS" + V]S, V)

Y h(U) — h(X)

(20)

where (a) follows becaus¥, is independent of” andV'.

Further, to guarantee the decodability(6fin the decoding step, one requires

R 1Y,V
= h(U) — h(UY, V)
= W(U) = h(U — aY — sV'|Y, V")

Y h(U) = bW + (1 — @)X, — aZ|Y), (21)

=

where (a) follows from the error analysis & in Section IIl of [18] and (b) is due to the fact that
V' = pY. By choosing
Dy 2 i

_ e B 22
“TBIN " TR END (22)

one can verify that (20) an@ (R1) are satisfied. Note that®) @hat we really need i8; > I(U;S",V)+e
and in [21) it isR; < I(U;Y,V’) — 6. However, since and can be made arbitrarily small, these are
omitted for the sake of convenience and to maintain clarity.

Remark 3: It is shown in AppendiX_A that the distortions ih_(17) ard (1&e exactly the same.

However, as we will see in the next section, two schemes partbfferently when SNR > SNR,.

C. Numerical Results

In Fig. [4, we plot the distortion (in-101log,,(D)) for coding schemes and outer bounds described
above as a function of SNR. In this figure, we sét= 0% = 1 andp = 0.3. Note that for this choice of

0%, what we plot is actually the signal-to-distortion ratios Axpected, the two proposed schemes have
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exactly the same performance. Moreover, for this caseettves schemes not only outperform others but
also approach the outer bound (maximum of two) very well.

We then fix the SNR and plot the distortion as a functiorpah Fig.[5. The parameters are set to be
0% = 0% =1, P =10, andN = 1. It can be seen that both the proposed schemes perform \exaet
same and that the achievable distortion region with thegseg@ scheme is larger than what is achievable
with a separation based scheme using DPC and a uncoded sdhgmher, although the proposed schemes
perform close to the outer bound over a wide rangefthe outer bound and the inner bound do not

coincide however, leaving room for improvement either ad thuter bound or the schemes.

V. PERFORMANCEANALYSIS IN THE PRESENCE OFSNR MISMATCH

In this section, we study the distortions for the proposetestes in the presence of SNR mismatch
i.e., we consider the scenario where instead of knowing Kaetechannel SNR, the transmitter only
knows a lower bound on the channel SNR. Specifically, we aesilnat the actual channel noise to be
Z, ~ N (0, N,) but the transmitter only knows thaf, < N so that it designs the coefficients assuming
the noise variance i%/. In what follows, we analyze the performance for both preposchemes under

the above assumption.

A. Digital DPC Based Scheme

Since the transmitter designs its coefficients farit aims to achieve the distortioR,., given in [17).
It first quantizes the source B by a Wyner-Ziv coding with side-informatio®* given in [15) and then
encodes the quantization output by a DPC with a rate

1 P—P
=21 1 a 2
R 20g<+ N >, (23)

whereP, is the power allotted tX, such that the distortion in the absence of SNR mismatch ismued.

i.e.,
. D*

P, = arginf ———-.
BT £l

(24)

At receiver, sinceV, < N, the DPC decoder can correctly decdfeavith high probability. Moreover,
the receiver forms the MMSE estimate Bffrom Y asV! = 5,Y with 5, and the corresponding MSE
D? derived by substitutingV, for N in (I4) and [(15), respectively. After that, the problem reskito the
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Wyner-Ziv problem with mismatched side-information. In ggndix[C, we show that for this problem,

one can achieve
D*D:
Dsep mis —
’ D*D# + (D* — D})Dgep

D). (25)

Unlike the typical separation-based scheme that we haveisd8], the proposed digital DPC scheme
(whose digital part can be regarded as a separation-basemney can still take advantage of better

channels through mismatched side-information.

B. HDA Scheme

Different from the digital DPC scheme, in the presence of ShiBmatch, the performance analysis of
the HDA scheme cannot be converted to the Wyner-Ziv probletin mismatched side-information. It is
because that in the HDA scheme, we jointly form an estimaté @fom U andY'. Fortunately, as shown
in [3], the HDA scheme is capable of making use of an SNR mishmat

Similar to the digital DPC scheme, we design the coefficiémtsioise varianceV. The HDA scheme
regardsD* as side-information and’ as interference. It generates the auxiliary random vagiébgiven
by (18) with coefficients described by (22). Sindg < N, the receiver can correctly decotlewith high
probability. The receiver then forms the MMSE as describreB). Note thaf£[Y?] in Ayy should be
modified appropriately to address the fact that the actusleneariance isV, in this case.

Remark 4: In [3], the authors compare the distortions of the digitdiesne and the HDA scheme in
estimating the sourc¥ and the interferenc® as we move away from the designed SNR. One important
observation is that the HDA scheme outperforms the separbiised scheme in estimating the source;
however, the separation-based scheme is better than the d8Bé&me if one is interested in estimating
the interference. Here, since tleffective interferenceS’ includes the uncoded signglaV in part and
the source is correlated to the interference, estimatiegstiurcel” is equivalent to estimating a part of
S’. Thus, one can expect that i, and p are large enough, the digital DPC scheme may outperform the
HDA scheme in the presence of SNR mismatch. One the other, ifafigd and p are relatively small, one
can expect the reverse.

Remark 5: Note that we have only discussed the case when the actuaheh@mns out to be better
than that expected by the transmitter. On the other handpilnee channel deteriorates, the digital DPC
scheme and the HDA scheme are not able to decode the digitabpd the HDA part, respectively.

For the digital DPC scheme, this is due to the fact that a égpapproaching code is used so that the
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decoding will fail if the channel is no longer being able tgpart this rate. For the HDA scheme, this
inability to decodeU is because the constraimt {21) is no longer satisfied if trencll is worse than
that expected. However, both schemes can still form the MM&iate of the source from the received
signalY. Therefore, for a same choice 8%, the resulting distortion of two proposed schemes would be
the same and is equal tB}. This implies that both the proposed schemes are able tader@raceful

degradation when channel deteriorates.

C. Numerical Results

Now, we compare the performance of the above two schemeshandcheme that knows the actual
SNR. The parameters are set to &g = 0% = 1. We plot —101log,,(D) as we move away from the
designed SNR for both smalp & 0.1) and large § = 0.5) correlations. Two examples for designed SNR
= 0 dB and 10 dB are given in Figl 6 and Fig. 7, respectively.

In Fig.[d, we consider the case that the designed SNR is 0 dBhwikirelatively small compared to
the variance of interference. For this case, we can see thiahvecheme performs better in the presence
of SNR mismatch really depends pnlt can be explained by the observations madBemark 4 and the
power allocation strategy. For this case the optimal polecation P, is proportional top. Forp =0.1
case, since the correlation is small and the assigneid also small, the HDA scheme is better than the
digital DPC scheme. On the other hand, for 0.5 case, we allot a relatively large power i so that
one may get a better estimate if we try to use the digital DPii2me to estimate a part ¢f. This
property is further discussed in the Appendix D.

In Fig.[d, we design the coefficients for SNR10 dB which can be regarded as relatively large SNR
compared to the variance of interference. For this casepphienal power allocatior, for both p = 0.1
andp = 0.5 are relatively small. Therefore, the performance improsetprovided by the HDA scheme
is larger than that provided by the digital DPC scheme fohluztses.

In Fig.[8, we plot the performance of the proposed schemds aifferent choices ofP, for the same
channel parameters with those in the previous figurepfer 0.1. We observe that for both schemes, if
we compromise the optimality at the designed SNR, it is fasdb get better slopes of distortion than
that obtained by setting’, = P,. In other words, we can obtain a family of achievable digorunder

SNR mismatch by choosing, € [0, P].
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VI. JSCCFOR THE GENERALIZED COGNITIVE RADIO CHANNEL

An interesting application of the joint source-channelingdproblem considered in this paper is in
the transmission of analog sources over a cognitive radammodl. In this section, we will first formally
state the problem, derive an outer bound on the achievabtertion region, and then propose a coding

scheme based on the schemes given in Settion IV.

A. Problem Satement

Recently, there has been a lot of interest in cognitive raice it was proposed in [19] for flexible
communication devices and higher spectral efficiency. lmm@ventional cognitive radio setup, the lower
priority user (usually referred to as the secondary usstgnis to the wireless channel and transmits the
signal only through the spectrum not used by the higher ityioser (referred to as the primary user).
In a generalized cognitive radio channel, simultaneousstrassion over the same time and frequency is
allowed. As shown in Fid.]9, the problem can be modeled as tenfémence channel with direct channel
gain1 and cross channels, andh, representing the real-valued channel gains from tgeruser2 and
vice versa, respectively. The average power constraing®sed on the outputs of user 1 and 2 &ke
and P, respectively. Different from interference channels, aguitive radio channels, we further assume
that the secondary user knows non-causally. Here, we also assume that the channel ceeffici is

known by the secondary user. The received signals are giyen b

Y, 1 h X A
) 1 1 n 1 (26)
Y, hy 1 Xs Zy

where Z; ~ N(0,1) for i € {1,2}. The capacity region of this channel has been studied andawk
for some special cases, e.g., the weak interference lcap§2[]0 the very-strong interference case[[22],
and the primary-decode-cognitive casel[23].

In this section, we consider the same generalized cogniéigie® channel but our focus is on the case
when both users hawnalog informationV; andVs, respectively. We are interested in the distortion region
which describes how much distortion two users can achieuelsneously. In particular, we consider the

case when the two sources are correlated with a covariantiexrgaven by

2
vy POV OV,

Aviv, = (27)

2
POV, 0V, UV2
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The distortion measure is the MSE distortion measure defined)). An achievable distortion region
can be obtained by first enforcing the primary user to use tlded scheme and using the proposed
schemes given in sectidn IV for the secondary user. In fastesthe primary user does not have any
side-information, analog transmission is an optimal cadR@4] [25] in terms of the distortion achieved
at the primary receiver. Further notice that since we do woisiler SNR mismatch here, it makes no

difference which proposed scheme we use.

B. Outer Bound

In this subsection, we derive an outer bound on the distorggion for the generalized cognitive radio
channel withR, = I(X7;Y{") and Ry = I(X7; Y5'| XT"). Then, for the primary user, we have

n 021 (@) n.irn
51()%3‘/1 < I(Vi; V")
(b)

< I(X15 YY)

= an ) (28)

where (a) follows from rate distortion theory and (b) folrom the data processing inequality. Also,

for the secondary user, we have

1 — 2
ﬁlogavb( p)

5 log o < 1 TV

(a) n.{rn n n
= I3 Vo' |V, XT)

(b) n.{n|yvn

= I(V3"; Vil XT)

(c)

< I(X3;Y3'|XT)

= nRg, (29)
where (a) is due to the fact thai] is a deterministic function o¥", (b) follows from the Markov chain

Vit & (X7, XT) < (Y, Y5, and (c) follows from the data processing inequality. Thus,have

2

Doy = R—Vll, (30)
o2 (1 — p?
Dy = P20, (31)
2

where (R;, R2) must lie inside the capacity region of the generalized dognradio channel.



16

As mentioned earlier, the capacity region of this channelseés only known for some special cases.
Fortunately, for those cases whose capacity regions remmakmown, outer bounds ofR;, R,) are
available (see e.gl [23] wherein the authors give an unifiedv\of outer bounds for different cases)

and therefore we can still obtain the outer bound giveri_in) @ [31).

C. Proposed Coding Scheme

Let the primary user simply transmit the scaled version @ timcoded sourc&; = /P /o{, Vi.
Therefore, the bottom channel in Fig. 9 reduces to the situatve considered in the previous section

with sourceV = V; and interferenceS = h, X;. The covariance matrix becomés (5) with

oy =04y, (32)

The secondary user then encodes its sourcé,tby the HDA scheme described previously in seckion 1V-B
with power P, = P, + P, and coefficients according tb (22). With these coefficietits, corresponding

distortion D, is computed by[(19). At the receiver 1, the received signal is

Yi=X1+h Xo+ 2,

= (1+ (1 = y)Vahihs) X1 + ho Xy, + hor/ayVs + Z. (34)

Decoder 1 then forms a linear MMSE estimate fréingiven by‘A/l = Y1, where, = E[V,Y1]/E[V}]

and
EWViY1] = (14 (1 — y)Vahihy) \/ Pio}, + hov/aypoy, ov, (35)
E[Y? = (1+ (1 = y)Vahihy)® Py + ah2~?0?, +
thh—i-Q\/ahgyp\/Pla‘Q/Q (1+ (1 —7)\/5/11/12) +N1 (36)

Therefore, the corresponding distortion/is = 0‘2/1 — A/ E[VIY].

It can be verified that assigning= 1 may lead to a suboptimd), in general. Thus, as we mentioned in
Sectior IV-A, one may want to assign a non-zero power to tréinS in order to achieve a larger distortion
region. We can then optimize the power allocation for patéicperformance criteria. For instance, if one

desires achieving the minimum distortion for the secondasgr,y should be set to b&. However, if
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the aim is to obtain the largest achievable distortion negamne should optimize ovef, € [0, P,] and

v € [0, 1].

D. Discussions and Numerical Results

Here, we give examples to compare the performance of the datend and the proposed coding
scheme for two cases whose capacity region is known, narelweak interference case and very-strong
interference case. Also, similar to [21], we also presentdfstortion for the secondary user under the
coexistence conditions.

1. Weak interference case: When the interference is weak, i.¢hy| < 1, the capacity region is given

by [20] [21]

Pi(1 4 hoporn/Po/Pp)?
R1§%10g<1+ V(1 + hoper/Po/ 1))

1+ (1= p2)h3Ps

1
Ry < Slog (1+ (1= p})Po) (37)

wherep, € [0,1]. One can see that the capacity region of this case is a rdefahgrefore, increasing

R, will not affect R;. For this case, the outer bounds [n](30) and (31) become

2
0w,
Dyt = : , 38
’ | Pillthaps P/ )2 (38)
T T iRa-2)m3h
0.2 1— 2
Dy — 2L =) (39)

1+ (1—p2)P

One example of the distortion region for this case is showrRign[10 in which we plot the outer bound
and the boundary of the distortion region achieved by theggsed coding scheme. The parameters are
set to beo—%/1 = 0‘2/2 =1, hy = hy = 0.5, and the power constraints af¢ = P, = 1. In this figure,
One can observe that when= 0, the outer bound is tight and the proposed coding schemetisalp
However, the inner and outer bound do not coincide for oglseand one can see that the gap increases
asp increases.

2. Very-strong interference case: The channel is said to be in the very-strong interferengame if the
following conditions are satisfied,

|ho| > 1, (40)

|hin/Pi/ Py + 1| > |\/ Pi/Ps+ hsl, (41)
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|hi/ P/ Py — 1| > |\/P1/ P> — hyl. (42)
The capacity region of this case is the union(&f, R,) satisfying [22]

Ry < Slog (14 (1= p})Ps)

— N

Ry + Ry < Slog (1+ P+ B3Py + 2pehay/PiBs)? ) (43)

[\

wherep, € [0, 1]. For this case, different choices & may lead to different upper bounds f&. Thus,
the outer bound can be obtained by collecting all the Parétammal points of(D;, D) among all choices
of (Ry, Ry) andp,.

In Fig.[11, the outer bound and the boundary of the distontémion achieved by the proposed scheme
are plotted. All the parameters are set to be the same asithtise previous figure except fér, = hy =
1.5 now. It is easy to see thdt (40)-(42) are satisfied under thasmmeters. One can see that for this case
the inner and outer bound do not coincide even/ct 0 case. This may be due to the fact that in the
proposed coding scheme, the primary decoder treats thaldigm the secondary user as extra noise.
This violates the insight of the very-strong interferenegime that one should first decode interfering
signal and then cancel it out since the interference is “atrgng” and is regarded as easier to decode.
However, for the proposed scheme, the primary decoder isletto obtain an improvement from this
decoding strategy. This is because the digital part (or tBé ldart, depends on which scheme is used)
of the interfering signal is a function df; and the bin index (ot/). Therefore, decoding the bin index
(or U) only is not enough to reconstrugf; (or X}).

On the other hand, if one simply ignores the correlation aseswan optimal separate source-channel
code at the secondary user, this coding scheme is guarattteszhieve the outer bound fer= 0 but
this scheme is unable to adapt wihi.e., the performance is fixed for als. Therefore, whep is large,
one may obtain a lower distortion by using the proposed sehaltmough it fails to achieve the outer
bound for anyp. One example is given in Fig. 111 that whenr= 0.5, the distortion region achieved by the
proposed scheme is larger than that achieved by an optirpatate coding scheme (whose performance
is the same as the outer bound for= 0). It is interesting to build a coding scheme that achieves th
outer bound forp = 0 and is capable of adapting withfor the very-strong interference case; however,
this is beyond the scope of this paper.

3. Coexistence Conditions: In [21], the coexistence conditions are introduced to ustaed the system-
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wise benefits of cognitive radio. The authors study the Eirgate that the cognitive radio can achieve
under these coexistence conditions described as follows.

1. the presence of cognitive radio should not create rateadegjon for the primary user, and

2. the primary user does not need to use a more sophisticatedelethan it would use in the absence
of the cognitive radio. i.e, a single-user decoder is enough

Similar to this idea, we study the distortion of the secopdaser under the following conditions

1. the presence of cognitive radio should not create distoriticrement for the primary user, and

2. the primary user uses a single-user decoder.

We present the outer bound and the signal-to-distortioio fat the secondary user obtained by the
proposed scheme under coexistence conditions. Here tlee lootind is given by

Dobz,coeaist = inf Doy, (44)

o

Vi
Doblgﬁ

where D,,; and D, are given in [(3D) and[ (31), respectively, afti and R, therein can be further
bounded by the capacity region or upper bounds on the cgpaagton as mentioned. Note that when
taking the infimum, we simply constrain the distortion of grémary user to be at most the one achieved
when there is no interference at all and ignore the secongisteace condition. i.e., this outer bound
allows the primary decoder to be any possible decoder, nt#ssary a single-user decoder.

In Fig.[12 and Fig[[ 13, the achievable distortion for the selewy user is plotted for the same set
of parameters as in Fig. 10 and Figl 11, respectively. As shiomthese figures, the proposed scheme
is able to increase the secondary user’s signal-to-digtoratio without degrading the performance of
the primary user. Moreover, one can observe that at0 the proposed coding is optimal for the weak
interference case but not for the very-strong interfereceese. This may be due to the fact that in the
proposed coding scheme the interfering signal is not fullgadled. This may also be the consequence of
ignoring the second condition when deriving the outer boukitbther interesting observation is that in
Fig.[13, the signal-to-distortion ratio increases morddigpthan that in Fig[ IR. This is because in the
very-strong interference case, the channel would amgiéysecondary user’s signal much more than that
in the weak interference case. So the secondary user coaléess power to boost the primary signal
such that the coexistence conditions are satisfied and tberthe remaining power to decrease its own

distortion.
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VIlI. CONCLUSIONS

In this paper, we have discussed the joint source-chana@ggroblem with interference known at the
transmitter. In particular, we considered the case thasthece and the interference are correlated with
each other. We proposed a digital DPC scheme and a HDA schadnghawed that both two schemes can
adapt withp. The performance of these two schemes under SNR mismataisaraliscussed. Different
from typical separation-based schemes which are not alikkeoadvantage of a better channel SNR and
suffer from abrupt degradation when the channel deteserdtoth the proposed schemes can benefit from
a better side-information acquired at the decoder and atsode a graceful degradation and improvement
under SNR mismatch. However, there is a difference betwespdrformance of the two proposed schemes
when SNR > SNR; and which scheme is better depends on the designed SNR.and

These two schemes are then applied to the generalized imegiaidio channel for deriving an achievable
distortion region. Outer bounds on distortion region fds tthannel are also provided. To the best of our
knowledge, this is the first joint source-channel codingesed that has been proposed for the generalized
cognitive radio channel. Numerical results suggest timathe weak interference regime, the gap between
the inner and outer bound is reasonably small for small andiumep and increases ag increases.
Moreover, in the very-strong interference regime, theiiste® such that the proposed joint source-channel
coding scheme outperforms optimal separate coding schEngesystem-wise benefits of cognitive radio

in terms of distortion are also studied via imposing the ¢siernce conditions.

APPENDIX A

EQuIVALENCE OF (17) AND (19)

In this appendix, we verify that with the knowledge of acteabnnel SNR, two proposed schemes

perform exactly the same. For fixedand P, = P — P,, the second term in_(19) becomes

E[VUE[Y?] — 2E[VU|E[VY|E[UY] + E[VY]?E[U?]

M T = E[UZE[Y? — E[UY]? ’ (43)

where
E[VU] = aE[S'V] + ko, (46)
E[VY] = E[S'V], (47)

E[U?] = P, + o®E[S"?] + k%0 + 2akE[S'V], (48)
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E[Y?) = P, + E[S?] + N, (49)
E[UY] = P, + aE[S?] + kE[S'V], (50)
with o and x2 determined by[(22) and
E[S”] = ay’o, + [1+ va(l = )]og + 2v/ay[1 + Va(l = 7)lpovos, (51)
E[S'V] = Vayoy, + 1+ Va(l —7)]povos. (52)

After some algebra, we can rewrite the numerator and deraioniin (45) as, respectively,

P {E[S'VIAPND* + 0 P, (ot E[Y?] — E[S'V]?)}

(P, + N)D+ ’ (3)
and
P {(ND* + P,o?)E[Y?] — PE[S'V]*} (54)
(P, + N)D* '
Thus, we can rewritd (19) as
Diaa = ot ~TTAGAT = ot — &
) N(opE[Y?] — E[S'V]?)
(ND* + P,o2)E[Y?] — P,E[S'V]?
@ ND*(c?E[Y? —E[S'V]?)
(P, + N)(02E[Y?2) — E[S'V]?)
D*
_ _ (55)
1+ 2

where (a) follows from thaD* = o — E[VY]?/E[Y?] andE[VY] = E[S'V]. This completes the proof.

APPENDIX B

DiGITAL WYNER-ZIV SCHEME

In this appendix, we summarize the digital Wyner-Ziv schefoe lossy source coding with side-
informationV’ (V = V' 4+ W with W ~ N (0, D*)) at receiver. Similar to the previous sections, we omit
all the e and/or¢ intentionally for the sake of convenience and to maintaarity.

Suppose the side-information is available at both sides,lehst required ratéy , for achieving a
desired distortionD is [3]

1 D*
RWZ = §log D .

(56)



22

Let us set this rate to be arbitrarily close to the rate giveflB), the rate that the channel can support

with arbitrarily small error probability. The best possldistortion one can achieve for this setup is then

given as
D*
D=——+—+. 57
14+ P;VP(L ( )
This distortion can be achieved as follows [3],
1. Let T" be the auxiliary random variable given by
T = o,V + B, (58)
where
D*—D
Asep = D+ (59)

and B ~ N(0, D). Generate a length i.i.d. Gaussian codebodK of size 2"/("*V) and randomly assign
the codewords int@"? bins with R chosen from[(16). For each source realizatignfind a codeword
t € 7 such that(v,t) is jointly typical. If none or more than one are found, an eatiog failure is

declared.

2. For each chosen codeword, the encoder transmit the bix iofdéhis codeword by the DPC with
rate given in[(16).

3. The decoder first decodes the bin index (the decodabiligusranteed by the rate we chose) and
then looks for a codeword in this bin such thatt, v') is jointly typical. If this is not found, a dummy
codeword is selected. Note thatas—+ oo, the probability that £ t vanishes. Therefore, we can assume
thatt = t from now on.

4. Finally, the decoder forms the MMSE fromandv’ asv = v/ + w with

QsepD*
a2 D*+ D

sep

(t — asepV'). (60)

W =

It can be verified that for the choice afthe required rate is equal o (56) and the correspondingrtiish
is

~ —

E[(V - V)| =E[(W - W)’]

(1o %D ) 61
o (1- e Y (61

sep
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APPENDIX C

WYNER-ZIV WITH MISMATCHED SIDE-INFORMATION

In this appendix, we calculate the expected distortion efdlgital Wyner-Ziv scheme in the presence
of side-information mismatch. Specifically, we considez tWyner-Ziv problem with an i.i.d. Gaussian
source and the MSE distortion measure. Let us assume thaegit@chievable distortion in the absence of
side-information mismatch to b. The encoder believes that the side-informatiolisandV = V' +W
with W ~ N(0, D*). However, the side-information turns out to B¢ and has the relatiol” = V) + 1V,
with W, ~ N(0, D). Under the same rate, we want to calculate the actual dmtoR, suffered by the
decoder.

Since the encoder has been fixed to deal with the side-intavma/’, at decoder, the auxiliary random
variable is as in(88) with the coefficient given in]59). Sirthe decoder knows the actual side-information,

V!, perfectly, it only has to estimaté’,. By the orthogonality principle, the MMSE estimd@a can be

obtained as
—~ gD
W, = —2%70 (T — qg., V' 62
Oé?epD;—‘—D( « 94 a) ( )

Therefore, the estimate of the sourcelis= v+ /Wa. The corresponding distortion is given as

D, =E[(V — V)] = E[(W, — W,)?]
D* D

~DD: (D D)D" (63)

Here, we give an example in Fig.114 to see the performanceoweprent through having the access of
a better side-information. In this figure, we plot the0log,, D, as —10log,, D increases, i.e., as the
actual side-information improves. The outer bound is olgdiby assuming the transmitter always knows
the distribution of actual side-information at decoder &mel distortion of the HDA scheme is computed
through derivations in sectidn IVIB. The parameters aretedie P = N = 1 and D* = 0.1. One can
observe in the figure that both the schemes benefit from arlstte-information at decoder. Moreover,

it can be seen that these two schemes provide the same panicgnander side-information mismatch.

APPENDIX D

DiscussioNs FORSNR MiIsMATCH CASES

As discussed previously, both the digital DPC scheme anéiib® scheme benefit from a better SNR.

Here, we wish to analyze and compare the performance foettves schemes under SNR mismatch.
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Since the digital DPC scheme makes estimate fio(see Appendik B) andl” (which is a function ofY")
and the HDA scheme makes estimate froirand Y, it suffices to compard(V; 7, Y") with I(V;U,Y).

By the chain rule of mutual information, we have
\v,T.,y)=1V;Y)+ I(V;T|Y), (64)

and

I(V;0,Y)=1(V;Y)+ I(V;U]Y). (65)
Thus, we only have to compaiV’; T|Y) to I(V;U|Y). Let us considep = 0 case for example,

I(V;T|Y) = h(T|Y) = h(T|V.Y)

h(csepV + BlY) — h(ase,V + BV, Y)

(
h(tsepV — QsepBaY + BlY') — h(ase, BIV,Y)
h(asepWa + B|Y) — h(B)

= h(oepWo + B) — h(B)

1 a? D*+ D

=5 log > % 5 , (66)

wherea,,., andW, are defined in AppendixIC and (a) follows from the orthogdgabrinciple.

I(ViU[Y) = h(U]Y) = UV, Y)
= W(U|Y) = h(X), + aS' + kV|V,Y)

= h(U|Y) = h((1 - @)Xy — aZ,|V,Y)

> h(UY) = h((1 = a)Xy — aZ,)
1. E[U?| -E[UY]*/E[Y?
2 log (1 — )P, + a2N, (67)

where (a) follows from that conditioning reduces entropyl dhe equality occurs if there is no SNR
mismatch.

Two examples are given in Fig.115 to compare these two questitith and without SNR mismatch for
a small and a large designed SNR, respectively. One canwab®at without SNR mismatch, these two

guantities coincide with each other for all choicesiyf This implies the result in section 1V that without
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mismatch the digital DPC scheme and the HDA scheme providetigxthe same distortion. However,
with SNR mismatch, we can observe that which quantity isdamgally depends o, for the small
designed SNR case. On the other hand for designed SNR = 10s@Bwe havd (V;U|Y) > I[(V;T|Y)

for a wide range ofP, (except for someP, close to 1). This explains the results in sectidn V that, for
large designed SNRs, the HDA scheme has better results tigadigital DPC scheme does while for

small designed SNRs we cannot make this conclusion easily.
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