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Abstract—In this paper we present regular bilayer LDPC analytically in [9] that the belief-propagation (BP) deauyl
convolutional codes for half-duplex relay channels. For te binary  threshold of an LDPC convolutional code achieves the opgtima
erasure relay channel, we prove that the proposed code comgat- maximum a posteriori probability (MAP) threshold of the

tion achieves the capacities for the source-relay link andhe . . )
source-destination link provided that the channel conditons are corresponding LDPC block code with the same variable and

known when designing the code. Meanwhile, this code enabléee  Check degrees. This code in turn approaches the capacity as
highest transmission rate with decode-and-forward relayng. In  the node degrees increase. Furthermore, regular LDPC €onvo

addition, its regular degree distributions can easily be coputed  |utional codes allow us to avoid complicated re-optimiaati
from the channel parameters, which significantly simplifiesthe of the degree distributions for varying channel conditions

code optimization. Numerical results are provided for bothbinary M hile. LDPC luti | cod bl .
erasure channels (BEC) and AWGN channels. In BECs, we can eanwhile, convolutional codes enable recursive en-

observe that the gaps between the decoding thresholds andeth coding and sliding-window decoding![8], which dispels the
Shannon limits are impressively small. In AWGN channels, te concerns over complexity and delay. Motivated by the good

bilayer LDPC convolutional code clearly outperforms its block properties of LDPC convolutional codes, we consider in this
code counterpart in terms of bit error rate. paper the design of bilayer LDPC convolutional codes for
the relay channel. A similar code construction was proposed
in [1Q] for the wiretap channel. A protograph-based bilayer
The relay channel was introduced in 1971 when van dgsde was proposed i [11] which applies the concept of

Meulen [1] proposed a channel model consisting of ongjayer-lengthened codes. In contrasttol[11] we presdayéi
source, one relay, and one destination. The relay aids ®&urgated code&][5] in this paper.

communication between the source and the destination $o thgp, the following, we will discuss the construction of bilaye

increased robustness, higher transmission efficiencyloanq ppc convolutional codes for given relay channels. We will
larger coverage range can be achleveql. As smallest but fﬁ%ve analytically that the proposed bilayer code is capabl
damental unit of large network topologies, the relay channgehieving the highest rate with DF relaying in binary erasur
has been extensively studied focusing on both theoretiwl a:nannels (BEC). Moreover, the regularity of degree diatrib

implementation aspects. tions significantly simplifies the code optimization. Nuicat

Decode-and-forward (DF) relaying is the most researchegkyits are provided to verify the theoretical analysis.
protocol for relay channels. In particular, the design of-di

tributed channel codes has attracted considerable attenti 1. PRELIMINARIES

The concept of distributed Turbo coding (DTC) was proposed|n this section, firstly we introduce the transmission model
in [2], wh|9h offe_red a new fashion of distributed cod.e desigwe use throughout the paper. Then we briefly review the
Low-density parity-check (LDPC) codes were considered fegding strategy which leads to the highest achievable [z |
distributed coding for example in[3].[4] andl[5]. Differen \ith DF relaying. The construction of bilayer codés [5] is

approaches were presented to optimize LDPC codes for giv@#kcribed as a practical realization of the coding strategy
channel conditions. For LDPC block codes, an irregular elegr

distribution needs to be derived to match a given channel. A System Model

a variety of channel conditions, extensive re-optimizati®  |n this paper, we restrict ourself to the three-node relay
required. This leads to a high complexity for code adaptati¢hannel which is composed of one source, one relay, and one
and may not be feasible in practice. destination. The sourceY intends to transmit its information
In this paper we propose to use LDPC convolutional codgs the destination) while the relay {) provides assistance.
for distributed channel coding in relay networks. LDPC con- The system model is shown in Figure 1. Due to practical
volutional codes were first proposed [l [6] as a time-varyingbnstraints the relay works in a half-duplex mode, which
periodic LDPC code variation. Then the idea was furthgheans it cannot transmit and receive at the same time or
developed in, e.g.,[[7],[[8]. Recently, it has been provafie same frequency. This implies that the transmission from
This work was supported in part by the European Communitgge&th the S.0urce o the destination is carried Ou.t in two phases. In
Framework Programme under grant agreement no 257626 (AOR@Pand (e first phase, the source broadcasts while the relay and the
the Swedish Foundation for Strategic Research. destination listen. In the second phase, the relay trapsimit
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the destination while the source keeps silent. We assume Hits are perfectly known at the destination after decoding
transmissions on the three links to be orthogonal. Then the overall cod€ is described by the stacked check

matrix H, and we have
H 0
Comm. Comm. _ S _
mxs=| fo | %= g ]
Y . . . .
— That is, at the destination\; — K;) zero check equations
Bl o X5 [Comm. | Ysp Joint | o and K> non-zero check equations need to be satisfied in the
feoding Channel D

ecoDii;ign;;m decoding. The Tanner graph of a bilayer code example is
plotted in FigurdD.

Decoding &
Forwarding

Relay

Source
Fig. 1. Transmission model.

In the following we useX;, i € {5, R}, to denote the BPSK
modulated signals which are transmitted from the source and
the relay, and we us&;;, i € {S, R}, j € {R,D}, for
the channel observations of the three links. We g =
[(X;:Y;5), i € {S,R}, j € {R,D} to denote the capacity
of each link constrained to the BPSK modulation. In this

paper we assume that perfect channel-state informatiot) (C&g. 2. The Tanner graph of a bilayer LDPC code. Circles marevariable
is available for code construction. nodes, and squares indicate check nodes. The solid linesspond to the
edges inH g, and the dashed lines show the connections determindd Ry

B. Achievable Rate . . .
. o . To achieve the optimal performance, the designkg
The highest transmission rate using deche—and—forwad[ﬁldH needs to guarantee that andC are simultaneously
protocol for the half-duplex relay channel with orthogonglapacity-achieving for the source-relay link and the sewrc

receive components is given as [12] destination link respectively. The authors bf [5] apprasth
Rpr = sup min(ad(Xg;YsR), this target by applying irregular LDPC block codes. Conse-
@,0<a<1 (1) quently, re-optimization is required for every given chahn
al(Xs;Ysp) + (1—a)(Xg; Yrp)) which results in high complexity and infeasibility. In thexi

r§(§zction we will show how this goal can be achieved by using

whereq is the fraction of channel uses in the first phase, a . ) S
(1— a) is the fraction of channel uses in the second phaser_egular LDPC convolutional codes leading to significantly
duced optimization overhead.

To achieveRpp, in the first phase the source employ§e . o
a capacity-achieving code for the source-relay link which Ifthe channel code€, and(, are both capacity-achieving,

guarantees successful decoding at the relay. This code H@/.Rl = Csp and Ry = Cpp, then the achievable rate in
not be decodable at the destination due to the poorer chan ' maximized by

condition on the source-destination link. Therefore, ia $lec- o= N Crp . 2)
ond phase the relay forwards additional bits to the destinat Ni+ Nz Crp+Csr—Csp

in order to construct an overall lower rate code which isater in this paper we will prove that in BECBp can be
capacity-achieving for the source-destination link. Agii@al achieved by applying bilayer LDPC convolutional codes.
implementation of the idea is presented in the following.

I1l. BILAYER LDPC CoNVOLUTIONAL CODES
C. Bilayer LDPC Block Codes for Relay Channels A. LDPC Convolutional Codes

The construction of bilayer LDPC block codés [5] is real-
ized in two steps corresponding to the two transmissionegmasC
In the first phase/; information bits B are encoded by
a length#V; codewordX g through a rate?; LDPC codeC;
(i.e., K1 = N;i-R;) with the check matrixH s and transmitted.
At the end of the first phase, the relay decodesusing the T
check matrixH g, and recoversX g. H = ’

At the destination, additionak’, bits are needed for suc- HE (1) . HI(t4w)
cessfully decodingX s:

K = N1(I(Xs;Ysr) — 1(Xs;Ysp)). where! is the variable degree andis the check degree. We
Therefore, in the second phase the relay generAtesiew assume that at each time instar(t = 1,2, ..., L) the number
bits (syndrome,S) using the check matri¥{ z. TheseK, of variable nodes ig\/. Then each submatriHiT(t +i)isa
syndrome bits are transmitted to the destination via a adlani/ x (M1/r) binary matrix. The largestsuch thatH ! (¢ + 1)
encoderC, of rate Ry using N> channel uses, i.e/s = is nonzero for some is called the syndrome former memory
Ns-Rs. To simplify the discussion, we assume these syndrome The matrix H” is sparse.

A regular (I,r) time-varying binary LDPC convolutional
ode can be defined by a syndrome former malrix [8]

HI(1) ... HLO '+ w)




There are many variations of LDPC convolutional codes uestination decodes the overall code by considering the zer
the literature. In this paper, we denote an LDPC convolationcheck equations in the first layer and the non-zero check
code by four parametefs, r, L, w}. The memory constraint  equations in the second layer.
can be any non-negative integer. We assume that each o6f tt&e
edges of a variable node at timeniformly and independently ~*
connects to the check nodes in the time rafige.,t +w]. It has been shown in[9] that thg, », L, w} ensemble with
More precisely, for each variable node at timeone can infinite M has the following properties in a binary erasure
define atype MJ [9] which is a w-tuple of non-negative channel: for the rate of the code
integerS,Mt = (mt7t, ey Mt 1455 ...7mt7t+w), j € [O,U}], lim lim R(Z,T,L,w) -1 £7 (3)
and Zj me 4+ = L. The elementn, .4 ; indicates that there w—+00 L—00 r
aremy . ; edges connecting the designated variable nodezid for the decoding threshold
time ¢t and the check nodes at tinte+- j. For each variable ) )
node, M; is uniformly and independently chosen from aIL}EIlmLIEI;OGBP(l’“L7w):L1£206MAP(l’T’Lv“’)ZGMAP(l’T)’
possible types. It has been stated[ih [9] that {hhe, L, w}
code ensemble is capacity achieving and easier to analy
However, experimentally it shows a worse trade-off betweé0

Analysis for Binary Erasure Channels

eree®” andeMAP are respectively the BP threshold and
€ MAP threshold for decoding. If we increase the degrees
rate, threshold and block length. the nodes, its decoding threshold approaches the Shannon

Another variant, the{l,r, L} ensemble, can be considered™t €sn =1 R,
as a special case of the more general code ensemble mentioned Tli_g)lo wh_{rloo Lh_{réo PPl r, L,w) = esn. (4)
above. For this ensemble, the memory lengthlways equals . , .
I—1. Exactly one of thé outgoing edges of each variable node N the following, we will show in Theorem 2 that the
at timet is connected to one check node at position.., ¢+ Pilayer LDPC convolutional codgly, by, 7,7, L, w} achieves
(1 —1)], i.e., meer; =1 forall j € [0,1 — 1]. We observe the same Shannon limit as the stan(_jard single-layer ensembl
through experiments that this type of ensemble providesigot/t + [2:7> L, w} [L0]. As a preparation for the theorem, we
performance with moderat®/ and L when! > 3. introduce the following lemma.

In this paper, we use thig, , L, w} ensemble for theoretical Lemma 1. If M, L and w go to infinity in this order, the
analysis while employing thf/, », L} ensemble in simulations. density evolution of a single-layer LDPC convolutional eod

B. Bilayer LDPC Convolutional Codes for Relay Channels /> L w} in a binary erasure channel can be written as

Firstly, we define the structure of a bilayer LDPC convo-  p(¥ = e(¢0V) =1 and ¢ =1 — (1 —p®)r—1,
lutional code. We assume the number of variable nodes to bﬁ @ () is th bability f bl
N = M - L. The connections between thé variable nodes WV c'< ? (¢'*)) s the erasure probability from a variable

and the check nodes in the first (second) layer are determiégaeck) node to a check (vg_rlable) node in thh iteration,
by the ensembldly, v, L, wi} ({ls, 72, L, ws}). If wy — ws, and ¢ is the erasure probability of the channel.
we denote the bilayer code By, 2, 71,72, L, w}. Note that Proof: In the following we refer to the check nodes
only the edges belonging to the same layer are connectecttmnected to a given variable node as the active check nodes
one check node. The structure of the overall check matrixfisr that variable node. We ugé"tffj) to denote the probability
illustrated in Figuré1. that the message from a given variable node at tinte the
m-th active check node at time+ j in decoding iteration
is erased. In the first iteratiop;'ft’fj) = ¢ for all m andj. We
H"= [Hig HJ}%} = L——j usequr(;,)t to represent the probability that the message from
1] the n-th active check node at+ ; to the given variable node

: : att is erased. Then we have

v
white blocks correspond to the non-zero submatrices in teeléiyer, and the Py 45 — € t+k,t t+j4.t - (5)
grey blocks are for those submatrices in the second layer. k=0,k#j

The protocol for transmitting a bilayer LDPC convolutionajf )/ — ~, the messages from different nodes at the same

code for the relay channel is similar to the strategy Wgme instant behave identically][8]. Theld (5) reduces to
explained in Sectiol II-IC. The information bits from the

w
source are encoded by the single-layer cfder;, L, w; } and W _ (=D \meepn (=1 ymg eq;—1 6
broadcasted in the first phase. After successful decodirg, t Pt k—gqéj(qt+k7t) i) ©
relay generates the syndrome bits us{idg 2, L, w2 }. These o _ ) _

syndrome bits are transmitted to the destination undeeperf. 1€ messages from nodes at different time instants can

protection by another channel code in the second phase. Bfdave differently and are usually tracked separately.dvewy
if we have L — oo, the effect of boundaries caused by the

lindex of the variable node is omitted for the ease of notation initialization and the termination of the code vanishes. &n

. . . . w Mt t+k Mt t+j
Fig. 3. Overall check matrix of a bilayer LDPC convolutioradde. The m,(i) n,(i—1) (i—1)
IT {IT e I1 a

n=1 v=1,v#m



then consider the code asymptotically regular [13]. The-meBheorem 3. For a binary erasure relay channel, we can find

sage updating is averaged over 1 time instants. Therefore, an LDPC convolutional cod€; = {l;,r, L,w} achieving

if w — oo, the messages from the nodes at different tintee capacity for the source-relay link and simultaneousdy i

instants have asymptotically identical distribution. Bwelly, bilayer extensio® = {l1, 12, r,r, L, w} achieving the capacity

(@) is simplified to for the source-destination link. Meanwhile, the above code
p® = E(q(i—l))l—ll construction provides the highest achievable rate withodee

- ) and-forward relaying as in[{1).
Similarly, we also obtain

) =1 (1-p@)r-1 Proof: We assume that the erasure probability for the
9 p ' B source-relay link and the source-destination link esg and

volutional code ensemblgly, Iy, 7,7, L, w} and the standard capacities for these two links are

single-layer ensemblély + lo, 7, L, w}.

Theorem 2. [10] We denote a bilayer LDPC convolutional Sf c5hy SD sb

code of lengthV = M - L by {l1,l2,71,72, L,w}, wherel; We use a regular LDPC convolutional codé,r, L, w}
and!, are respectively the variable degrees of the two layergjth 1 /r = egr for the transmission in the first phase.
r1, ro are the check degrees of the two layers, amdls the According to [3) and[{4), we have

common memory constraint. If we assume the two layers take ) ) Iy

the same check degree, i.e;, = o = r, then the bilayer 1}5{; ng{; R(ly,r, Lyw) =1 — P l—esr

LDPC convolutional cod€{ly,ls,r,r, L,w} approaches the

same Shannon limit as the single-layer LDPC convolutional and lim lim lim €°7(ly, 7, L,w) = egr.

T—00 W—00 L—00
code{ly +lo,7, L, w}. . . . .
i+t ' Hence,C; is capacity achieving, and error-free decoding can

Proof: For the completeness of the proof, we repeat thge guaranteed at the relay.
derivation of the BP decoding threshold which was previpusl We assume that the number of variable node§;ofs Ny

given in [10]. According to Lemma 1, we write for the firstand the number of check nodes®f is N1, then
layer of the bilayer LDPC convolutional code,

(i) _ ¢ (=D —1, (i=1)\1 (i) _ (i)yr—1
pi=¢elgg ) (g V)7 and ¢ =1—(1—p;7)" .

! ! ’ ! ! The number of additional bits needed at the destination is
For the second layer of the code, we have

i i e 1)y i Ao Nc2 = Ny(Csr — Csp) = Ny (esp — €sr),
Py = e(ai" ™)@y ™) and g = 1—(1-pf)

1) and these bits are provided by the syndrome generated at the

i e (1) _ — - o .
~ Sincer, D 2 andpy” = p; " = ¢, we obtain from the g|5y At the destination, the total number of check nodes is
iterationsp; ’ = p,’. Then the recursion can be written as

N01 = lle/T.

h
i i—1)\r— - Nc = N, Nco = Ny (— — = Ny .
p@ = (1 — (1 — pli=Dyr—lyla+la—1, c = Nc1+ Nea v ( - Tesp €sr) = espNy

This indicates that the bilayer LDPC convolutional code hade additionalN¢» check equations bring inN¢» edges, and
the same BP threshold as tha + l»,7, L, w} ensemble. the corresponding variable degrkefollows as
The rate of the bilayer LDPC convolutional code satisfies

Lol
lim lim R(y,lo,rrLaw)=1—-+—2  (7)

lQ = ’I’NCQ/NV = T(ESD — ESR)-

w—00 L300 r r From Theorem 2, we have for the source-destination link
and the decoding threshold achieves the Shannon limit,
. . L+
Lo s lgn Lhm R(ly,la,ryry Lyw) =1 — =1—e€sp,
lim lim lim e#P(ly,lo,r,r, Lyw) = —+ =. (8) Wreo Lmreo r
r—00 w—00 L—o00 T T

. . . BP
According to [3) and{¥), obviously the single-layer code ~22d  lim lim  lim e (

{l + 12_’ TZL’w_} has the same rate as [ (7) a_md achieves tkf‘ﬁerefore, the overall codé achieves the capacity of the
same limit as in[(B). Therefore, the theorem is proven.m source-destination link

For the design of bilayer LDPC convolutional codes in relay The number of chan.nel uses in the first phasjs— Ny
chann_els, flrstly. we choose drlh,r,L,w}_ensemble which is In the second phase, we can use another capacity-achieving
capacity achieving for the source-relay link. Afterwarks te- LDPC convolutional code to transmit théc, syndrome bits

Ifay ger(;erart]es the s%/ndc;omg b'.ts accﬁrd'ng@ﬁ’L’g"} and to the destination. Thereforéys = N¢o/Crp channel uses
orwards them to the destination. The overall code str@ctul . . oeded The fraction

is consequently{ly,ls,r,r, L,w}. In the following we will

show this overall code is capacity achieving for the source- o = M _ Crp
destination link. In addition, it enables the highest achide Ni+ Ny Crp+Csr—Csp

rate Rpr of the relay channel. equals the one i {2), which maximizes the achievable mate.

llleara TaLaw) = €SD-




From Theorem 3, we can conclude that the proposed reg-
ular bilayer LDPC convolutional codes significantly sinfiyli
the code optimization. Appropriate variable and check node
degrees can easily be computed from the parameters of the
channels, and a complicated optimization of irregular degr
distributions as for example in][5] can be avoided.

IV. NUMERICAL RESULTS

In this section, we firstly give numerical results for bilaye
LDPC convolutional code ensemblfgsr, L} in binary erasure
relay channels. The source broadcasts its informationits
an {l; =3,7=10,L =100} LDPC convolutional code. At
each time instant, the number of variable nodes is set to be
M =2000. At the relay, different values @% (I> € {2,3,4,5})

Bit Error Rate

-5| | —e— Single-layer LDPC conv. code for the SR link
—%— Bilayer LDPC conv. code for the SD link
—- ® = Single-layer LDPC block code for the SR link
= ¥ = Bilayer LDPC block code for the SD link

-1 05 0 05 1
SNR (dB)

-25 -2 -15 15

are chosen. Consequently, bilayer LDPC convolutional 80dgg. 5. Comparison of bit error rate between a bilayer LDP@votutional
of different rates are constructed. Note that rate loss dis i¢pde and a regular bilayer LDPC block code in AWGN channels.

evitable for finiteL [8]. We compare the decoding thresholds

of both the single-layer code and the bilayer codes with tmate with decode-and-forward relaying. Moreover, the fagu
corresponding Shannon limits. It can be seen from Fifllirecéde structure significantly reduces the complexity by divigj

that the gaps in between are impressively small. the optimization of irregular degree distributions. Nuioalr
results were provided in both binary erasure channels and
AWGN channels. In binary erasure channels, we can observe
that the decoding thresholds are very close to the Shannon

10°

-1
0 r (,=5,r =10)
L] 0=8r=10 R=0.174
10 "¢
R=0.694
]
© .
10 °
2
]
& 10l j 1]
@ Single-layer -
® LDgC cofpv. code R=0858 Bilayer LDPC conv. codes >
10°8] for the SH link for the SD link [2]

(3]

0.2

1 1
0.5 0.6
Erasure Probability

014 0‘7‘ 0.8 019 1 [4]

Fig. 4. Bit erasure rate of bilayer LDPC convolutional codeth different
overall rates in BECs. The solid curves show the simulatesults, and the
dashed lines indicate the Shannon limits.

To evaluate the proposed bilayer LDPC convolutional codel$]
under more practical conditions, Figlide 5 shows the bitrerr
rate performance for the AWGN channel. For comparisony)
purpose, we also include a regular bilayer LDPC block code.
For both types of the codes, we $et= 3, Io = 2, andr = 10,
which leads to approximatelfRsr = 0.7 and Rsp = 0.5.  [g]
In addition, the lengths of both codes are chosen in the way
that the same hardware complexity [7] is needed. It can
observed that the bilayer LDPC convolutional code clearly
outperforms its block code counterpart. Signal-to-nogsor
(SNR) gains of0.5 dB and1.3 dB are obtained at the relay[10]
and at the destination, respectively.

(5]

11
V. CONCLUSIONS [

In this paper bilayer LDPC convolutional codes were prcL—

. 124
posed for three-node relay channels. For a binary erasur
relay channel, we can find a bilayer LDPC convolutional
code which is able to simultaneously achieve the capacjfies[13]
the source-relay link and the source-destination link. Mea
while, this code provides the highest possible transnissio

limits. In AWGN channels, a significant gain in terms of SNR
is achieved compared with its block code counterpart.
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