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Abstract—We present a superposition coding scheme for com-
munication over a network, which combines partial decode ad
forward and noisy network coding. This hybrid scheme is terned
as superposition noisy network coding. The scheme is desiggh Y,
and analyzed for single relay channel, single source multist X Y,
network and multiple source multicast network. The achievéle Source Lol p(y2, s, 22) [ — Destination
rate region is determined for each case. The special cases of T '
Gaussian single relay channel and two way relay channel are
analyzed for superposition noisy network coding. The achiable Fig. 1. The three node relay channel
rate of the proposed scheme is higher than the existing schem
of noisy network coding and compress-forward.

Relay

X

it applicable to the network coding scenario. Specificaly
input distributions at each node are chosen to be indepénden

IN an N-node Discrete Memoryless Network (DMN), each Superposition noisy network coding splits the message at
node transmits its message to a set of destination nodes aadh node into two parts. A part of the message is required
acts as a relay to help transmit messages from other nodes. to be decoded at each relay after every block. The other part
an important network model in multi-user information theor of the message is transmitted oveblocks using repetition
This general network model includes many important class ofding. The relay nodes use compress-forward to transimgit th
channels as special cases. Noiseless, erasure and détéomirmessage. The destination nodes decode the messages after
networks are few examples|[1].][2].1[3]. The DMN alsdblocks of transmission using joint decoding. Similar tosyoi
includes the relay, broadcast, interference and multipteess network coding, our scheme does not use Wyner-Ziv encoding
channels which are the fundamental building blocks for arat the relay, employs repetition encoding and joint deapdin
network. This DMN model can also be maodified to includ@hese techniques have been shown to improve the achievable
Gaussian networks and networks with state. rates as in the case of network coding.

The capacity of the discrete memoryless network is not For simplicity and ease of understanding, the superpaositio
known in general. The best known upper bound is the cuieisy network coding scheme is explained for a simple 3
set bound [[4]. Cover and ElI Gamall[5] introduced codingode relay channel first. In section Il, the scheme is designe
schemes for the general discrete memoryless single rebayd achievable rates derived for a single relay channel. In
channel. The schemes introduced in brief are decode-fdrwe®ection 1ll, the scheme is further extended to single source
compress-forward and superposition-forward. Supenposit multicast network where there is only a single source node
forward is the combination of decode-forward and compressansmitting information to a set of destination nodes. All
forward. Decode-forward and compress-forward are spectgher nodes can act as relays. In Section 1V, the superpositi
cases of superposition-forward. The superposition-fedwanoisy network coding scheme is designed for multiple source
scheme achieves the optimal rate for all the special casesewhmulticast networks. This scheme is then applied to AWGN
capacity is known. single and two-way relay channel to quantify performance.

Lim et al. [6] introduced a general lower bound for the
discrete memoryless network using the equivalent chardé- SUPERPOSITION NOISY NETWORK CODING FOR SINGLE
terization of compress-forward. This new scheme is termed RELAY CHANNEL
“noisy network coding”. Noisy network coding combines Consider the
network coding [[7] with the compress-forward scheme. T
key ideas used are message repetition encoding, no Wymerl:%
[8] binning at the relay and joint decoding at the destin"atiod
This scheme achieves a higher rate than the better kno
compress-forward scheme for networks with multiple relays
[Q]. The noisy network coding scheme naturally extends
single and multiple source multicast networks. ) N

In this paper, we improve the achievable rates of the noisy/tsF = sup(min{7(X1; Vs, ¥2| X0, U) + I(U; Y2 | X2, V),
network coding scheme by allowing the nodes to decode a part I(Xy, X2;Y3) — I(YQ; Ys|U, X1, X2,Y3)}) (1)
of message and use it to make a better compressed signakkere the supremum is over all joint probability distrilouns
be relayed. The superposition noisy network coding schemgthe form
combines superposition-forward with network coding. Mddi p(u, v, 21, T2, J2, Y3, Y2) = 2)
cations are made to the superposition-forward scheme t@ mak(v)p(u|v)p(z1|u)p(x2|v)p(y2, ys|z1, 22)p(J2| T2, Y2, u)

I. INTRODUCTION

discrete  memoryless relay channel
Y2, ys|x1,z2) shown in Fig.[Ol.. The source node is
rminal 1, relay node is terminal 2, and terminal 3 is the
estination node.r; denotes the transmitted symbol at
fninal . Yy denotes the received symbol at termikal

The rate achieved by superposition-forward scheme [5,
%heorem 7] for discrete memoryless relay channel is
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subject to the constraint . IT-, DYy | Xo,Us (F2,(i—1ym+ilT2,(i—1yni (Li—1, M),
I(Xo;Y5|V) > (Y23 Ya | Xy, Y3, U). @) Ut (j—1ynti(m}))
To facilitate network coding we will restrict the This defines the codebook
superposition-forward strategy such that the auxiliarnydam  C; = {u; (), v ()1 ), 1 (m ), x5 (11 [m))_),
variablesU andV are generated independent of each other.

A 17, ’ IN ool . onR’
This will lead to a rate loss compared to original scheme. Y23 (U llj—1, My, m5) 'm-j’mﬂ’—{e [L=2"7],
Nevertheless, the rates achieved would be higher than the m'’ e[l: Q"bR"],lj,lj_l €[1: 2"} (7)
compress-forward or noisy network coding scheme. for j € [1:0)]. '

The rate achieved by superposition noisy network codingEncoding and decoding are explained with the help of
scheme for a single relay channel is stated in Theddem 1. Table[].
_ Encoding: Let m’, be the message to be sent in blgclkand
Theorem /1: Fo/f any discrete memoryless relay channel, the, e the message to be sent owerlocks. The relay, upon
ratesupp 1’ + R" is achievable, where receivingy,; at the end of blocki € [1 : b], finds an index

R’ < min{I(Uy; Ya|Xa), I(U1, Va; Y3)}, )/ such that
R" < min{I(X1;Ya, V3| X2, U1), (X1, Xo; Ya|Uy, Va)— (g, (m}), y2;, %25 (L _,)) € T,
I(Ya; Ya|Uy, X1, X2, Y3)}, (5) and then f|[1gs anAlndeb5» sucrj /thzi\tl
and the supremum is taken over all joint probability distrib (w1 (1), ¥25 (L |Lj—1,m05, 105 ), y2j,
tions of the form N X2 (lj—1|m);_y)) € T,
p(u1,va, 21, T2, Y2, Y3, §2) = p(u1)p(v2)p(w1fur)- wherel, = 1 by convention. If there is more than one such

p(@2|v2)p(y2, ys|z1, w2)p(g2|w2, y2,u1)  (6) index, choose one of them at random. If there is no such index,
Proof: The messagen’ € [1 : 2"f'] is transmitted choose an arbitrary index at random frdin : 2"f2]. The
over every blockj and the message” € [1 : 2"°/"] is  codeword pair(xy;(m”|m}), x2;(l;-1|m)_,)) is transmitted
transmitted ovem blocks of transmission. The source nodé block j € [1 : b].
transmits x,; (m”'|m7) for each blockj € [L : b]. After pecoding: Lete > ¢'. After block j, the decoder usess(; 1)
block j, the relay decodes the messagé and maps it to : ; / . onR'
J and ys; to find a unique message; , € [l : 2"7].

! 1 “ ” i g . .
qudﬂj(mj)/cod/eword. It also finds a “compressed” versiofpg “ynique message satisfies the following two conditions
V25 (lj]lj—1,m’;,m’_,) of the relay outpuy»; conditioned on simultaneously

x9; anduy;. The relay transmits a codew0@7j+1(lj|m9)

in the next block. Afterb blocks of transmission, the de-
coder finds the correct message’ < [1 : 2"°f] using (va;(m}_1),y35) e 7™
(y31,-..,y3) and joint decoding for each of thie blocks At the end of blockb, after decoding all the messages;,
simultaneously. The decoder has decoded all the messagesj € [1 :/gb — 1)] the decoder finds a unique messagé €
by sliding window decoding for each blogke [1 : b]. The [1:2"°%"] such that

(ulj(m_/j—l)aVQj(m‘/j—2)7Y3j71) € 7;(71)

details are as follows. (wyy (1)), va (11 ), 32 (L1, 0y, 1), xay (m [y ),
Codebook generation:  Fix  p(u)p(z1|u1)p(va)p(za|vs)- X (lj-1|m)_y),ys;) € T\, forall j € [1: 0]
for somely, s, ..., 1. If there is none or more than one such

P(Y2|y2, x2, u1).

1) For eachj € [1 : b], randomly and independently i -
generat@"f’ sequences,;(m’), m’ € [1 : 2], each Analysis of the probability of error: Let M}, denote the
according to[ [, pu, (uy (Jj 1; "y messages sent at the source nodejfar [1 : (b — 1)], M”

= 1 ,(g—1)n+2 )"

2) For each uy;(m/), randomly and independentlybe the message sent at the source node docks andL;

denote the indices chosen by the relay at blgck [1 : b].

message, it declares an error.

generate  2"0F’ sequences  xy;(m"|m}), oo

m’ e [1 : 2"R’]  each according to b »

[T pxa o, (@1, G- Dyni U, G-1ynri (M) / Emroy = (J{(U1;(m)), Y5, Xos (151 |m)_y)) & TS},
3) Similarly, randomly and independently gener2ité se- j=1

quencesva;(m)_;), m;_; € [1: 277’ "each according Emrry = { (o1 (M), va -1 (_y),¥3j-1) € 7.,

to H:;l Pv;, (Uz,( ‘—1)n+i)- . . / (n) - .
4) For eachvy; (m;-J,l), randomly and independently gen- je b U{(vay(m)_1) ysy) € T, j e [1: 0]}

erate 2> sequencesky;(l;_1|m} ), l;_1 € [1 :

2nf2] !, € [1:2"7], each according to

[T pxave (@2, (- 1)neti V2, (- 1yneti (M0 21)). R
5) For each xy;(l—1|m} ), -1 € [1 : 277

and uy;(m}), mjmi, € [1 . 2nF) P(E) < P(Emr(0) + P(Efrioy Ny N M)y = 1)

randomly anof independently generate + P(E () N Emry N M_ #1)

n 5 Nom/ “m’( J— )

on ks sequences ¥2;(i1Lj—1,m_y,m}), By the conditional typicality lemma_[10P(&,, (o)) — 0

l; € [1 : 2nR2]) each according toasn — oo if R < I(Up;Y2|X>) for sufficiently largen,

To bound the probability of error in decoding message
m’_;, assume without loss of generality that; , =
M;_, = 1. The probability of error is upper bounded by



Block 1 2 3 R b—1 b
Uy uyy (m7) “12(7”:2) u13<m;g) o Uy p_1 <m;,1> ulbu/n;,)
Vo va1(1) vag(m]) va3(my) vo b—1(my_5) vap(my_ )
X1 X11(m”\7n§)/ X12(7n”\n/1’2) , X13(m”\77§,) , e xl,bfl(m”\m;,l) , xlb(m”@g) ,
Y2 Y2111, 1, m7) y22(12\l1,m1/,mz) y23(13\12ym%,M3) yg,b71(lb71\lbfzymb/,@mb,l) yzb(lb\lbfl,mb/,l,mb)
Xo x91 (1]1) x22 (11 |mf) x23(lg|mb) %3, p—1(lp_almp_g) xop (lp—11m}_1)
~/ ~ 7 ~/ ~/ ~ 11
Y3 0 i m mh_ o L m
TABLE |

SUPERPOSITION NOISY NETWORK CODING FOR THE RELAY CHANNEL

and P(E;,(O) NEL N M;_; =1) — 0 asn — oo. Since channel. The relay nodes use an extension of decode-forward
the codebooks are generated independently for each blek, tb multicast networks. The partial message is decoded &t eac
two events of,,, ;) are independent. Thus by the law of largef the nodeg1 : (k—1)}, and coherently transmitted to node
numbers and joint typicality lemma [1(51(5;,(0) N&n@ayN k. The nodek waits for & — 1 transmissions to decode the

MJ’-,l #1) = 0 asn — oo if partial information. After decoding the partial messade t
R < I(Uy; Y3|Va) + I(Va; Ys) = I(Uy, Va; Ys) remaining message is deCO(_jed us?ng noisy network coding.
andn is sufficiently large. So the messagé can be decoded Due to space limit, we omit details of the encoding and
correctly at the destination provided decoding processes, and the error probability analysis.m
IV. SUPERPOSITIONNOISY NETWORK CODING FOR
R < min{I(Uy;Y2|X2), I(U1, Va;Y3)} MULTIPLE SOURCE MULTICAST NETWORKS

After decoding the messages’, for j € [1 : (b — 1)],
the destination decodes the messagé after b blocks. The
probability of error analysis for messagé” is similar to the
noisy network coding schemel[6], given the partial inforiomat
of the messages:;. It can be shown that when

The superposition noisy network coding scheme can also
be generalized to alv node discrete memoryless multiple
source multicast network(y™ |z"), [6]. In the general setup
each node sends its independent message to a set of destinati
" ) . nodes while acting as relays for messages from other sources

R" <min{I(X1; Y2, Y3| X2, Ur), I(X1, Xo; Y3|U1, V2)— We make a general assumption to make the application of

1(372; Ya|Ur, X1, Xo,Y3)} — 6(€) — 6(€'), superposition noisy network coding easier. The source sode
the probability of error of detecting/” can be made arbi- are restricted not to act as relays. Two-way relay channel an
trarily small. The probability of error analysis is omitteere interference relay channel are two examples where such an
due to limited space. m assumption holds. With this assumption, the channel model
is now similar to single source multicast network with a

1. SUPERPOSITIONNOISY NETWORK CODING FOR replacement of the source node with many independent nodes.
MULTICAST NETWORKS The partial information is transmitted the same way decode-

We now describe the superposition noisy network codirfgrward is extended for the single source multicast network
scheme for single-source discrete memoryless networks with Section[Ill. The relay decodes the message from all the
multicast (DMN-MC) p(ys, ..., yn|2™), where terminal 1 is sources using am:-user multiple access channél [4]. After
the source node. We assume that there is no feedbackdézoding the partial information from the source nodes, the
terminal 1. Source terminal 1 splits the message in two partday uses binning to transmit the decoded information.[13]
m/ and m” and transmits using superposition forwardingzurther relays and destination nodes decode the messadye in t
The messagen’ is transmitted in the same fashion decodesame multiple access fashion. The relays that have decoded
forward is extended to multicast relay networksI[11],1[12khe messages act as source nodes and coherently transmit the
The scheme is modified to make the input distributions gartial information. The remaining message is superimghose
each node independent of each other. After decoding thed decoded using noisy network coding. The following
partial informationn’, the message” is decoded using noisy theorem provides an achievable rate for this network, using
network codingl([6] given the partial information. superposition noisy network coding.

Theorem 2: For a discrete memoryless multicast network Theorem 3. For anV node discrete memoryless multiple

p(ya, ..., yn|zY), the rateR’ + R” is achievable, where source mlﬁl.t'caitl netvyork with source ners, the folllowljr!g
R < min I(VE~L i | Xy, V) rate is achievable using superposition noisy network apdin
k ’ ok R(S) < min I(V(S); Y| X3, V(S)) (8)
R < i (T(X(S) V(87 YiX (89, V) - R(S) < min(I(X(S);V(5°), Yw|X (8, i)
IV (S Y (S)IXN, V(8. Ve, VI¥y)) — I(Y(S); Y(S)IX7,Y(89), Yv, VY1) (9)

and k¥ € D the set of destination nodes. Thevhere the random variables are jointly distributed accaydo
minimum is over all possible cut-sets for nodgé. H:"le(vk)p(:ckm)Hff:koﬂp(vk)p(:ck|vk)p(gjk|yk,:ck,ul),
The random variables satisfy a joint pmf of the formand the maximum is over all possible cut-séts
p(v1)p(@1 [v1) T p(0)p (e on)p(klye, 7a, ). Sketch of Proof:

Sketch of Proof: The encoding and decoding process i€odebook generation: Fix
similar to superposition noisy network coding for singléaye H’,j":l p(vk)p(xk|vk) H]kvzkoJrlp(vk)p(xk|vk)p(yk|yk7 Tg,up ).
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1) For eachj € [1 : b] andk € [1 : ko], randomly and “ : ‘ ‘ ‘ ‘
independently generagé*» sequencesy, ; (m},), mj, € ul oo
[1:2"%], each according @7, v, (Vi (j—1yn+i)-

2) For eachvy j(m}), j € [1:b] andk € [1 : ko], ran-
domly and conditionally independently generat&?x
sequences, ;(m}|m},), such thatm! € [1 : 2"0Fx],
m}, € [1 : 2"°Fk]. The sequences are generated ind
pendently according to the distribution
[T pxvi (Tn, G- 1yneril Ok, G- 1ynti (M3,))

3) For all nodesk € [ky + 1 : N] randomly and inde-
pendently generate i codewordwk_,j(n(m/lk”)). The 31 0z 03 o4 o5 o5 07 08  os
rate R, is chosen such that

R > max [ (Vi; Y| Vo)
The maximum is oveD the set of all destination nodes.
#(m,*) is the bin index of the messages™.
4) For each vkyj(n(mllk‘))) and k € [ko + 1 : NJ, satisfied[[4]. Afterb blocks, the decodet € D finds a unique

Rate (bits/s)

Fig. 2. Achievable rates for an AWGN single relay channel

randomly and independently generat&* sequences index tuple(rif,, ...,y ,), wheremy, € [1 : 2"*%«], such
Xk j (I j_1]k(m}")), such thatmj e [1 : 2"Fi], that there exist som&y;, ..., In;), x; € [1 : 2"F+], and
lkj_1 € [1 : 2"Bx], each according to the probabilitys € [1 : b], satisfying ,
distribution /k (Vi (M), Vi, (M), Vo114 (K(m™)), ...,
n 0 ’
5) b g Ve e D O e V) xag (). el ),
X (L g1 K (M) vy ((mi)), .. aVN;(”(m;ko)), X(ho+1).5 (ko +1) -1 R(MI™)), x5 (U g1 [s(my™),

such thatm} € [1 : 2"PR%], m) € [1: 27F%), ;€
[1: 2”Rk], randomly and conditionally independently
generateQ”RAk sequencesy; (Li;|my, i j—1, n(m;’“‘))),
ly; € [1:2"Ex], each according to

~ 'k
Y (ko+1),5 (Ukot1),5 ko 41,51, (M1 ™)), . ..

95 (Il g1 (), yovs) € T
for all j € [1 : b], given that the messages,™ have been
decoded correctly. The probability of error goes to d.as oo

n ~ " /
izt Pyi xi v G Gonyme 20, - mei (m k), if ) is satisfied. The detailed analysis is similar to thaf@]
Ok, (= 1yni (K(m1™))). and is omitted here. -
This defines the codebook V. NUMERICAL RESULTS
Ci = {vig(mp), xu;(milmy), k € [1: ko), :

In this section, we apply the superposition noisy network
R ' coding scheme to additive white Gaussian noise (AWGN)
Vi (glmiyg, bej—1, 5(my ™)),k € [ko +1: N|  three-node relay channel and the two-way relay channel.

Vi (R(my)), Xk 5 (I g | (m)),

cml €[l 2"R§c],m§€’ efl: 2an’k’]7 Wg compare the achievable rates to the existing schemes of
it noisy network coding, compress-forward and the cut-seeupp
gyl €127} bound.
for j e [1:0]. Consider a Gaussian relay channel model [11]
Encoding: Let (m},...,m; ,m{,...,my ) be the messages Y = aXit+ 2 (10)
to be sent. Each relay nodec [k, + 1 : N], upon receiving Y3 = X1+bXo+4 2o (11)

y; at the end of blocki € [1 : b, decode the messagﬁs’lko where the noise terms/; and Z; are uncorrelated zero
as shown in the decoding step. After findin{jl’“o, the node Mean Qausman random variables with var_lanNQsand N
finds an index,; such that respectively, andz andb are the channel gain constants. The
J n
"ko power constraints at the transmitters ar& ", 3;(k) <
k ), P, VkeM,andi " 2 <P, VybeR"
vij(k(m))) € 7?”), All the terminals are aligned in a line. The source and
wherelyy = 1, k € [ko + 1 : N]|, by convention. If there is destination are at unit distance. The relay is at distafce
more than one such index, choose one of them at randomfrfm the source and distance— d from the destination.
there is no such index, choose an arbitrary index at randawe assumea = 1/d and b = 1/(1 — d). Fig. [2 plots
from [1 : 2"B«]. Then each nodé € [k + 1 : N] transmits the rates achieved by superposition noisy network coding fo
the codewordcm(lk,j_l|n(m’1’“’)) in block j € [1 : b]. P1 = P2 =15. They are compared to those achieved by noisy
network coding, compress-forward and the cut-set bound.
Decoding: Let e > ¢'. After each block, the decodef€ D Noisy network coding achieves the same rate as compress-
decodes the messages™ . The messages are decoded &s a forward scheme for a single relay channel.
user multiple access lchannel. The probability of error of de It is observed that the superposition noisy network coding
coding the messagesl’“’ can be arbitrarily small if thé {8) is scheme has an advantage over the noisy network coding

(Frs (Ui M T jm1, 5(mA™)), g X g (I j—1 |5
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Fig. 3. Achievable rates for an AWGN two-way relay channel

nodes areP; = P, = P; = 10. It is observed that superpo-
sition noisy network coding provides higher rates than both
compress-forward and noisy network coding. Noisy network
coding is a special case of superposition noisy networkngpdi
scheme. The superposition scheme performs better when the
relay is close to either of the sources and decoding partial
information is advantageous to the sum rate.

VI. CONCLUSIONS

The noisy network coding for discrete memoryless channel
is improved by superimposing partial decode and forward of
the messages. The encoding and decoding strategies are first
derived for the superposition noisy network coding in adhre
node relay channel. The rates achieved by superpositia@y noi
network coding is higher than the rates achieved by noisy
network coding, when the channel from the source to the
relay nodes are strong. We then derive the superpositi®ynoi

scheme when the relay is close to the source. This advanta§&vork coding scheme for both single-source and multiple-

arises due to a strong source-relay link.

A. Two-Way Relay Channel

source multicast networks. We specialized the result toca tw

way relay channel. For Gaussian three-node and two-way rela
channels, it is numerically observed that the superpasitio
noisy network coding scheme provides higher rates tharynois

The two-way relay channel was first introduced by Shannggtwork coding or compress-forward.
[14]. The two-way relay channel is a fundamental building

block for multi-user information theory. Rankov et al. [15]
derived the achievable rates for the two-way relay channgi)
using the schemes decode-forward and compress-forward.
The rates achieved by superposition noisy network coding i I
derived for the two way relay channel and compared to the
existing rates.
Consider the AWGN two-way relay channgl [15] 3]

Y1 = gaXo + 931 X5 + 21,

Yo = g12X1 + g32 X5 + 2o,

Y3 = g13X1 + g23Xo + Zs,
where the channel gains aggs = go1 = 1, g13 = g31 =
d=7/? and go3 = g32 = (1 —d)~7/?, andd € [0,1] is the
location of the relay node between nodes 1 and 2 (which ar
unit distance apart). Source nodesnd 2 wish to exchange
messages reliably with the help of relay naieSpecializing
the Theorenl]3 to the two-way relay channel gives the inndfl
bound that consists of all rate paif®;, R2) such that

(4]
(5]
(6]

(12)

R} < min{l(Uy; Y2|Us, V5, X3), 9]
I(Uy, V35 Ya|Us, X2)}
R, < min{I(Us;Y1|Uy, Vs, X3), (10]
I(Uz, V3; Y1|U1, X1)}
Ry + Ry < I(Uy,Uy; Y3|V3, X3) 1y
R} < min{I(X1;Ys,Y3|X2, X3,U1,Ua), (2]
I(X1, X3;Y2| X0, Uy, V3) —
I(Y3;Y3]X1, X2, X3,Y2, U1, Uz)} [23]
Ry < min{I(Xy; Y1, Y| X1, X3, Uy, Us),

I(X2, X3; Y1|X1,Us, V3) — [14]

I(Y3;Y3| X1, Xo, X3,Y1,Up, Us)}
for somep(q)p(u1)p(uz)p(vs)p(21|u1, ¢)p(@2luz, q)p(xs|vs, q)
p(U3lys, 3, q).
Fig.[3 compares the achievable rates of the schemes derived
as a function of relay distance. The power constraints at the

[15]
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