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Abstract—It was shown recently that the 2-user interference as a straight forward extension of the 2-user case. We show
channel with a cognitive relay (IC-CR) has full degrees of feedom  that while the sum-rate of the 2-user Gaussian IC-CR scales
(DoF) almost surely, that is,2 DoF. The purpose of this work is as2log(P) as the transmit poweP — oo, the K > 2 user

to check whether the DoF of the K-user IC-CR, consisting of
K user pairs and a cognitive relay, follow as a straight forwad ~ CaS€ Scales a&" log(P). In other words, the 2-user case does

extension of the2-user case. As it turns out, this is not the case. Not follow the same law as th&" > 2 user case. This DoF
The K-user IC-CR is shown to have2K /3 DoF if K > 2 for the is shown to be achievable using interference alignment as in
when the channel is time varying, achievable using interfence g K-user2 x 1 MISO IC [9]. Thus we give a characterization
alignment. Thus, while the basick-user IC with time varying 4t the DoF of theK-user Gaussian IC-CR with time varying
channel coefficients had /2 DoF per user for all K, the K-user L
IC-CR with varying channels has 1 DoF per user ifK = 2 and channel coefﬁ(_:lents. It turns out that the per user DoF of the
2/3 DOF per user if K > 2. Furthermore, the DoF region of /{-user Gaussian IC-CR drop from 12¢3 as we go from the
the 3-user IC-CR with constant channels is characterized using K = 2 to K > 2. This is in contrast to thé(-user IC, where
interference neutralization, and a new upper bound on the sm-  the per-user DoF ig/2 for all K > 2. We also consider the
capacity of the 2-user IC-CR is given. constant channel case, for which we obtain the DoF region of
the 3-user Gaussian IC-CR.
As aresult, in contrast to [4], where it was shown that causal
One of the approaches for approximating the capacity fflays can not increase the DoF of the wireless network, a
interference networks is finding the multiplexing gain. Theognitive relay can increase the DoF of theuser IC from
multiplexing gain, also known as the capacity pre-log ok/2 to 2K/3 with K > 2. Moreover, the results of this
degrees of freedom (DoF), characterizes the capacity of thgper give an example where cognition/relaying can help in
network at an asymptotically high signal-to-noise rati@- R increasing the DoF of a wireless network.
cently, there has been an increasing interest in charaittgri  The rest of the paper is organized as follows. In sedfibn I,
the DoF of interference networks, e.g, theuser IC [1] and we give the general model of tHé-user IC-CR. In sectiofll,
the X Channel[[2],[[B]. we consider the time varying IC-CR and characterize its DoF,
Besides the IC and the X channel, relaying setups hagad in sectiof IV we consider the IC-CR with constant channel
also been studied from DoF point of view. For instance, [4Joefficients, where we give a new sum-rate upper bound for
studies the impact of relays on wireless networks and showig 2-user case and characterize the DoF region of the 3-user
that causal relays do not increase the DoF of the netwodase. Finally, we conclude in sectibn V.
Non-causal relays, on the other hand, can increase the DoF.
In [5], achievable rate regions and upper bounds for the 2- II. SYSTEM MODEL

user IC with a cognitive relay (IC-CR) were given, and it was The K-user Gaussian interference channel with a cognitive
shown the interference channel with a cognitive relay hls ft,le|ay (IC-CR) is shown in Figurlg 1. It consists &f transmit-
DoF, i.e., 2 DoF. The cognitive IC has also been studied {aceive pairs and a cognitive relay, each with one antenna.
[6]-[8] where capacity results for some cases were given, {1 < {1,...,K}, sourcek has a messagey, € M; 2
addition to new upper and lower bounds. _ {1,...,2"7} to be sent to destinatioh overn channel uses.
The question we try to answer in this paper is: How i$he messages,, are independent, uniformely distributed over
the behavior of the DoF of the IC-CR with users? A the messages sets, and are made available non-causally at th

straight forward extension of the results of [S5] suggest thgs|ay. At each time instantt), the output of the channel can
the K-user IC-CR hask’ DoF. The goal of this paper is pe represented as follows

the characterization of the DoF for generddl Namely, we

consider the effect of a cognitive relay on the DoF of fkie ) K ) ) ) ) )

user IC. We study thé-user Gaussian IC-CR, and obtain the  Y+(1) = Zhjk(l)xj(l) + hek (1) X0 (0) + 23 (3),

DoF of this channel under time varying channel coefficients =t

assumption. where X, X}, € R, k = 1,..., K, are the channel inputs
It turns out that the case with > 2 users does not follow and Y, € R is the channel outputZ, is an independent

I. INTRODUCTION
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My 23 "T“ (Re1}— M, A. A Sum-capacity Upper Bound for the 2-User Gaussian IC-
hik Zy CR
hay . The 2-User Gaussian IC-CR with constant channel coeffi-
M;—{x 2] Z Rx 2j— My cients was considered inl[5], where achievable rate regions
. 2K 7 . . .
- 2 upper bounds, and the DoF region were given. The same DoF

his upper bound as in_[5] holds for the time varying case. That is

Af}(—» hik -’@—»]\YK
/ di+dy <2 @
"2 B. DoF Upper Bound for the<-User Gaussian IC-CR with

h
<MI,...,MK>HZ i K >3:

Fig. 1. The K-user Gaussian interference channel with a itegrrelay We first consider the cas& = 3. The DoF upper bound
(CR) system model. (@) yields

di +dy + d3 < 3, 3

and identically distributed (i.i.d.) noise with zero meamda when extended to thg-user case. However, as we show next,
unit varianceZ ~ N(0,1), andh (i) and h, (i) represent this straight forward extension is not tight since the Dofhef
time varying channel gains from sourgeand the relay to 3-user IC-CR is upper bounded by 2. In the following lemma,
destinationk, respectively. The channels are assumed to ¥ give a DoF upper bound for the 3-user IC-CR.

known apriori at all nodes, and are i.i.d. and drawn from Bemma 1. The DoF of the 3-user IC-CR is upper bounded
continuous distribution. The IC-CR with constant channels '

defiqed in the‘ same way as abovg, with thg gxception that dy + dy + ds < 2.
hjk(ll) = hljk(lg) and hrk(ll) = hrk(lg) for all i1,19 € N. ]
The inputs satisfy the following power constraint Proof: See AppendiX’A. ]

EIX2 <P Viell ® 1 The 3-user Gaussian IC-CR DoF upper bound can be used
[Xjl<P Vjefl,... Kr} (1) to obtain the DoF upper bound for thé-user Gaussian IC-CR
The transmitters and the relay use encoding functions to majgh K > 3 stated in the following theorem.

the messages to codewords; = (Xy(1),..., Xk(n)) and poqrem 5 The DoF of thek-user IC-CR,K > 3, is upper

X =(X,(1)...,X,(n)), respectively. The receivers want % ounded as follows

decode their desired messages from their received sigfjals 2K

which induces an error probability. A rate tugdlB;, ..., Rx) ds < 3 (4)

is said to be achievable if the error probability can be made

o . . Proof: Using Lemmd 1L, we havel; + d; + d; < 2, for
arbitrarily small by increasing the code lengthThe closure ¢ 1L g o+ Gk o+ 01 =

all distinct j, k,1 € {1,..., K}. Adding all such inequalities,

(r);‘gtir;icset of all achievable rate tuples defines the capagiy, obtain(Kgl)dz < 2(15) and the result follows. -
An achievable sum-rate is defined Bs, = Zszl Ry, with  C. Achievability of the{-User IC-CR DoF
(R, ..., Rx) € C and the sum-capacitf/s, is the maximum  Consider the following achievable scheme inF&user
sum-rate. The sum DoF is defined as Gaussian IC-CR. At time instant the messageny, k €
K . Cs(P) {1,...,K}, is mapped to a vectot, (i) = [z\(i), =I/(i)]7,
dgs =) d; = Plgﬂoo Tlog(P)’ the first component of which is sent from Tx 1 and the second
. . k=1 . . 2 component is sent from the relay. The overall relay signal is
The DoF regiorD is defined as in[[1]. 2, (i) = YK 2P(i) and the received signals at receiver
IIl. THE IC-CRWITH TIME VARYING CHANNEL can be written as:
COEFFICIENTS _ K . _ _
In this section, we study the DoF of thé-user IC-CR. We yi (i) = Y i (D)% (i) + 2 (i), )
state the main result in the following theorem, and desdtibe ) =1 ) T
in more details afterwards. by (i) = [y (2), By ()] (6)

Theorem 1. The DoF of thek -user IC-CR with time varying 1 herefore, we can model the IC-CR with this scheme &s-a
channel coefficients is given by user2 x 1 MISO IC with time varying channel coefficients.

; Since the relay sends the sumigfsignals, we guarantee that
ds = { 2%{ !f K=2 the power constraint at each node of the IC-CR is satisfied by
5 FK>2 defining the power constraint of the resulting MISO channel
The proof of this theorem is given in the following subsedto be P/K at each node. Notice that this power scaling does
tions. We consider the 2-user case first, and then/heser not reduce the achievable DoF.
case, and derive upper bounds on the DoF. Then we providét was shown in[[9] that using interference alignment in a

the achievability of these upper bounds. K-user2 x 1 MISO interference channel with time varying



channel coefficients, 2 DoF are achievablésif= 2, and% Now for the general SIMO IC, the construction gf given

DoF are achievable ik > 2. It is important to note that by in [9] also satisfies[{9) since their designidgf is independent

the reciprocity of interference alignmeht [10], the samd-® of the direct channel&l; which are generated randomly and

achievable in the SIMO IC (with the same physical channelshdependently of all other channels. In our case, we should
Here, we use the same scheme as in [9] for our setup, i#amine this more carefully, since we have some dependency

we make use of reciprocity. We consider the recipracal in the channels given by

2 K-user SIMO IC with the physical channels given by the

2 x 1 MISO IC interpretation of the IC-CR given ii](5). In Hyr(2m,m) = Hg;j(2m,m), m =1,2,...

this SIMO IC, the channel from transmittg¢rto receiverk is W

hy; (i). Notice here the special structure of the SIMO channg]

vectors: the second componentlof; (:) is the same ahy; (¢)

here Hy;(a,b) is the component in the a-th row and b-
column of Hy;. The design ofV, is not completely
independent offy; in our case. However, let us writdyy

(seel®)) . , as follows
Now, as in [9], we consider,, symbol extensions of the
channel. This makes thiex 2 SIMO IC and extended,, x 2, Hy, = ﬁkk + ﬁkk (11)
SIMO IC, where the channel matrix from Txto Rx k is
21, X pn, and has a block diagonal structure where
hi; (1) Oz ... k(1) 0
. 0 0 .
Hy: = 021 hy; 2 ... ’ 7) R
’ : : - Hyy, = 8 hk%(2) R I (12)

where 0247 is the all-zero vector of length 2. Notice that

hy;(i2) andhy;(i2) are independent. Usgre T; = {1,2,3

sends a data vectow; = [x7 (1), x](2),...]7 of lengtil Then, the construction ofi}, is clearly independent of
%un using a pre-coding matri¥; with dimensionu,, x %Nn- Hy, whose components are independent of all other chan-
Userj € T = {4,..., K} sends a data vectar; of length nel matrices. Moreover,Hy; has full rank. Therefore,

(2 — €n) pn using a pre-coding matri¥/; with dimension rankUyHyiVi) = d almost surely and hence conditidd (9)
fin % (2 — €,)n, wheree, — 0 asn — oo. Thus, Txj is satisfied. This achieves(3) u, + (K — 3) (5 — €n) pin
sends DoF almost surely which approaché§ asn — oo. As a
consequence (due to reciprocity), by us¥igandU; as post-

Xj=Vjw;. (8) coding and pre-coding matrices at Rand Txj in the original
As in [9], we choosd/; = Vs = Vs andV, = Vs = --- = V. MISO IC, respectively, we achieveX'/3 DoF. Thus the DoF
The main idea is of alignment is to find pre-coding matricégPper bounds[{2) andl(4) are achievable using interference
Vi and post-coding matricds;, such that alignment.
rank Uy, Hyx, Vi) = dg (9) IV. THEIC-CRWITH CONSTANT CHANNEL COEFFICIENTS
UrHy;V; =0 Yk # j, (10) In this section, we focus on the IC-CR with constant channel

wheredy, = 2, for k € Ti anddy = (2 — ;). for k € T. coefficients. We give a new sum-rate upper bound for the 2-

Here, d;, denotes the dimension of the subspace spanned 48" IC-CR. The DoF upper bounds in secfioh Il are general
the desired signal at Rk Denote byd;, the dimension of the and_ still hold in this case. However, what differs is that
subspace spanned by all the interfering signals arrivingxat achievable scheme. In what follows, we give an upper l:_)ound
k. Since uselk needs to achievé;, DoF, then the remaining ©N the s_um-rate of the 2-user case, and we characterize the
dimensions of the overalt,-dimenstional receive space toPOF region of the 3-user case.

be occupied by interference should halie= 44, for k € 71
andd = (%+€n)ﬂn for k € 7. For example, at Rx 1 anil,
we need to make sure that the following holds, respectivel

A. The 2-User Gaussian IC-CR with constant channel coeffi-
>pients

Theorem 3. The sum-rate of the 2-user Gaussian IC-CR with

4
spari[Hi2Va, Hi3Vs, ..., HixkVk]) = 3hin constant channel coefficients is upper bounded by

4
span{[HKlvl, HgoVo, ..., HK(K—l)VKfl]) = (g + En),LLn. Ri+ Ry < r}xl&)o( {I(XlaX27Xr; YVI) + I(XQa X YV2|Y'15X1)}

This is guaranteed by using the same constructiol,0&s in  \yhere (X, X5, X,) are jointly Gaussian with covariance
[9], whereV}, is given as a function of allfy;, j # k. BY matrix

choosingU;, to be the null space of the subspace spanned by

the interference, we satisfly (10). A 13 1 PE) P1v11';1]1:r
= 2 P2 2147 )

1u, is chosen so that all the relevant quantities are integer. pivVPiP.  pavV/ PP, P,



and P; < P Vj € {1,2,r}. This bounds gives the followingand

DoF upper bound hi1 , he1 ho2 , hea hgs |, hus
1 if hithra — highy1 =0 hia * hya” hot " hei’ hsr T ke’
di +do = or haahr1 — hathee =0 (13)  thend, + dy + ds = 3.

2 otherwise

The statement of this theorem is obtained by giving Proof: See AppendikB. u
_(YI", ml)_ as side information to receiver 2 and using clqssical V. CONCLUSION
information theoretic approaches. In [5, Theorem 4], it was _ o )
shown thatd; + d» satisfies[(I3), and that this upper bound is We studied thei(-user Gaussian interference channel with
indeed achievable using interference neutralization.[The & cognitive relay. For the 2-user case, we have obtained a
sum-rate upper bound in Theordih 3 combines the two D&EW upper bound on the sum-capacity. In the gen&ralser
cases in one expression. We notice a collapse of the DoFC@S€ With time varying channel coefficients, we charaatelriz
1 under the special conditions iR {13). With random channffle DOF. We have shown that while fat = 2, the setup
realizations, the condition under whidh+ds — 1 constitutes NaS 2 DOF, fork’ > 2 users the DoF are upper bounded by
a set of measure zero. Thus the 2-user IC-CR with constadt/3- Moreover2K /3 DoF are achievable using interference

channel coefficients has 2 DoF almost surely achievableggusfignment when the channels are time varying. We notice that
interference neutralization. the DoF per user is more compared to that in fauser IC,

) ) where we haved /2 DoF per user. Thus, a cognitive relay can
B. The 3-User Gaussian IC-CR with constant channel coeffizrease the DoF of the IC. We notice also a decrease in the

cients per-user DoF for thé{-user case from 1 to 2/3 as we go from
The sum DoF upper bound in Lemrh 1 still holds in thi& = 2 to K > 2. We also considered the case with constant
case. Thus channel coefficients, where we gave the DoF region for the
di +ds +ds <2. 3-user case and showed that it is achievable using intedere

In the following theorem, we give the DoF region of the S_USEpreutrallzatlon.

IC-CR with constant channel coefficients. APPENDIX A
Theorem 4. The DoF regiorD of the 3-user Gaussian IC-CR PROOF OFLEMMA I
is given by Let us give (Y*,m;) and (Y*,m1,ma, Z") as side in-

B Cdp <1,Vk€{1,2,3} formation to receivers 2 and 3 respectively, whefé =
D—ﬁ%@ﬂ@-m+@+@gz }- 4 (2(1),..., Z(n)) and

Proof: We know thatd; + ds + ds < 2. Together with
the following trivial bounds

dp < 1,Vk € {1,2,3},

2(i) = Za(i) -

N hai(Dheai
rm»hﬂn_ﬂ%ﬁﬁ

r1(8) ) hgg(i) — RerDhra()

- <Z3(i) - Zl(i)z
0)

it follows that the DoF region is outer bounded By Since
the corner points of this region, i.e. the poi(ts0, 0),(0,1,0), _ o )
and(0,0,1), (1,1,0), (1,0,1), and(0, 1, 1) are all achievable, This random variablé is used to allow constructing;* from

the former three corners by keeping two users silent, afd’» Y1", X1', andX3' as we shall see next. Then, using Fano’s
the latter three corners by keeping one user silent and usiRgauality, withe,, — 0 asn — oo, we write

interference neutralization as in the 2-user IC-CR, theleho (R + Ry + Rs — 3nen)

region is achievable by time sharing, and the statementeof t . " on
theorem follows. n < I(ma;YY") + I(me; Y5, Y7, my)

Remark 1. Interference neutralization can also be used as +I(m3;};3 Y ’ml’W:f’Z ) o (15)
a DoF achieving scheme for the time varying 2 and 3 user = Z(m1;Y7") 4+ I(ma; Y1"[ma) + I(ma; Y5' V)", ma)
Gaussian IC-CR. + I(ms; Y* |m1, me) + I(ms; Z™|Y{", m1, m2)

In some special cases, the 3-user Gaussian IC-CR has 3 + I(ms;Y3'|Y]",my,ma, Z™) (16)
DoF. However, these special cases occur under conditiats th < I(my, mg, ms; Y7?) + I(mo; Yo' my, YTV)
do not hold almost surely, i.e. constitute a set of measure 0.

This is given in the following corollary. + 1(ma; Z7Y1, ma, ma)

. . e + I(m37 }/371|Y1n7 m17m27 Zn) (17)
Corollary 1. If the 3-user Gaussian IC-CR satisfies the <7 Yy 4 By yn
following conditions, < I(ma,ma, ma; ¥1') + h(Y; |m}’ )
hss  hya  hos  hys  hiz hos — h(Y3'|my, ma, Y1) + I(m3; Z"[Y]",my1, mo)

hsi  hei' har By hia hea + h(YS Y ma, ma, Z7) — h(Z5|Z™). (18)



where we have used the chain rule and the independence pf follows since conditioning reduces entropy.
m1, me andmsg. Consider now the first term if_(IL8). This is As a result, if we consider the third and the fifth term in

bounded by (18) together, and usé (26), we get
I(my,me,ms; Y7") <n (% log(P) + 0(1og(P))) . (19 PV s ma, 27) = (Y |ma, me, 1) < (o(log(é%))).
Moreover, Finally, the fourth term in[{(18) satisfies
I(mg; ZM|Y{",m1,ma) < n (o(log(P))). (28)

O, V) = (25127 < n (3 lou(P) + oftoe(P)) _ _
Thus, by plugging[(119)[{20)_(27), arld {28) in]18), andimeft
(2 n — oo, we obtainR; + Ry + R3 < log(P)+o(log(P)) and as
except if Y* is a degraded version of* given m;, @ result, the degrees of freedom of the 3-user IC-CR is upper
which is not the case almost surely due to the randoounded byd; + do 4 ds < 2.

ness of the channels. Consider then the fifth termlid (18), APPENDIX B
h(Y3"Y{", m1, ma, Z™). This can be bounded as follows PROOF OFTHEOREM]
h(}/gn|yln7m1’m272n) (2) h(}/gn|yln,m1,m2,X?,X§,Z~n) If haoh,1 = hyoh31, then the upper bound in Append]ﬂ A
®) given byd; +ds +ds < 2 does not hold sincg = 0. It can be
< h(}73n|ffln, ma, ma, Zn) similarly shown that, by giving similar side information &
© L - Appendix[A to receivers 1 and 3, and 1 and 2, the conditions
=h (}/3n|Y1n7m15 ma, Zn) hoshy1 = hy3hot, and hishyo = h,3h12, are required so that
where the DoF does not collapse to 2. Now, as long as
(a) follows since X and X5 can be constructed fromn, hu E7 has @, hss @,
andms, hiz * hp2” hor " her’ hzr T R

(b) follows by using the knowledge of* and X7 to cancel the relay can cancel the interfere_nce at all receivers samul
their contribution fromYz* and Y;", where we defined neously, and thus 3 DoF are achievable.
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