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Abstract—Recent work by Polyanskiy et al. and Chen et al. ~ Polyanskiy et al. provided bounds for the maximum rate that
has excited new interest in using feedback to approach capég  can be accomplished with feedback for a finite block length
with low latency. Polyanskiy showed that feedback identifing [11] and also demonstrated the energy-efficiency gains made

the first symbol at which decoding is successful allows capitg . — .
to be approached with surprisingly low latency. This paper ses possible by feedback [14]. In the variable-length feedback

Chen’s rate-compatible sphere-packing (RCSP) analysis tstudy ~ With termination (VLFT) scheme/ [11] uses an elegant, singl
what happens when symbols must be transmitted in packets, as “stop feedback” symbol (that can occur after any transuhitte
with a.traditional hybrid ARQ system, ar]d limited to relativ ely symbol) that facilitates the application of Martingale ahe

few (six or fewer) incremental transmissions. to capture the essence of how feedback can allow a variable-

Numerical optimizations find the series of progressively gow- lenath code t h v, A li le f
ing cumulative block lengths that enable RCSP to approach '€Ngth COCE 10 approach capacily. A compelling exampie from

capacity with the minimum possible latency. RCSP analysiswws [11] shows that for a binary symmetric channel with capacity
that five incremental transmissions are sufficient to achiew 92% 1/2, the average block length required to achieve 90% of the
of capacity with an average block length of fewer than 101 capacity is smaller than 200 symbols.

symbols on the AWGN channel with SNR of 2.0 dB. For practical systems such as hybrid ARQ, the “stop feed-

The RCSP analysis provides a decoding error trajectory that back” bol IV be feasible at tai bol ti
specifies the decoding error rate for each cumulative block ack™ symbol may only be feasible at certain symbol imes

length. Though RCSP is an idealization, an example tail-bing Pecause these systems group symbols together for tramemiss
convolutional code matches the RCSP decoding error trajecty  in packets, so that the entire packet is either transmitted o
'cllgg :C:]igggsoglt‘;f)e?; V\(/?g?\lagikt]);nv;lgr Va?hégﬁg%ef ;gﬂ;'e\/f&gtglg not. In [12], [13], Chen et al. used a code-independent rate-
show.)llwow RCSP analysis can be used in cases where packets havgimpatlgle S]Ethere%‘-?actlj(lljng k(RCtShP) an?lystls fto ql:]antlfy thz
deadlines associated with them (leading to an outage probaiyy). '2€NCY DENEIILS of feedback in the context of such groupe
transmissions. Chen et al. focused on the AWGN channel and
also showed that capacity can be approached with surplgising
. INTRODUCTION small block lengths, similar to the results 6f [11].

Though Shannon showed in 1956 [1] that noiseless feed-Using the RCSP approach of Chen et al. as its foundation,
back does not increase the capacity of memoryless chann#i paper introduces an optimization technique and uses it
feedback’s other benefits have made it a staple in modern camplore how closely one may approach capacity with only a
munication systems. Feedback can simplify the encoding anandful of incremental transmissions. For a fixed number of
decoding operations and has been incorporated into incremimformation bitsk and a fixed number of maximum transmis-
tal redundancy (IR) schemes proposed as early as 1974 Ebnsm before giving up to try again from scratch, a numerical
Hagenauer’s work on rate-compatible punctured convatadio optimization determines the block lengths of each incraaien
(RCPC) codes allows the same encoder to be used in varitnasmsmission to maximize the expected throughput. We con-
channel conditions and uses feedback to determine whensider only m<6 and show that this is sufficient to achieve
send additional coded bit§1[3]. The combination of IR anchore than 90% of capacity while requiring surprisingly simal
hybrid ARQ (HARQ) continues to receive attention in thélock lengths similar to those achieved by Polyanskiy et al.
literature [4]-[6] and industry standards such as 3GPP.  and Chen et al.

Although it cannot increase capacity in point-to-pointcha While RCSP is an idealized scheme, it provides meaningful
nels, the information-theoretic benefit of feedback forued guidance for the selection of block lengths and the sequehce
ing latency through a significant improvement in the errdarget decoding error rates, which we call the decodingrerro
exponent has been well understood for some time. (See, fi@jectory. A 1024-state rate-compatible punctured hidihg
example, [[F]+[10].) Recent work [11]-[13] casts the latencconvolutional code using the block lengths determined hy ou
benefit of feedback in terms of block length rather than err®@CSP optimization technique achieves the RCSP decoding
exponent, generating new interest in the practical value efror trajectory and essentially matches the throughpdt an
feedback for approaching capacity with a short averagekbloatency performance of RCSP fon=>5 transmissions. Our
length. results, like those of Polyanskiy et al. and Chen et al.,rassu
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that the receiver is able to recognize when it has succéssfUMIRF works as followsk information symbols are coded with

decoded. The additional overhead of, for example, a cychm initial block lengthV; = I;. If the receiver cannot success-

redundancy check (CRC) has not been included in the analy$idly decode, the transmitter will receive a NACK and send

Longer block lengths would be required to overcome this extra symbols. The decoder attempts to decode again using

overhead penalty. all received symbols for the current codeword, i.e., withchl
The paper is organized as follows: Sectibh Il reviewlength N, = I; + I,. The process continues for= 3, ..., m.

the RCSP analysis. Sectién]lll describes the RCSP numéFhe decoded block length; is I; + Io + -+ + I; and the

cal optimization used to determine transmission lengttts aocode rate isk; = k/Nj;. If decoding is not successful after

shows the throughput vs. latency performance achieved lknansmissions, the decoder discards theransmissions and

using these transmission lengths for up to six rate-corbleati the process begins again with the transmitter resending;the

transmissions. This performance is compared with a versimitial symbols. This scheme witm=1 is standard ARQ.

of VLFT scheme proposed by Polyanskiy et al. Secfioh IV The squared decoding radius of thigh cumulative trans-

introduces the decoding error trajectory and shows how RC8ission is

performance can be matched by a real convolutional code us- 7’]2» = N;(14n) 272/N;, 4)

ing the transmission lengths identified in the previousisact

S(gctlon[}’ shows how tge RCSP analysis czn be applied %d the marginal probability of decoding erB(;) associ-

scenarios that involve strict latency and outage proliglblll ated with decoding radius; is

constraints. Section VI concludes the paper.

) = 2> 2
II. RATE-COMPATIBLE SPHERE-PACKING (RCSP) Pies) P(;Zf ~ rﬂ)’ ®)

A. Review of Sphere-Packing where thez, are standard normal distributed random variables
To review the sphere-packing analysis presented_in [12}ith zero mean and unit variance.

[15] for a memoryless AWGN channel, consider a codebook However, this marginal probability is not what is needed.
of size 2" that mapsk = NR. information symbols into a The probability of a decoding error in thgh transmission
length-N codeword with ratez.. The channel input and outputdepends on previous error events. Indeed, conditioning on
can be written as: previous decoding erroréi, ..., {;—1 makes the error event

Y=X(j)+2Zjel,2,...,2" 1) G more likely thfa_n the marginal _distribution would suggest.
The joint probabilityP(¢1, . .., ;) is

) 3

whereY is the output (received word) (5) is the codeword
of the jth message, and Z is a¥-dimensional i.i.d. Gaussian P ) <ﬂ C)
vector. Let the received SNR be and assume without loss b bd ¢
of generality that each noise sample has unit variance. The
average power of received woid is then N(1 4+ 7). As in / / / . fx, (t1). f (tj—1)x
[12], the largest possible squared decoding radfusssuming - i -
that the decoding spheres occupy all available volume is
(1—F2 (r —Z Z))dtlj_l...dtl. (6)
i=1

r? = N(1L+n) 272N, )

A bounded-distance decoder declares any message within e compute the expected number of channel uses (i.e.,
distancer of codewordX (j) to be messagg. Otherwise, a latency or average block length)oy summing the incremental
decoding error is declared. Because the sum of the squaregrafismission lengthg; weighted by the probability of error
the N Gaussian noise samples obeys a chi-square distributianthe prior cumulative transmission and dividing by the
with N degrees of freedom, the probabili({) of decoding probability of success by the lastnth) transmission (as in

error associated with decoding radiuss ARQ), according to
N m i—1
P@) = P(Zz;% > 7’2> =1-Fy (r?), €)) I + ZZIQL-P<JQ Cj)
=1 A= — . )
where thez, are standard normal distributed random variables 1- P( N Cj)
with zero mean and unit variance alﬁq ) is the CDF of =
a chi-square distribution wittv degrees Of freedom This expression does not consider delay due to decoding
B. Sphere-Packing for Rate-Compatible Transmissions operations. The corresponding throughp@jtis given by
The idea of RCSP is to assume that sphere-packing perfor-
| ithgs K ﬂ G
mance can be achieved by each transmission in a sequence _
of rate-compatible transmissions. Thus the idealized rgphe Ry =< = (8)
packing analysis is applied to a modified incremental redun- I + Z 1; P( N (J)

dancy with feedback (MIRF) scheme as describedlin [12].



[1l. CHOOSINGI; VALUES TO MAXIMIZE THROUGHPUT ) SNR = 2.0 dB, Capacity = 0.6851

A. Sdlecting I; for the m = 1 (ARQ) Special Case o-=c=== gcszszzszzoIIzISy,
~@-ZZ8---CIIla------otnT I
In the special case of.=1 (when only the initial transmis- o5} ‘5,;: -- 3" PN TELEE S o
sion of lengthI; is ever transmitted), MIRF is ARQ. In this < ?!'ja—"'-é [UPPUNEEEEEELE i "’N
case the expected number of channel uses givelby (7) can £ Edh POEEE - k=256
simplified as follows (withr} = */Z(tn)y. S os oo A k=128
o ;z'ﬁ k=64 - - =Capacity
= al - ¢ -m =1 analysis
Mpg= — b b @ F k=22 mJeidad s i
1-— P(Cl) FX2 (7’%) 04r k=16 | = A -m = 3 analysis
Iy - e -m = 4 analysis
. . m = 5 analysis
which yields an expected throughput of ‘ ‘ ‘ ‘ ‘ =@ -m =6 analysis|
9 9 0'30 50 100 150 200 250 300 350 400 450
Riarg = (K/T)Fa (1) = ReFye (7). (10) Latency A

. . . . (a) RCSP Analysis
If we fix the number of information bit&, (I0) becomes

a quasiconcave function of the initial code rdte = k/I, 07r SNR = 2.0 dB, Capacity = 0.6851
allowing the optimal code raté2°?*, which maximizes the

throughputR;, for a givenk, to be found numerically [16]. Fig. ¢
plots the maximum achievable throughput in the-1 oer °

(ARQ) RCSP scheme as the red (diamond markers) curve.

- = = Capacity
m = 5 analysis
: m = 5 ML decoded 64-state conv. code
m =5 ML decoded 1024-state conv. code
VLFT code achievability

In [12], Chen et al. demonstrated one specific RCSP schen ‘ - VLET code achievability (m =5 block lengths) |

with ten transmissions that could approach capacity with lo * 5 100 150 200 250 300 350 400 450
. . . Latency A

latency. Specifically, the transmission lengths were fixed t
;=64 and I, .. ., =10, while k was varied to maximize (b) m = 5 RCSP Analysis, Simulations, and VLFT Comparison
throughput. This paper builds on the intuition of the ARQig. 1. Throughput vs. latency for RCSP wiih rate-compatible trans-
case presented above. Bdtland the number of transmissionsnmissionsm € {1,...,6} with transmission lengthg; identified by RCSP
m are fixed, and a search identifies the set of transmissi@qﬁimizs}tion. AIs_o shown are convolutional code simulasioVLFT and a
lengths I; that maximizes throughput. We seek to iden,[if)(lzonstramed version of VLFT that uses the RC&R5 block lengths.
approximately how much throughput can be achieved using
feedback with a small number of incremental transmissions,VLFT achievability results for the AWGN channel based on
specificallym<6. Furthermore, we seek insight into what thé11] are shown in Fig._I(b) for comparison. Both the original
transmission lengths should be and what decoding erros ra¥-FT scheme, in which the transmission may be ended after
allow the sequence of transmissions to be most efficient. a@ny symbol, and a constrained version of VLFT using the

For m>1, identifying the transmission length which Same block lengths {md feedback structurenas RCSP _
minimize the latency) in (7) is not straightforward due to &€ presented. The original VLFT closely approaches cgpaci
the joint decoding error probabilities if](6). However, thavith a latency on the order of 200 symbols. RCSP_ls unable to
restriction to a smalln allows exact computation of1(6) in match V_LFT because the overaII_RCSP transmission can only
Mathematica, avoiding the approximations of|[12]. To refle®® terminated after one of the incremental transmissions
practical constraints, we restrict the lengthsto be integers. completes. If VLFT is constrained in the same way, its per-

The computational complexity ofl(6), which increases witfPrmance is mltlal!y worse than RCSP be_cause random coding
the transmission indey, forces us to limit attention to a d0€s notachieve ideal sphere packing with short block rengt
well-chosen subset of possible transmission lengths. Towrs At an average latency of 200, constrained VLFT performance
present results may be considered as lower bounds to wha?§§omes similar to the comparable RCSP scheme.
possible with a fully exhaustive optimization. Fjg. J(apals The VLFT achievability curve evaluates |11, Theorem 10]
the throughput vs. latency performance achieved by RC$8Bing the upper bound of (162) with i.i.d. Gaussian inputs wi
for m € {1,...6} on an AWGN channel with SNR 2.0 dB.average power equal to the power constrajntSuch code-
As m is increased, each additional retransmission brings theoks will sometimes violate the 2 dB power constraint. To
expected throughpuk; closer to the channel capacity, thougladdress this, the average power should be slightly reduned a
with diminishing returns. The points on each curve in Figcodebooks violating the power constraint should be purged,
represent values éfranging from 16 to 256 information which will lead to a small performance degradation. Alter-
bits. Fig.[I(d) shows, for example, that by allowing up torfownatively, codebooks or even codewords can be constrained to
retransmissionsif=>5) with k=64, RCSP can achieve 91% ofmeet the power constraint with equality. Further analysis o
capacity with an average block length of 102 symbols. Smil&¥LFT codes more carefully considering the power constraint
results are obtained for other SNRs. for the AWGN channel will be the subject of future work.

Throughput R;

B. Optimizing I; Values for m > 1




TABLE | SNR = 2.0 dB, Capacity = 0.6851, k = 64
OPTIMAL RCSPTRANSMISSION LENGTHS FORm = 5 AND SNR 2DB. | | : !

. 10° g7 T
R R
1 3 3 4 | Is 2 oL
= «;
16 | 19 | 4 | 4 | 4 | 8 o , Mo R
32 38 8 8 8 | 12 5 Ao, )
64 | 85 |12 | 8 | 12| 16 S O T T PO TR
128 | 176 | 14 | 14 | 14 | 28 a ¢ m=1RCSP analysis %\o\
256 | 352 | 24 | 24 | 24 | 48 kS A RN *
i » B
: = 102} m =5 RCSP ane “A
SNR = 2.0 dB, Capacity = 0.6851, m =5 £ O m =6 RCSP analysis 0,
2 ® m =5 64-state conv. code . &s
@0 o o o 4 m =5 1024-state conv. code h
3.8 i ‘ VLFT c‘odc (m=5 bl‘ock lengths) ‘ ‘ ‘
d’g o ° ° c S0 80 90 100 110 120 130
_'.; 07E L o o e e e e e e i '; 'g‘llp‘m Y Blocklength
er sl v v v v v v Ri Fig. 3. A comparison of the decoding error trajectories ofSRCsimulated
% . * . % ML-decoded convolutional codes and VLFT, fbr64.
L 05 i 5
&b * L. i . . .
£ N *x to capitalize on favorable noise realizations by attengptim
0.4 1 . . .y
n = ” T R— decode early, instead of needlessly sending additionabeisn

Information Bits k . . .
Fig. 2. Rates of the five cumulative transmissionsrfor= 5 and an AWGN B. Decod ng Error Trajectory Comparison
channel with SNR 2 dB fok=16, 32, 64, 128, and 256. The RCSP optimization also computes the joint decoding
error probabilities of[{6), which we call the “decoding arro
IV. COMPARISON OFRCSPAND CONVOLUTIONAL CODES  {rgjectory”. If we can find a rate-compatible family that

RCSP makes the rather optimistic assumption that a famighieves this decoding error trajectory, then we can match
of rate-compatible codes can be found that performs, at eadhb RCSP performance. Fi§] 3 shows the64 decoding
rate, equally well as codes that pack decoding spheres do veetor trajectories for the RCSP cases studied in Figs. 1 and
that they use all of the available volume. A variety of well2 (shown asm discrete points in Figl]l3 for each value of
known upper bounds on the packing densityndicate that m € {1,...,6}) and for constrained VLFT fom = 5 and 64-
the maximum packing density decreases as the dimensiostate and 1024-state convolutional code simulationsfeb.
increases (e.g¢ < (n/e) 27™/?) [17], making such codes The dashed line represents the marginal probability ofrerro
difficult to find. However, we show in this section that a ratefor a sphere-packing codebook as[ih (3) which was recognized
compatible tail-biting convolutional code can indeed rhdtee  in [19] as a tight upper bound for the joint probabilities of
performance of RCSP, at least for=5. error given by [(B). This tight upper bound can serve as a
performance goal for practical rate-compatible code desig
across a wide range of block lengths.

We consider two rate 1/3 convolutional codes \whijle the 64-state code is not powerful enough to match
from [18]: a 64-state code with generator polynomigkcsp performance, the 1024-state code closely follows the
(91.92,93)=(133,171,165) and a 1024-state code WithRCSP trajectory forn = 5. Thus there exist practical codes,
(91.92,93)=(3645, 2133, 3347), where the generator notationgt |east in some cases, that achieve the idealized perfaeman
is octal. High rate codewords are created by pseudorandginRCSP. Indeed, Fig_ I(b) plots the\, R;) points of the
rate-compatible puncturing of the rate3 mother codes. two convolutional codes, demonstrating that the 1024estat
We restrict our attention to tail-biting implementation$ 0qqde achieves 91% of capacity with an average latency of
these convolutional codes because the throughput effigien®? symbols, almost exactly coinciding with the RCSP point
advantage is important for the relatively small block lévgt for ,,—5 andk=64. The convolutional code’s ability to match
we consider. Simulations compare the performance of thegenythical sphere-packing code is due to maximum likelihood
two codes in the MIRF setting for the AWGN channel Witr‘(ML) decoding, which has decoding regions that completely

SNR 2 dB, as shown in Fig. I{b). The simulations present@fl the multidimensional space (even in high dimensions).
here focus on thé&=64 case.

The transmission lengthg; used in the simulations areC. Caveat
those identified by the RCSP optimization. Tallle | shows the These simulation results assume that the receiver is able
results of them=>5 optimization (i.e., the set of lengthg to recognize when it has successfully decoded. This same
found to achieve the highest throughput). Thus our simahati assumption is made by the RCSP analysis, the VLFT scheme
usedl; =85, I,=12, I3=8, I,=12, I5=16. The induced code of Polyanskiy et al., and the MIRF scheme of Chen et al.
rates of the cumulative blocks a6d/85=0.753, 64/97=0.660, While this assumption does not undermine the essence of
64/105=0.610, 64/117=0.547 and64/133=0.481. Fig.[2 shows this demonstration of the power of feedback, its practical a
these rates as well as the rates for other valudsaifcording theoretical implications must be reviewed carefully, espléy
to the RCSP optimization fom = 5. Note that for every when very short block lengths are considered. An important
value of k the initial code rate is above the channel capacifyractical implication is that the additional overhead of RCC
of 0.6851. This is the benefit of feedback: it allows the decodrequired to avoid undetected errors will drive real systems

A. Two Convolutional Codes



to somewhat longer block lengths than those presented hémedemonstrating that feedback permits 90% of capacity to be
This will affect the choice of error control code. An imparta achieved with about 100 transmitted symbols assuming that
implication is that this analysis cannot be trusted if theckl the decoder knows when it has decoded correctly. However,
lengths become too small. This assumption allows blockrerrdhe implications of this assumption for short block lengths
to become block erasures at no cost. Consider the binavgrrant further investigation.

symmetric channel (BSC): If the block length is allowed to VLFT performance shows that if the transmission could be
shrink to a single bit, then this assumption turns the zestopped at any symbol (rather than only at the end of each
capacity BSC with transition probability/2 into a binary incremental transmission) capacity is closely approaehitd
erasure channel with probability/2, which has a capacity an average latency of 200 symbols, but a more careful asalysi
of 1/2 instead of zero. Both the practical and theoreticalf VLFT in light of the AWGN power constraint is warranted.
problems of this assumption diminish as block length grows.
However, a quantitative understanding of the cost of kngwin
when decoding is successful and how that cost changes withl he authors would like to thank Yury Polyanskiy for helpful
block length is an important area for future work. conversations regarding the VLFT analysis.
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