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Coding for Combined
Block–Symbol Error Correction
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Abstract—We design low-complexity error correction coding
schemes for channels that introduce different types of errors
and erasures: on the one hand, the proposed schemes can
successfully deal with symbol errors and erasures, and, on the
other hand, they can also successfully handle phased burst errors
and erasures.

Index Terms—Decoding, generalized Reed–Solomon (GRS)
code, Feng–Tzeng algorithm, phased burst erasure, phased burst
error, symbol erasure, symbol error.

I. I NTRODUCTION

Many data transmission and storage systems suffer from
different types of errors at the same time. For example,
in some data storage systems the state of a memory cell
might be altered by an alpha particle that hits this memory
cell. On the other hand, an entire block of memory cells
might become unreliable because of hardware wear-out. Such
data transmission and storage systems can be modeled by
channels that introduce symbol errors and block (i.e., phased
burst) errors, where block errors encompass several contiguous
symbols. Moreover, if some side information is available, say
based on previously observed erroneous behavior of a single
or of multiple memory cells, this can be modeled as symbol
erasures and block erasures.

In this paper, we design novel error correction coding
schemes that can deal with both symbol and block errors and
both symbol and block erasures for a setup as in Fig. 1.

• Every small square corresponds to a symbol inF =
GF(q), whereq is an arbitrary prime power. (In applica-
tions, q is typically a small power of2.)

• All small squares are arranged in the shape of anm× n
rectangular array.

• We say that asymbol errorhappens if the content of a
small square is altered. We say that ablock errorhappens
if one or several small squares in a column of the array
are altered.1
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1In our setting, we think of the symbol errors and block errorsas being
caused by two different mechanisms. In this model, an observer cannot
distinguish a block error from one or multiple symbol errorsin the same
column.
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Fig. 1. Array of sizem × n with symbol errors/erasures and block
errors/erasures. Here,m = 8, n = 20, and there are symbol errors at positions
(2, 2), (4, 2), and (6, 14), a symbol erasure at position(7, 3), block errors
in columns5 and8, and a block erasure in column16.

• Similarly, we say that asymbol erasurehappens if the
content of a small square is erased and we say that a
block erasurehappens if all small squares in a column
of the array are erased.2

We can correct such errors and erasures by imposing that
the symbols in such an array constitute a codeword in some
suitably chosen codeC of lengthmn overF . The two main
ingredients of the codeC that is proposed in this paper are, on
the one hand, a matrixHin of sizem× (mn) overF , and, on
the other hand, a codeC of lengthn overF . Namely, an array
forms a codeword inC if and only if every row of the array is
a codeword inC once then columns have been transformed
by n different bijective mappingsFm → Fm derived from
the matrixHin. The resulting error-correcting coding scheme
has the following salient features:

• It can be seen as a concatenated coding scheme, however
with two somewhat distinctive features. First, multiple
inner codes are used (one for every column encoding),
and, second, all these inner codes have rate one (i.e., the
encoders of these inner codes can be considered to be
column scramblers).

• One can identify a range of code parameters forC

for which (to the best of our knowledge) the resulting
redundancy improves upon the best known.

• One can devise efficient decoders for combinations of
symbol and block errors and erasures most relevant in
practical applications. In particular, these decoders are
more efficient than a corresponding decoder for a suitably
chosen generalized Reed–Solomon (GRS) code of length
mn overF , assuming such a GRS code exists in the first
place. (Finding efficient decoders for the general case is
still an open problem.)

2The positions of the erased symbols and blocks are assumed tobe provided
as side information. Thus, the squares contain elements ofF (even at the
erased positions), and some of the erased squares might in fact contain correct
values.
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A. Paper Overview

The paper starts in Section II by considering a simplified
version of the above error and erasure scenario and of the
above-mentioned code construction. Namely, in this section
we consider only block errors and erasures,i.e., no symbol
errors or erasures. Moreover, anm×n array forms a codeword
if and only if every row is a codeword in some codeC of
lengthn (i.e., there are no bijective mappings applied to the
columns); in other words, the array code considered is simply
anm-level interleaving ofC. Our main purpose of Section II
is laying out some of the ideas and tools that will be used in
subsequent sections; in particular, it is shown how one can take
advantage of therank of the error array in order to increase
the correction capability of the array code. Nevertheless,the
discussion in Section II-C may be of independent interest in
that it provides a simplified analysis of the decoding error
probability of interleaved GRS codes when used in certain
(probabilistic) channel models.

We then move on to Section III, which is the heart of the
paper and which gives all the details of the above-mentioned
code construction and compares it with other code construc-
tions. Finally, Section IV discusses a variety of decoders for
the proposed codes.

B. Related Work

The idea of exploiting the rank of the error array when
decoding interleaved codes was presented by Metzner and
Kapturowski in [24] and by Haslach and Vinck in [14], [15].
Therein, the codeC is chosen to be a linear[n, k, d] code
overF , and, clearly, any combination of block errors can be
corrected as long as their number does not exceed(d− 1)/2.
In [24] and [14], it was further assumed that the set of nonzero
columns in the (additive)m × n error arrayE over F is
linearly independent overF ; namely, the rank ofE (as a
matrix overF ) equals the number of block errors. It was then
shown that under this additional assumption, it is possibleto
correct (efficiently) any pattern of up tod − 2 block errors.
Essentially, the linear independence allows to easily locate
the nonzero columns inE, and from that point onward, the
problem reduces to that of erasure decoding. A generalization
to the case where the nonzero columns inE are not necessarily
full-rank was discussed in [15]; we will recall the latter result
in mode detail in Section II-A.

The case where the constituent codeC is a GRS code
has been studied in quite a few papers, primarily in the
context where the contents of each block error is assumed
to be uniformly drawn fromFm. In [3], Bleichenbacheret
al. identified a threshold,(m/(m+1))(d−1), on the number
of block errors, below which the decoding failure probability
approaches0 as d goes to infinity andn/q goes to0. A
better bound on the decoding error probability was obtained
by Kurzweil et al. [20] and by Schmidtet al. [29], [30]. See
also Brownet al. [5], Coppersmith and Sudan [6], Justesenet
al. [16], Krachkovsky and Lee [19], and Wachter–Zehet
al. [34].

Turning to the main coding problem studied in this paper—
namely, handling combinations of symbol errors and block

errors—a general solution was given by Zinov’ev [39] and
Zinov’ev and Zyablov [40], using concatenated codes and
their generalizations. Specifically, when using an (ordinary)
concatenated code, the columns of them× n array are set to
be codewords of a linear[m, k, d] inner code overF , and each
of these codewords is the result of an encoding of a coordinate
of an outer codeword of a second linear[n,K,D] code over
GF(qk). It follows from the analysis in [39] and [40] that any
error pattern of up toϑ symbol errors andτ block errors can
be correctly decoded, whenever

2ϑ+ 1 ≤ d(D− 2τ) .

Furthermore, such error patterns can be efficiently decoded,
provided that the inner and outer codes have efficient bounded-
distance error–erasure decoders.

Note that (in the nontrivial case) whenϑ > 0, the rate of the
inner code must be (strictly) smaller than1. This, in turn, im-
plies that the overall redundancy of the concatenated code has
to grow (at least) linearly withn. A generalized concatenated
(GC) code allows to circumvent this impediment. We briefly
describe the approach, roughly following the formulation of
Blokh and Zyablov [4]. Given a numberτ of block errors and
a numberϑ of symbol errors that need to be corrected, let the
integer sequences

1 = d0 < d1 < · · · < dv ,

D0 ≥ D1≥ · · · ≥ Dv

satisfy, for everyi = 0, 1, . . . , v,

2ϑ+ 1 ≤ di(Di − 2τ) (1)

(thus, D0 ≥ 2(τ + ϑ) + 1 and Dv ≥ 2τ + 1). For i =
1, 2, . . . , v, let Hi be an ri × m parity-check matrix of a
linear [m, ki=m−ri, di] code overF . We further assume that
these codes are (strictly) nested, so thatHi−1 forms a proper
ri−1×m sub-matrix ofHi; the matrix formed by the remaining
ri−ri−1 rows ofHi will be denoted by∂Hi (we formally define
r0 = 0, along with settingH0 to be an “empty”r0×n matrix).
Then anm×n array overF is a codeword of the generalized
concatenated code, if and only if the following two conditions
hold:

(G1) For i = 1, 2, . . . , v, the (partial) syndromes of the
columns with respect to the partial parity-check matrix
∂Hi form a codeword of a code of lengthn overF ri−ri−1

with minimum distanceDi−1.
(G2) The columns of the array form a codeword of a code of

lengthn overFm with minimum distanceDv.

(Note that condition (G2) could be incorporated into condi-
tion (G1) by extending the latter toi = v + 1, with Hv+1

taken as anm × m (nonsingular) parity-check matrix of the
trivial code {0}. Ordinary concatenated codes correspond to
the case wherev = 1 andD0 is the “minimum distance” (> n)
of the trivial code.) It follows from [39] and [40] that the above
array code construction has an efficient decoder that corrects
any pattern of up toτ block errors and up toϑ symbol errors.
See also [1], [17], [27], [36], and the survey [7].

Recently, Blaumet al. [2] have proposed new erasure-
correcting codes for combined block–symbol error patterns.
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The advantage of their scheme is having the smallest possible
redundancy (equaling the largest total number of symbols that
can be erased) and an efficienterasuredecoding algorithm.
However, the parameters of their constructions are rather
strongly limited: first, the array size is typically much smaller
than q (and, in one application, must in fact be smaller than
log2 q), and, secondly, verifying whether the construction ac-
tually works for given parameters becomes intractable, unless
the number of block erasures or the number of symbol erasures
is very small.

In [10], Gabryset al. presented a coding scheme which is
targeted mainly at applications for flash memories. In their
setting, an erroneous column may have at most a prescribed
numberℓ of symbol errors; and in addition to limiting the total
number of erroneous columns, a further restriction is assumed
on the number of columns with at most a prescribed number
ℓ′ (< ℓ) of symbol errors.

In Section III-C we will compare our coding scheme with
the most relevant of the above-mentioned coding schemes.

C. Notation

This subsection lists the notation that will be used through-
out the paper. More specialized notation will be introduced
later on when needed.

For integersa and b with 0 ≤ a < b, we denote by〈a, b〉
the set of integers{a, a+1, a+2, . . . , b− 1}, and〈b〉 will be
used as a shorthand notation for〈0, b〉. Entries of vectors will
be indexed starting at0, and so will be the rows and columns
of matrices. For a vectoru ∈ Fn and a subsetW ⊆ 〈n〉,
we let (u)W be the sub-vector (inF |W |) of u that is indexed
by W . The support ofu will be denoted bysupp(u). We
extend these definitions to anym× n matrix E overF , with
(E)W denoting them× |W | sub-matrix ofE that is formed
by the columns that are indexed byW . Columnj of E will
be denoted byEj , and supp(E) will stand for the column
support ofE, namely, the set of indexesj for which Ej 6= 0.
The linear subspace ofFm that is spanned by the columns of
E will be denoted bycolspan(E).

The ring of polynomials in the indeterminatex overF will
be denoted byF [x], and the ring of bivariate polynomials in
y andx over F will be denoted byF [y, x].3 For a nonzero
bivariate polynomialϕ(y, x) =

∑

i ϕi(y)x
i in F [y, x], we will

let degx ϕ(y, x) stand for thex-degree ofϕ(y, x), namely, the
largest indexi for which ϕi(y) 6= 0. The y-degree is defined
in a similar manner. The notationFm,n(y, x) will stand for
the set of all bivariate polynomialsϕ(y, x) ∈ F [y, x] with
degy ϕ(y, x) < m and degx ϕ(y, x) < n. For an element
ξ ∈ F , we denote byTm(y; ξ) the polynomial

∑

i∈〈m〉 ξ
iyi.

With anym× n matrix E = (eh,j)h∈〈m〉,j∈〈n〉 overF , we
associate the bivariate polynomial

E(y, x) =
∑

h∈〈m〉,j∈〈n〉

eh,jy
hxj

3We prefer the orderingy, x over x, y because the powers ofy and the
powers ofx will be associated with, respectively, the rows and columnsof
m× n matrices likeE.

in Fm,n(y, x) (namely, the powers ofy index the rows and the
powers ofx index the columns). With each columnj of E we
associate the univariate polynomialEj(y) =

∑

h∈〈m〉 eh,jy
h;

thus,E(y, x) =
∑

j∈〈n〉 Ej(y)x
j .

II. SIMPLIFIED CODE CONSTRUCTION

In this section we consider the simplified scenario men-
tioned in Section I-A. Namely, we consider only block errors
and erasures,i.e., no symbol errors or erasures. Moreover, an
m×n array forms a codeword of lengthmn if and only if every
row is a codeword in some prescribed codeC with parameters
[n, k, d] (i.e., there are no bijective mappings applied to the
columns); equivalently, the array code considered is simply an
m-level interleaving ofC. If C is specified by an(n−k) × n
parity-check matrixH , then the syndrome matrixS is defined
to be them × (n−k) matrix S = Y HT, where them × n
matrix

Y = Γ+ E

over F represents the read out (or received) message, where
the m × n matrix Γ over F represents the stored (or trans-
mitted) codeword, and where them × n matrix E over F
represents the alterations that happen toΓ over time (or during
transmission). Note that our formalism treats erasures like
errors, with the side informationK ⊆ 〈n〉 telling us their
location.

The subsections of this section are structured as follows.
In Section II-A we study the error correction capabilities of
the interleaved array code, whereC is any linear [n, k, d]
code overF . Then, in Section II-B, we present an efficient
decoder for the special case whereC is a GRS code. Finally, in
Section II-C, we present an application of the efficient decoder
of Section II-B for the probabilistic decoding of the array
code under the assumption that the block errors are uniformly
distributed overFm.

A. Block Errors and Erasures with Rank Constraints

We start with Theorem 2 below that generalizes the results
of [24] and [14] to the case where the set of nonzero columns
of them× n error arrayE are not necessarily linearly inde-
pendent. Note that this theorem was already stated (without
proof) in the one-page abstract [15] for the error-only case
(i.e., no block erasures). We include the proof of the theorem
not just for the sake of completeness, but also because the
proof technique will be useful in Section III as well.

Toward proving this theorem, the following lemma will be
helpful.

Lemma 1 Let C be a linear[n, k, d] code overF and letZ
be a nonzerom× n matrix overF such that each row inZ
is a codeword ofC. Then

|supp(Z)| − rank(Z) ≥ d− 1 .

Proof: Write J = supp(Z), t = |J |, andµ = rank(Z),
and apply the Singleton bound to the linear[t, µ,≥d] code
overF that is spanned by the rows of(Z)J .
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Theorem 2 Let C be a linear[n, k, d] code overF and letH
be an(n−k) × n parity-check matrix ofC overF . Fix K to
be a subset of〈n〉 of sizer. Given anym×(n−k) (syndrome)
matrix S over F , there exists at most onem × n matrix E
overF that has the following properties:

(i) S = EHT , and
(ii) writing K = 〈n〉 \K, the valuest = |supp ((E)K)| and

µ = rank
(

(E)K
)

satisfy

2t+ r ≤ d+ µ− 2 . (2)

Proof: We consider first the case whereK is empty. The
proof is by contradiction. So, assume thatE and Ê are two
distinctm×n matrices overF that satisfy conditions (i)–(ii).
Write

tmax = max
{

|supp(E)|, |supp(Ê)|
}

,

µmax = max
{

rank(E), rank(Ê)
}

,

and define

J = supp(E) ,

Ĵ = supp(Ê) ,

Q = supp(E) ∩ supp(Ê) .

Consider the arrayZ = E − Ê. By condition (i) we get that
every row inZ is a codeword ofC. Now,

|supp(Z)| ≤ |J |+ |Ĵ | − |Q| ,
rank(Z) ≥ µmax − |Q| ,

and, so,

|supp(Z)| − rank(Z) ≤ |J |+ |Ĵ | − µmax

≤ 2tmax − µmax

≤ d− 2 ,

where the last inequality follows from condition (ii). Hence,
by Lemma 1 we conclude thatZ = 0, namely,E = Ê, which
is a contradiction to the initial assumption.

Next, we consider the case wherer = |K| > 0. First, note
that condition (ii) implies thatr ≤ d+ µ− 2− 2t ≤ d− t−
2; in particular, every subset ofr columns inH is linearly
independent. By applying elementary linear operations to the
rows ofH , we can assume without loss of generality that the
first r rows of (H)K contain the identity matrix, whereas the
remainingn−k−r rows in (H)K are all-zero. LetH̃ be the
(n−k−r)× (n−r) matrix which consists of the lastn−k− r
rows of (H)K : the matrixH̃ is a parity-check matrix of the
linear [n−r, k] codeC̃ overF obtained by puncturingC on the
positions that are indexed byK. Let S̃ be them× (n−k−r)
matrix which consists of the lastn− k− r columns ofS. We
have

S̃ = (E)KH̃T . (3)

Replacing (i) by (3) andC by C̃, we have reduced to the case
whereK is empty. The result follows by recalling that the
minimum distance of̃C is at leastd− r.

The proof of Theorem 2 in [24] and [14], which was for the
special caser = 0 andµ = t = |supp(E)|, was carried out by

introducing an efficient algorithm for decoding up tot ≤ d−2
errors. In that algorithm, Gaussian elimination is performed on
the columns ofS, resulting in anm × (n−k) matrix SPT,
for some invertible(n−k) × (n−k) matrix P over F , such
that the firstµ columns inSPT form a linearly independent
set while the lastn− k−µ columns inSPT are all-zero. (As
a matter of fact, through this Gaussian elimination, one finds
the value ofµ.) From condition (i) in Theorem 2 we then get
that

SPT = E(PH)T . (4)

Let H ′ be the (n−k−µ) × n matrix that is formed by the
last n − k − µ rows of PH . It follows from (4) that the
columns ofH ′ that are indexed bysupp(E) must be all-
zero. Furthermore, all the remaining columns inH ′ must be
nonzero, or else we would haveµ+1 < d linearly dependent
columns inH . It follows that supp(E) is the unique subset
U ⊆ 〈n〉 of size µ such that(H ′)U is all-zero. Once the
decoder identifiessupp(E), the entries ofE can be found
by solving linear equations. This decoding algorithm can be
generalized to handle the case wherer = |K| > 0, in the
spirit of the last part of the proof of Theorem 2: replaceE,
H , andS by (E)K , H̃, andS̃, respectively.

As pointed out in [15], whenK is empty and the difference
t−µ = |supp(E)| − rank(E) is assumed to be equal to some
nonnegative integerb, then the decoding algorithm of [24]
and [14] can be generalized into finding a subsetU ⊆ 〈n〉 of
sizet ≤ (d+µ)/2−1 such thatcolspan

(

(H ′)U
)

(⊆ Fn−k−µ)
has dimensionb. Letting V be a subset ofU of size b such
that rank

(

(H ′)V
)

= b, the subsetW = U \ V will then point
at t − b = µ columns ofE that form a basis ofcolspan(E);
theseµ columns, in turn, are flagged asµ erasures. We will
then be left with|supp(E)\W | = t−µ = b nonzero columns
in E which are yet to be located, but these can be found
by applying to the received array, row by row, any bounded-
distance error–erasure decoderD for C. Indeed, since

2b+ µ = 2t− µ ≤ d− 2 ,

such a decoder can uniquely recoverE given the setW
of erasure locations. The extension tor = |K| > 0 is
straightforward.

Note, however, that even when we are allowed to apply the
decoderD at no computational cost, we do not know how
to find the subsetU efficiently asb becomes large. In fact,
if b is large andµ is small, we may instead enumerate over
the setW which indexes a basis ofcolspan(E), then useD
to reconstruct a candidate forE, and finally verify that we
indeed haverank(E) = rank

(

(E)W
)

= µ.

B. The GRS Case

In this section, we present an efficient decoder for finding
the error matrixE under the conditions of Theorem 2, for the
special case whereC is a generalized Reed–Solomon (GRS)
code (this decoder will then be used as a subroutine in one
of the decoders to be presented in Section IV). Specifically,
hereafter in this section, we fixC to be an[n, k, d=n−k+1]
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GRS codeCGRS overF with a parity-check matrix

HGRS =
(

αi
j

)

i∈〈d−1〉,j∈〈n〉
,

whereα0, α1, . . . , αn−1 are distinct nonzero elements ofF
(without real loss of generality, and for the sake of simplicity,
we restrict ourselves here to GRS codes where the column
multipliers—as defined in [26, p. 148]—are all1).

Let E = (eh,j)h∈〈m〉,j∈〈n〉 be anm×n (error) matrix over
F , and letK andJ be disjoint subsets of〈n〉 such that

J ⊆ supp(E) ⊆ K ∪ J

(the setJ indexes the erroneous columns andK indexes the
erasure locations). For the matrixE, define the syndrome
array as the followingm× (d−1) matrix S (equivalently, the
bivariate polynomialS(y, x) ∈ Fm,d−1(y, x)):

S = EHT

GRS

(compare with condition (i) in Theorem 2). In addition, define
the error-locator polynomialΛ(x) and the erasure-locator
polynomialM(x) by

Λ(x) =
∏

j∈J

(1− αjx) ,

M(x) =
∏

j∈K

(1− αjx) ,

respectively. Also, let the modified syndrome array be the
unique m × (d−1) array σ over F (namely, the unique
bivariate polynomialσ(y, x) in Fm,d−1(y, x)) that satisfies the
polynomial congruence

σ(y, x) ≡ S(y, x)M(x) (mod xd−1) .

Finally, the (bivariate) error-evaluator polynomialΩ(y, x) =
∑

h∈〈m〉Ωh(x)y
h is defined by

Ωh(x) =
∑

j∈K∪J

eh,j
∏

j′∈(K∪J)\{j}

(1− αj′x) , h ∈ 〈m〉 .

Lemma 3 Write t = |J |, r = |K|, andµ = rank
(

(E)J
)

, and
suppose that

2t+ r ≤ d+ µ− 2

(see (2)). Letλ(x) be a polynomial inF [x] and ω(y, x) =
∑

h∈〈m〉 ωh(x)y
h be a bivariate polynomial (ofy-degree less

than m) in F [y, x] such that the following conditions are
satisfied:

(P1) σ(y, x)λ(x) ≡ ω(y, x) (mod xd−1) , and
(P2) deg λ(x) ≤ (d+µ−r)/2− 1 and

degx ω(y, x) < (d+µ+r)/2 − 1 .
Then there is a polynomialu(x) ∈ F [x] such that

λ(x) = Λ(x)u(x) ,

ω(y, x) = Ω(y, x)u(x) .

Proof: First, by the key equation of GRS decoding, it
is known that (P1)–(P2) are satisfied forλ(x) = Λ(x) and
ω(y, x) = Ω(y, x) (see, for example, [26, Section 6.3 and
pp. 207–208]).

Now, letλ(x) andω(y, x) satisfy (P1)–(P2), fixℓ to be any
index in J , and letU be a subset ofJ of size µ such that
ℓ ∈ U and rank

(

(E)U
)

= µ (recall thatJ ⊆ supp(E) and,
so,Eℓ 6= 0). Let a = (ah)h∈〈m〉 be a row vector inFm such
that (aE)U is nonzero on—and only on—positionℓ.

Let Ĵ be the smallest subset of〈n〉 such that

Ĵ ⊆ supp(aE) ⊆ K ∪ Ĵ ;

note thatℓ ∈ Ĵ and thatĴ ⊆ {ℓ} ∪ (J \ U) and, so,|Ĵ | ≤
t− µ+ 1. Define

Λ̂(x) =
∏

j∈Ĵ

(1− αjx) ,

Ω̂(x) =
1

∏

j′′∈U\{ℓ}

(1 − αj′′x)
·
∑

h∈〈m〉

ahΩh(x)

=
∑

j∈K∪Ĵ

(aEj)
∏

j′∈(K∪Ĵ)\{j}

(1− αj′x) ,

σ̂(x) =
∑

h∈〈m〉

ahσh(x) ,

ω̂(x) =
∑

h∈〈m〉

ahωh(x) .

Observing thatσ̂(x) is the modified syndrome polynomial
that corresponds to the row vectoraE, we get from the key
equation of GRS decoding that

Λ̂(x)σ̂(x) ≡ Ω̂(x) (mod xd−1) . (5)

Moreover,

gcd(Λ̂(x), Ω̂(x)) = 1 , (6)

deg Λ̂(x) = |Ĵ | ≤ t− µ+ 1 ≤ d−µ−r

2
, (7)

deg Ω̂(x) < |K|+ |Ĵ | ≤ r + t− µ+ 1 ≤ d−µ+r

2
. (8)

Multiplying both sides of (5) byλ(x) we obtain

Λ̂(x)λ(x)σ̂(x) ≡ λ(x)Ω̂(x) (mod xd−1) .

On the other hand, by (P1) we have

λ(x)σ̂(x) ≡ ω̂(x) (mod xd−1) ,

and so, combining the last two congruences, we get

Λ̂(x)ω̂(x) ≡ λ(x)Ω̂(x) (mod xd−1) .

Now, from (P2) and (7)–(8) it follows that the degrees of the
products on both sides of the last congruence are less than
d−1. Hence, this congruence is actually a polynomial equality:

Λ̂(x)ω̂(x) = λ(x)Ω̂(x) .

Thus, from (6) we get thatλ(x) is divisible by Λ̂(x); in
particular,λ(x) is divisible by 1 − αℓx. Ranging now over
all ℓ in J , we conclude thatλ(x) can be written asΛ(x)u(x)
for some polynomialu(x) ∈ F [x].
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Finally, from (P1) and the key equation we obtain

ω(y, x) ≡ σ(y, x)λ(x)

≡ σ(y, x)Λ(x)u(x)

≡ Ω(y, x)u(x) (mod xd−1) ,

from which the equalityω(y, x) = Ω(y, x)u(x) follows again
by computing degrees: from (P2) we get

degx ω(y, x) <
d+ µ+ r

2
− 1 ≤ d− 1

and

degx
(

Ω(y, x)u(x)
)

= degx Ω(y, x) +
(

degλ(x) − deg Λ(x)
)

< degλ(x) + r

≤ d+ µ+ r

2
− 1

≤ d− 1 .

This completes the proof.
Fix J andK to be disjoint subsets of〈n〉, write t = |J |

and r = |K|, and letE be anm × n matrix of rankµ over
F such thatJ ⊆ supp(E) ⊆ K ∪ J . Define

S(J) = (E)J
(

(HGRS)J
)T

(9)

and

S(K) = (E)K
(

(HGRS)K
)T

. (10)

Clearly, the syndrome arrayS that corresponds toE can be
decomposed into

S = S(J) + S(K) ,

and after multiplying the respective bivariate polynomials by
the erasure-locator polynomialM(x) =

∏

j∈K(1 − αjx), we
get

σ(y, x) ≡ S(y, x)M(x)

≡ S(J)(y, x)M(x) + S(K)(y, x)M(x) (mod xd−1) .
(11)

Now, recall (from the key equation) that the coefficients of
xr, xr+1, . . . , xd−2 in S(K)(y, x)M(x) are all zero, which
means that the respective coefficients inσ(y, x) are equal to
those inS(J)(y, x)M(x).

Let S̃ denote them× (d−1−r) matrix

S̃ = (σh,i)h∈〈m〉,i∈〈r,d−1〉 .

It follows from (9)–(11) that

S̃ = (E)J
(

(AMHGRS)J
)T

, (12)

whereAM is a (d−1−r) × (d−1) matrix overF whose first
row consists of ther + 1 coefficients ofM(x) in decreasing
order (padded withd−2−r zero entries), and each subsequent
row is obtained from its predecessor by a shift one position to
the right (compare (12) with (3)). Hence, any column indexed
by j ∈ J in the (d−1−r) × t matrix (AMHGRS)J takes the
form

αr
j ·M(α−1

j ) ·
(

1 αj α
2
j . . . αd−2−r

j

)T

Input:
• Array Y of sizem× n over F .
• SetK of sizer of indexes of column erasures.

Steps:
1) Compute them× (d−1) syndrome array

S = Y HT

GRS .

2) Compute the modified syndrome array to be the uniquem ×
(d−1) matrix σ that satisfies the congruence:

σ(y, x) ≡ S(y, x)M(x) (mod xd−1) ,

where

M(x) =
∏

j∈K

(1− αjx) .

Let µ be the rank of them × (d−1−r) matrix S̃ formed by
the columns ofσ that are indexed by〈r, d− 1〉.

3) Using the Feng–Tzeng algorithm, compute a polynomialλ(x)
of (smallest) degree∆ ≤ (d+µ−r)/2 − 1 such that the
following congruence is satisfied for some polynomialω(y, x)
with degx ω(y, x) < r +∆:

σ(y, x)λ(x) ≡ ω(y, x) (mod xd−1) .

If no suchλ(x) exists or the computedλ(x) does not divide
∏

j∈〈n〉(1− αjx) then declare decoding failure andStop.
4) Compute them× n error arrayE by the following variant of

Forney’s formula for error values [26, p. 195]:

Ej(y) =



















−αj ·ω(y,α−1

j
)

λ′(α−1

j
)·M(α−1

j
)

if λ(α−1
j ) = 0

−αj ·ω(y,α−1

j
)

λ(α−1

j
)·M′(α−1

j
)

if j ∈ K

0 otherwise

,

where(·)′ denotes formal differentiation.
Output:

• Decoded arrayY − E of sizem× n.

Fig. 2. Decoding of anm-level interleaving of a GRS code. (See Sec-
tion II-B.)

(whereM(α−1
j ) 6= 0 sinceK ∩ J = ∅). Hence, under the

assumption thatt ≤ d− 1− r (which, in fact, holds whenever
2t + r ≤ d + µ − 2) we get thatrank

(

(AMHGRS)J
)

= t. It
now follows from (12) that

colspan
(

(E)J
)

= colspan(S̃) (13)

(provided thatt ≤ d− 1− r); equivalently, for everya ∈ Fm,

a(E)J = 0 ⇐⇒ aS̃ = 0 .

In particular, rank
(

(E)J
)

= rank(S̃). In fact, everym × s

sub-matrix ofS̃ which consists ofs ≥ t consecutive columns
of S̃ has the same rank as(E)J .

Given σ(y, x) =
∑

h∈〈m〉 σh(x)y
h and the number of

erasuresr, we can use the Feng–Tzeng algorithm [9] (see
also the related algorithms in [8], [35], [31], [38]) to find
efficiently a polynomialλ(x) =

∑∆
i=0 λix

i in F [x] of smallest
degree∆ such that (P1) is satisfied for someω(y, x) =
∑

h∈〈m〉 ωh(x)y
h wheredegx ω(y, x) < r+∆. In other words,

for everyh ∈ 〈m〉, the sequence(σh,i)i∈〈r,d−1〉 satisfies the
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linear recurrence
∆
∑

i=0

λiσh,j−i = 0 , r +∆ ≤ j ≤ d− 2 .

Under the assumption that2t + r ≤ d + µ − 2, we get from
Lemma 3 that the polynomialλ(x) found equals the error-
locator polynomialΛ(x) (up to a normalization by a constant).
From the roots ofλ(x) one can then recover the setJ .

The decoding algorithm is summarized in Fig. 2. Next,
we analyze its complexity. The syndrome computation step
(Step 1 in the figure) can be carried out usingO(dmn)
operations inF . Step 2 requiresO(drm) = O(d2m) oper-
ations to computeσ(y, x) andO

(

dm ·min(d,m)
)

operations
to compute the rankµ. The application of the Feng–Tzeng
algorithm in Step 3 requiresO(d2m) operations, and, finally,
Step 4 requiresO(dn) operations for the Chien search and
O(d2m) operations for computing the nonzero columns of
E. Overall, the decoding complexity amounts toO(dmn)
operations for syndrome computation,O(dn) for the Chien
search, andO

(

d2m
)

for the remaining steps.
We note that Lemma 3 and the decoding algorithm in Fig. 2

apply also to the more general class of alternant codes over
F , with d now standing for the designed minimum distance of
the code. Specifically, we apply the lemma and the decoding
algorithm to the underlying GRS code over the appropriate
extension field ofF : that GRS code has minimum distanced
and contains the alternant code as a sub-field sub-code.

C. Application to Probabilistic Decoding

We next provide an application of the efficient decoding
algorithm of Fig. 2 for the following channel model: an
m × n transmitted array overF is subject to at most a
prescribed numbert of block errors (and no erasures), such
that the value (i.e., contents) of the block error in each affected
column is uniformly distributed overFm, independently of the
other block-error values. (Note that in this formulation ofthe
channel, there is a probability of1/qm that an affected column
will in fact be error-free; we have elected to define the channel
this way in order to simplify the analysis.)

We consider the decoding problem given that them × n
transmitted array belongs to the code described in Section II-B,
namely, anm-level interleaving of an[n, k, d=n−k+1] GRS
code overF . Let J be the index set of the columns that were
affected (possibly by an error-free block error), where|J | ≤ t,
and letµ be the rank of the error arrayE. The decoder of
Fig. 2 will fail to decode (or will decode incorrectly)only
when the inequality in Lemma 3 is violated, namely, only
whenµ ≤ 2|J | − d+ 1. Under the assumed statistical model
on the error arrays, it is easy to see that

Prob {rank(E) ≤ µ} = Prob {rank((E)J ) ≤ µ}
= q−(m−µ)(|J|−µ) · (1 + o(1))

(see [22, p. 699]), whereo(1) is an expression that goes to
0 as q → ∞. Hence, whenm ≥ d − 1, the decoding failure
probability of the algorithm in Fig. 2 is bounded from above,
up to a multiplicative factor1 + o(1), by

q−(m+d−1−2|J|)(d−1−|J|) ≤ q−(m+d−1−2t)(d−1−t) .

TABLE I
TYPES OF ERRORS AND ERASURES UNDER CONSIDERATION.

error erasure

block
(T1)

column setJ
|J | = τ

(T2)
column setK

|K| = ρ

symbol
(T3)

location setL
|L| = ϑ

(T4)
location setR

|R| = ̺

For m ≥ d− 1, this bound is (considerably) better than those
given in [3] and [20], and is comparable to that in [29], [30]
whenm is much larger thand.

III. M AIN CODE CONSTRUCTION

We come now to the main code construction of this paper,
namely the code constructionC = (C, Hin) that was outlined
in Section I. In particular, Section III-A gives all the details
of the channel model and the code construction, Section III-B
presents the error and erasure correction capabilities of the
code, and Section III-C discusses a variety of examples based
on specific choices for the codeC and the matrixHin, and
compares them with alternative code constructions. (Decoding
algorithms forC will be discussed in Section IV.)

A. Channel Model and Code Definition

We consider the following channel model. Anm× n array
Γ over F is stored (or transmitted), andΓ is subject to the
following error and erasure types (see also Table I and Fig. 1):

(T1) Block errors:a subset of columns inΓ that are indexed
by J ⊆ 〈n〉 can be erroneous.

(T2) Block erasures:a subset of columns inΓ that are indexed
by K ⊆ 〈n〉 \ J can be erased.

(T3) Symbol errors:a subset of entries inΓ that are indexed
by L ⊆ 〈m〉 × (〈n〉 \ (K ∪ J )) can be erroneous.

(T4) Symbol erasures:a subset of entries inΓ that are indexed
by R ⊆

(

〈m〉 × (〈n〉 \ K)
)

\ L can be erased.

Let them× n matrix E overF represent the alterations that
happen toΓ over time (or during transmission). Then the read
out (or received) message is given by them× n matrix

Υ = Γ + E
over F . Note that our formalism treats erasures like errors,
with the side informationK andR telling us their location.
(Of course, the setsJ andL are not known to the decodera
priori .)

Write τ = |J |, ρ = |K|, ϑ = |L|, and ̺ = |R|. The
total number of symbol errors (resulting from error types (T1)
and (T3)) is at mostmτ + ϑ and the total number of symbol
erasures (resulting from erasure types (T2) and (T4)) ismρ+
̺; hence, we should be able to correct all error and erasure
types (T1)–(T4) (when occurring simultaneously) while using
a code of lengthmn overF with minimum distance at least
m(2τ+ρ)+2ϑ+̺+1. However, such a strategy does not take
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into account the fact that errors of type (T1)–(T2) are aligned
across them rows of them×n arrayΓ. The next construction
is designed to take advantage of such an alignment.

Definition 4 Let C be a linear[n, k, d] code overF , and let
Hin be anm×(mn) matrix overF that satisfies the following
two properties for some positive integerδ:

(a) Every subset ofδ − 1 columns inHin is linearly inde-
pendent (namely,Hin is a parity-check matrix of a linear
code overF of lengthmn and minimum distance at least
δ), and

(b) writing

Hin =
(

H0 H1 . . . Hn−1

)

,

with H0, H1, . . . , Hn−1 being m × m sub-matrices of
Hin, eachHj is invertible overF .

Given C and Hin, we defineC = (C, Hin) to be the linear
[mn,mk] code overF which consists of allm× n matrices

Γ =
(

Γ0 Γ1 . . . Γn−1

)

over F (whereΓj stands for columnj of Γ) such that each
row in

Z =
(

H0Γ0 H1Γ1 . . . Hn−1Γn−1

)

(14)

is a codeword ofC. �

One can view the codeC as a (generalized) concatenated
code, where the outer code is anm-level interleaving ofC,
such that anm× n matrix

Z =
(

Z0 Z1 . . . Zn−1

)

over F is an outer codeword if and only if each row inZ
belongs toC. Each column inZ then undergoes encoding by
an inner encoder of rate one, where the encoder of columnj
is given by the bijective mappingZj 7→ H−1

j Zj .

B. Error Correction Capabilities

This subsection discusses what combinations of errors and
erasures of the types (T1)–(T4) can be handled by the code
C = (C, Hin) that was specified in Definition 4.

Theorem 5 There exists a decoder for the codeC that
correctly recovers the transmitted array in the presence of
errors of types (T1)–(T4) (which may occur simultaneously),
wheneverτ (= |J |), ρ (= |K|), ϑ (= |L|), and ̺ (= |R|)
satisfy

2τ + ρ ≤ d− 2 ,

2ϑ+ ̺ ≤ δ − 1 .

Proof: Using puncturing as in the proof of Theorem 2, it
suffices to prove the theorem for the case whereK is empty,
i.e., there are no erasure events of type (T2).

The proof is by contradiction. So, assume thatE and Ê are
two distinctm×n matrices that correspond to error events of

types (T1), (T3), and (T4), with the respective setsJ , Ĵ , L,
and L̂ satisfying

2τmax ≤ d− 2 ,

2ϑmax + ̺ ≤ δ − 1 ,

where

τmax = max{|J |, |Ĵ |} ,

ϑmax = max{|L|, |L̂|} ,

and̺ = |R| (the symbol erasure setR is the same for both
E and Ê). We will have reached a contradiction once we have
shown thatE − Ê is a codeword ofC if only if E = Ê .

Let Z be them× n matrix

Z =
(

H0(E0−Ê0) H1(E1−Ê1) . . . Hn−1(En−1−Ên−1)
)

.

Observe that since the matricesH0, H1, . . . , Hn−1 are all
invertible overF , we get that a column inZ is zero if and
only if it is zero in E − Ê ; in particular,Z = 0 if and only if
E = Ê . Write

Q = supp(E − Ê) \ (J ∪ Ĵ ) ,

namely, the setQ indexes the columns ofE − Ê that contain
errors of type (T3) and (possibly part of) the erasures of
type (T4). For eachj ∈ Q, denote bywj the number of
nonzero entries inEj − Êj (that is,wj =

∣

∣supp
(

(Ej − Êj)T
)∣

∣).
The total number of nonzero entries in(E − Ê)Q satisfies:

∑

j∈Q

wj ≤ |L ∪ L̂ ∪ R| ≤ 2ϑmax + ̺ ≤ δ − 1 .

Consider the respective columns inZ:

Zj = Hj(Ej − Êj) , j ∈ Q .

EachZj is a nontrivial linear combination ofwj columns of
Hin, and, obviously, for distinct indexesj these combinations
involve disjoint sets of columns ofHin. Recalling that every
subset of

∑

j∈Q wj (≤ δ − 1) columns inHin is linearly
independent, we thus get that the set of columns of(Z)Q is
linearly independent, that is,

rank(Z) ≥ rank
(

(Z)Q
)

= |Q| .
On the other hand,

|supp(Z)| ≤ |J |+ |Ĵ |+ |Q| ≤ 2τmax + |Q| ≤ d− 2 + |Q|
and, so,

|supp(Z)| − rank(Z) ≤ d− 2 .

Hence, we conclude from Lemma 1 that each row inZ belongs
to C only if Z = 0. Equivalently,E − Ê belongs toC if only
if E = Ê , as promised.

Remark 6 We draw the attention of the reader to the con-
dition on τ andρ in Theorem 5, namely, that the expression
2τ + ρ be at mostd − 2, rather than the (more common)
requirement that it be at mostd− 1. It is this slightly stronger
condition that, implicitly, provides the required redundancy for
correcting the (additional) symbol errors and erasures.�



9

Remark 7 Theorem 5 indirectly implies a dependence of
the correction capability of errors of type (T3)–(T4) on the
parameterm, which, in turn, is part of the specification of
the errors of type (T3)–(T4). Specifically, the largest possible
value for δ can be the minimum distance of any linear code
of lengthmn and redundancym overF . Of course, one may
re-arrange the array by grouping together non-overlappingsets
of s columns, for some integers > 0, to form anm′×n′ array
wherem′ = sm andn′ = n/s (assuming the latter ratio is an
integer). The block errors and the symbol errors will remain
so also in this modified setting, except that the block errors
will be more structured than just being phased with respect
to the (new) parameterm′. If this additional structure is not
taken into account, the codeC is bound to be sub-optimal.�

Remark 8 In contrast to the previous remark, ifm is (much)
larger than the redundancy needed from a linear code of
length mn and minimum distanceδ as in Theorem 5, we
may partition each column in the original array intos new
columns, thereby forming anm′ ×n′ array, wherem′ = m/s
andn′ = sn, such thatm′ is (just) the redundancy required
from a linear code of lengthmn and minimum distanceδ.
Of course, this will increase the number of block errors by a
factor ofs, yet as long asn′ is sufficiently small to allow us to
use a maximum-distance separable (MDS) code forC (as will
be the case in the examples in Section III-C), we will obtain
a gain in the redundancy: it will reduce from(2τ + ρ)m+m
to (2τ + ρ)m + m′. Thus, the codeC is suitable for (the
rather practical) scenarios where the number of symbol errors
is relatively small compared to the block-error lengthm. �

Remark 9 One may speculate whether Theorem 5 holds for
the following more general definition ofC: instead of requiring
that each row ofZ in (14) be a codeword ofC, require that
Z belong to a linear[n, k, d] code overGF(qm), where each
column ofZ is regarded as an element of the latter field with
respect to some basis of that field overF . It turns out that
Theorem 5 doesnot hold for this more general setting, as
shown by the following counterexample.

Let d = 2 (i.e., τ = ρ = 0). Assume thatn ≤ qm − 1
and letC0, C1, C2, . . . , Cn−1 be anyn distinct powers of an
m×m companion matrix of some irreducible polynomial of
degreem over F [22, p. 106], whereC0 = I (the m × m
identity matrix). Then

{

Z =
(

Z0 Z1 . . . Zn−1

)

:
∑

j∈〈n〉

CjZj = 0

}

is a linear[n, n−1, 2] code overGF(qm) (with the columns of
eachZ being the codeword coordinates). The respective code
C would then be written as
{

Γ =
(

Γ0 Γ1 . . . Γn−1

)

:
∑

j∈〈n〉

CjHjΓj = 0

}

.

If δ ≥ 3 then the2m columns ofH0 andH1 are all nonzero
and distinct. Therefore, we can selectC1 6= I so that the
first column (say) inC1H1 equals the first column (say) in
H0 = C0H0. Yet this means that there exists a nonzeroΓ ∈ C

that contains only two nonzero entries. Therefore,C cannot
have a decoder that corrects all one-symbol error patterns.�

C. Examples

In this subsection, we consider various special choices for
C and Hin and demonstrate the properties of the resulting
codeC = (C, Hin). Specifically, in Example 10 below, we
discuss complexity advantages, in an error-detection setting,
that the constructionC can offer (with a suitable choice for
C andHin) over MDS codes with the same length and size.
In Examples 11 and 12, we show cases whereC is MDS
(in fact, GRS), and, in contrast, we exhibit in Example 13 a
choice of parameters for which no MDS code can have the
same length, size, and symbol–block correction capabilityas
C. In Examples 14–16, we demonstrate the advantages of the
codeC over other existing alternatives for handling errors of
types (T1)–(T4), such as concatenated codes and generalized
concatenated (GC) codes.

Example 10 We consider first the special case wheremn ≤
q+1. Here, we can takeC to be an MDS code overF andHin

to be a parity-check matrix of an MDS code overF . Under
such circumstances we haved = n − k + 1 and δ = m + 1,
which means that it suffices that the sizesτ , ρ, ϑ, and̺ satisfy

2τ + ρ ≤ n− k − 1 ,

2ϑ+ ̺ ≤ m .

The redundancy ofC, beingm(n − k), is then the smallest
possible for this correction capability: since the total number of
symbol errors can be as large asmτ +ϑ and the total number
of symbol erasures ismρ + ̺, by the Reiger bound ([21],
[25]) we need a redundancy of at leastm(2τ + ρ) + 2ϑ + ̺
symbols overF in order to be able to correct all error types
(T1)–(T4). Admittedly, the same performance of correction
capability versus redundancy can be achieved also by a single
linear [mn,mk] MDS codeC over F (which exists under
the assumption thatmn ≤ q + 1). However, as pointed out
earlier, the use of such a codeC does not take into account
the alignment of error types (T1) and (T2) across the rows
of the receivedm × n array. It is this alignment that allows
C to achieve the same correction capability using a codeC,
which is m times shorter thanC. While we still need forC
the parity-check matrixHin of an MDS code of lengthmn,
the redundancy of the latter code needs to be onlym, rather
thanm(n− k).

To demonstrate the savings thatC may offer compared
to C, consider the simple problem of verifying whether a
given m × n arrayΓ belongs to the code (namely,detecting
whether errors have occurred). When usingC, we will regard
Γ as a vector of lengthmn overF and the checking will be
carried out through multiplication by an(m(n−k)) × (mn)
(systematic) parity-check matrix ofC, thereby requiring up to
2m2k(n − k) operations (namely, additions and multiplica-
tions) inF . In contrast, when usingC, we will first compute
the arrayZ as in (14) while requiring less than2m2(n − 1)
operations inF (one of the matricesHj can be assumed to
be the identity matrix); then we will compute the syndrome
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of each row ofZ, for which we will need up to2mk(n− k)
operations inF . �

Example 11 Suppose thatmn ≤ q − 1 and selectC to be an
[n, k, d=n−k+1] GRS codeCGRS overF as in Section II-B.
For everyj ∈ 〈n〉, let

Hj =
(

βh
κ,j

)

h∈〈m〉,κ∈〈m〉
,

such that the elementsβκ,j are distinct and nonzero inF for all
κ ∈ 〈m〉 andj ∈ 〈n〉; the respective matrixHin = (Hj)j∈〈n〉

is then a parity-check matrix of an[mn,m(n−1),m+1] GRS
code overF . Given anym×n matrix Γ = (Γκ,j)κ∈〈m〉,j∈〈n〉

overF , the entries ofHjΓj are given by

(HjΓj)h =
∑

κ∈〈m〉

Γκ,jβ
h
κ,j , h ∈ 〈m〉 .

(Recall the definition ofΓj from Definition 4.) Hence,Γ is in
C = (C, Hin) if and only if

∑

κ∈〈m〉

∑

j∈〈n〉

Γκ,jα
i
jβ

h
κ,j = 0 , h ∈ 〈m〉 , i ∈ 〈d− 1〉 .

(Note that ifβκ,j depended only onκ, thenC could be seen
as a two-dimensional shortening of a two-dimensional cyclic
code; see, for example [28].) �

Example 12 We show that sometimes the constructionC in
Example 11 is an MDS code. Assume therein thatm divides
q − 1 and that for everyj ∈ 〈n〉, the multiplicative order of
αj divides(q− 1)/m (thus, eachαj hasm distinctmth roots
in F ). For everyj ∈ 〈n〉, selectβ0,j , β1,j , . . . , βm−1,j to be
the distinct roots ofαj in F . ThenΓ ∈ C if and only if

∑

κ∈〈m〉

∑

j∈〈n〉

Γκ,jβ
h+mi
κ,j = 0 , h ∈ 〈m〉 , i ∈ 〈d− 1〉 .

The latter condition, in turn, is equivalent toΓ being a
codeword of a GRS code of lengthmn and redundancy
(d− 1)m overF . �

In contrast, the following example shows that sometimes
C = (C, Hin) is not an MDS code, even whenC is MDS and
Hin is a parity-check matrix of an MDS code.

Example 13 Suppose thatq is a power of4 and takem = 3
andn = (q + 2)/3. SelectHin to be a parity-check matrix of
a [q+2, q−1, 4] triply-extended GRS code overF [22, p. 326]
andC to be any linear[n, k] code overF . Thus,C is a linear
[q+2, 3k] code overF . It follows from the already-proved
range of the MDS conjecture thatC, being longer thanq+1,
cannot be MDS when, say,2 ≤ k ≤ 1 + 1

6

√
q [33]. �

In fact, Example 13 shows that there are choices ofF , n,
m, τ , and ϑ for which the constructionC = (C, Hin) can
be realized to correct anyτ block errors and anyϑ symbol
errors, while, on the other hand, there are no codes overF of
the same length and size asC that can correct any2τm+ ϑ
symbol errors (Example 14 below presents a larger range of
parameters where this may happen).

In Examples 14–16, we make a running assumption that
n ≤ q, in which caseC can be taken as an MDS code, such as

a (possibly extended) GRS code. For the sake of simplicity,
we will consider in these examples only the block–symbol
error-only case,i.e., no erasures are present.

Example 14 Given positiveτ , ϑ, n, andF = GF(q) (such
that2τ+2 ≤ n ≤ q), we takeHin to be a parity-check matrix
of a (possibly extended) shortened BCH code of lengthmn
overF , wherem is determined byϑ, n, andq to satisfy the
equality

m = 1 +
⌈q−1

q
· (2ϑ− 1)

⌉

·
⌈

logq(mn)
⌉

(so mn may be larger thanq; see [26, p. 260]). The codeC
is taken as a (possibly extended)[n, k, d] GRS code overF
whered = 2τ + 2. The overall redundancy ofC = (C, Hin)
is then

(2τ + 1)m = 2τm+ 1 +
⌈q−1

q
· (2ϑ− 1)

⌉

·
⌈

logq(mn)
⌉

.

(15)

The first term,2τm, on the right-hand side of (15) is the small-
est redundancy possible if one is to correct anyτ block errors
of lengthm. The remaining term therein is the redundancy (or
an upper bound thereof) of a BCH code that corrects anyϑ
symbol errors overF . In comparison, a shortened BCH code
of lengthmn overF that corrects anyτm+ ϑ symbol errors
may have redundancy as large as

1 +
⌈q−1

q
·
(

2(τm+ ϑ)− 1
)

⌉

·
⌈

logq(mn)
⌉

.

It can be verified that the latter expression is larger than (15)
whenmn > q ≥ 4. �

Example 15 We compare the performance ofC with that of a
concatenated codeC constructed from a linear[m, k, d] inner
code overF and a linear[n,K,D] outer code overGF(qk)
(wheren ≤ q). By the Singleton bound, we can bound the
redundancy ofC from below by

mn− kK ≥ (D−1)m+ (d−1)n− (D−1)(d−1)

= (D−1)(m+1)− n+ d(n−D+1) . (16)

As we mentioned already in Section I-B, any error pattern of
up toτ block errors and up toϑ symbol errors can be correctly
decoded, whenever

2ϑ+ 1 ≤ d(D− 2τ) . (17)

Since in our setting the valuesτ andϑ are prescribed, we can
minimize (16) overd and D, subject to the inequality (17).
Specifically, we define∆ = D − 2τ and, from (17), we can
expressd in terms of ∆ as d = ⌈(2ϑ+ 1)/∆⌉, in which
case (16) becomes

∆(m+ 1) +

⌈

2ϑ+ 1

∆

⌉

(n− 2τ + 1−∆)

+ (2τ − 1)(m+ 1)− n (18)

≥ ∆(m+ 1) +
(2ϑ+ 1)(n− 2τ + 1)

∆
− (2ϑ+ 1)− (n− 2τ + 1) + (2τ − 1)m . (19)
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The minimum of (19) over (a real)∆ is attained at

∆min =

√

(2ϑ+ 1)(n− 2τ + 1)

m+ 1
.

Yet we need to take into account that bothd and∆ are positive
integers.

Case 1:n − 2τ < m+1
2ϑ+1 . In this range (of very smalln)

we have∆min ≤ 1 and, so, we take∆ = 1; namely, for this
range, it is best to let the inner code handle (exclusively) the
symbol errors, and then the outer code is left to correct the
block errors. For this range, the expression (18) becomes

2τm+ 2ϑ(n− 2τ) ,

which is never larger than the smallest possible redundancy,
(2τ +1)m, of C. Notice, however, that whenHin in C can be
taken as a parity-check matrix of an MDS code, thenm = 2ϑ
and therefore this range is empty.

Case 2:n − 2τ ≥ (m + 1) · (2ϑ + 1). In this range we
have∆min > 2ϑ+1 and, so, the expression⌈·⌉ (for d) in (18)
equals1; namely, for this range, it is best to regard the symbol
errors as block errors. Therefore, we take∆ = 2ϑ+1 and the
expression (18) becomes

2(τ + ϑ)m ,

which is larger than the redundancy ofC wheneverϑ > 0
(assuming thatC in C is an MDS code).

Case 3: m+1
2ϑ+1 ≤ n− 2τ < (m+1) · (2ϑ+1). In this range,

we plug the expression for∆min into (19), resulting in the
following lower bound expression on the redundancy ofC:

2
√

(2ϑ+ 1)(n− 2τ + 1)(m+ 1)− (2ϑ+ 1)

− (n− 2τ + 1) + (2τ − 1)m .

This lower bound is greater than the redundancy ofC when-
ever

4(2ϑ+ 1)(n− 2τ + 1)(m+ 1)

>
(

2m+ (2ϑ+ 1) + (n− 2τ + 1)
)2

. (20)

Since the left-hand side of (20) is a cubic expression while
the right-hand side is only quadratic, the inequality (20) is
expected to hold for a range of parameters of interest, e.g.,
whenm, τ , andϑ scale linearly withn. �

Example 16 In many cases, the redundancy ofC is smaller
even than that of the generalized concatenated (GC) code
construction defined through conditions (G1)–(G2) in Sec-
tion I-B. Referring to the notation therein, we first note that
if Dv > 2τ +1, then the contribution of condition (G2) alone
to the redundancy is already at least(Dv−1)m ≥ (2τ +1)m.
Hence, we assume thatDv = 2τ +1, in which case, from (1),
we get thatrv ≥ dv − 1 ≥ 2ϑ. Thus, condition (G2) induces
a redundancy of at least2τm, and condition (G1) adds a
redundancy of at least

v
∑

i=1

(ri − ri−1)(Di−1 − 1− 2τ) . (21)

In Appendix A, we show that the expression (21) is bounded
from below by

(2ϑ+ 1) lnϑ+ 2γ · ϑ+O(1) , (22)

where γ is Euler’s constant (approximately0.5772) [11,
p. 264]. TakingC in C as an MDS code, the redundancy ofC

is then smaller than that of GC codes (with the same correction
capabilities) whenever (22) exceedsm. �

IV. D ECODING ALGORITHMS FOR THE

MAIN CODE CONSTRUCTION

We now discuss a variety of decoders for the codeC =
(C, Hin) that was specified in Definition 4, for the case where
the constituent codeC is a GRS code. Section IV-A presents a
polynomial-time decoding algorithm for error and erasuresof
types (T1)–(T4) as far as they are correctable as guaranteed
by Theorem 5, and provided that the code parametersn, d, δ,
ρ, and̺ satisfy a certain inequality (see Theorem 18 below).
Then, we consider the constructionC as in Example 11 (where
C is a GRS code andHin is a parity-check matrix of a GRS
code) and present some more specialized decoders for this
construction. Namely, Section IV-B discusses a decoder that
handles errors and erasures of types (T1), (T2), (T4), but
not of type (T3), and Section IV-C introduces a decoder that
handles errors and erasures of types (T1), (T2), (T4), and
some combinations of errors of type (T3), including the case
where there are at most three errors of type (T3).4 As of yet,
we do not have an efficient decoder that corrects all error
patterns that satisfy the conditions of Theorem 5 (even for the
construction of Example 11, excepting certain special cases
such as Example 12).

Assume thatm, τ , ρ, ϑ, and̺ scale linearly withn. If C

is replaced by a GRS code (if such a code exists) then the
decoding complexity scales linearly with(n2)2 = n4. One of
the main purposes of defining the codeC = (C, Hin) is the
potential existence of a decoding algorithm whose complexity
does not scale higher thann3, as is the case for the special
choices ofC = (C, Hin) and decoders in Sections IV-B
and IV-C.

A. Polynomial-Time Decoding Algorithm

Example 12 demonstrates one particular instance of the
constructionC = (C, Hin) for which the decoder guaranteed
by Theorem 5 has an efficient implementation (simply because
in this case the codeC is a GRS code). In this section, we
exhibit a much wider range of instances for which decoding
can be carried out in polynomial-time complexity.

Specifically, we consider the case where the codeC is a GRS
code overF (and, so,n ≤ q − 1), andHin is an arbitrary
m× (mn) matrix overF that satisfies the two properties (a)–
(b) in Definition 4. The columns ofm × n arrays will be

4A small number of errors of type (T3) is a realistic assumption for memory
storage applications that usescrubbing, i.e., memory storage applications
where a background task periodically inspects the memory for errors and
corrects them if necessary. Such a background task helps avoid the accumu-
lation of errors between the time that a program writes and reads a certain
memory location.
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regarded as elements of the extension fieldGF(qm) (according
to some basis ofGF(qm) overF ). When doing so, the matrix
Z in (14) can be seen as a codeword of a GRS codeC′ over
GF(qm), whereC′ has the same code locators(αj)j∈〈n〉 as
C (this observation was used, for example, in [32], and more
recently in [13]).

Let Γ ∈ C be the transmittedm × n array and letΥ be
the receivedm × n array, possibly corrupted byτ errors of
type (T1) andϑ errors of type (T3), whereτ ≤ (d/2)− 1 and
ϑ ≤ (δ − 1)/2. We first compute anm× n array

Y =
(

H0Υ0 H1Υ1 . . . Hn−1Υn−1

)

,

whereY containsτ + ϑ ≤ (d+ δ − 3)/2 erroneous columns.
Regarding nowY as a corrupted version of a codeword of
C′, we can apply alist decoderfor C′ to Y . Such a decoder
returns a list of up to a prescribed numberL of codewords of
C′, and the returned list is guaranteed to contain the correct
codeword, provided that the number of erroneous columns
in Y does not exceed thedecoding radiusof C′. In our
decoding, we will use the polynomial-time list decoder due
to Guruswami and Sudan [12] (for variations of the algorithm
that reduce its complexity, see [18] and [37]). For any GRS
code of lengthn and minimum distanced (over any field)
and for any prescribed list sizeL, their decoder will return
the correct codeword as long as the number of errors does not
exceed⌈nΘL(d/n)⌉ − 1, whereΘL(d/n) is the maximum
over s ∈ {1, 2, . . . , L} of the following expression:

ΘL,s(d/n) = 1− s+ 1

2(L+ 1)
− L

2s

(

1− d

n

)

(see [26, Chapter 9.5]). Thus, ifL is such that

nΘL(d/n) ≥ (d+ δ − 1)/2 , (23)

then the returned list will contain the correct codeword

Z =
(

H0Γ0 H1Γ1 . . . Hn−1Γn−1

)

of C′. For each arrayZ ′ in the list we can compute the
respective array inC,

Γ′ =
(

H−1
0 Z ′

0 H−1
1 Z ′

1 . . . H−1
n−1Z

′
n−1

)

,

and it follows from the proof Theorem 5 that only one such
computed arrayΓ′—namely, the transmitted arrayΓ—can
correspond to an error pattern of up to(d/2)− 1 block errors
and up to(δ − 1)/2 symbol errors. Finding that array can
be done simply by checking each computedZ ′ against the
received arrayΥ.

Remark 17 While the decoding scheme that we have just
outlined makes essential use of an efficient list decoder for
the m-level interleaving ofC, nothing is assumed aboutHin

beyond properties (a)–(b) in Definition 4. In particular, nothing
is assumed about the decoding complexity of the code overF
that is defined by the parity-check matrixHin. �

Our decoding scheme can be generalized to handle also
erasures of types (T2) and (T4) by applying a list decoder
for the GRS code obtained by puncturingC′ on the columns

that are affected by erasures: this translates into replacing d
by d− ρ− ̺ (assuming that the latter value is positive).

The next theorem characterizes a range of parameters for
which (23) holds for some polynomially-large list sizeL (and,
thus,C can be decoded in polynomial time).

Theorem 18 For C = (C, Hin) such thatC is a GRS code
overF , the decoder guaranteed by Theorem 5 can be imple-
mented by a polynomial-time algorithm, whenever

d− ρ− ̺ ≥ 2
√

δ(n− ρ− ̺)− δ (24)

(or, simply, wheneverd ≥ 2
√
δn− δ in caseρ = ̺ = 0).

Proof: We will assume in the proof thatρ = ̺ = 0; the
general case follows by observing that any puncturing ofC′

on ρ+ ̺ positions results in a GRS code of lengthn− ρ− ̺
and minimum distanced− ρ− ̺.

Our proof will be complete once we identify a poly-
nomially-largeL for which (23) holds. We takeL to be such
that

d

n
≥ 2

√

δ − 1

n
− δ − 1

n
+

2

L+ 1
. (25)

It readily follows from (24) that there exists such anL which
is at most quadratic inn.

Defines to be

s = L−
⌈

L ·
√

δ − 1

n

⌉

.

From (25) we have

d

n
≥ s

L− s
· δ − 1

n
+

L+ 1− s

L+ 1
,

which can also be rewritten as

d

n
≥ 2s

L− s

(

δ − 1

2n
+

L

2s
+

s+ 1

2(L+ 1)
− 1

)

.

Multiplying both sides by(L− s)/(2s) and rearranging terms
yields

1− s+ 1

2(L+ 1)
− L

2s

(

1− d

n

)

≥ d

2n
+

δ − 1

2n
,

which is equivalent to

ΘL,s(d/n) ≥
d+ δ − 1

2n
.

This, in turn, implies (23).
The range of parameters in (24) may potentially be in-

creased in light of a recent result of Guruswami and Xing
on list decoding of interleaved GRS codes [13].

B. Decoding of Errors and Erasures of Type (T1), (T2), (T4),
but not of Type (T3)

In this section, we present an efficient decoder for the code
C when constructed as in Example 11, for the special case
whereϑ = |L| = 0 (no errors of type (T3)).5

5This special case has also been considered in [29], yet underthe setting
of Section II-C, namely, where the decoding algorithm may fail with a
(controlled) positive probability.



13

An m× n matrix Γ is transmitted and anm× n matrix

Υ = Γ + E

is received, whereE = (εκ,j)κ∈〈m〉,j∈〈n〉 is anm × n error
matrix, withJ (⊆ 〈n〉) (respectively,K (⊆ 〈n〉)) indexing the
columns in which block errors (respectively, block erasures)
have occurred, andR (⊆ 〈m〉 × 〈n〉) is a nonempty set of
positions where symbol erasures have occurred.6 We assume
that d, τ (= |J |), andρ (= |K|) satisfy

2τ + ρ ≤ d− 2 (26)

and that̺ (= |R|) satisfies

0 < ̺ ≤ m .

Define

Y =
(

H0Υ0 H1Υ1 . . . Hn−1Υn−1

)

and

E = (eh,j)h∈〈m〉,j∈〈n〉

=
(

H0E0 H1E1 . . . Hn−1En−1

)

.

Clearly,

Y = Z + E ,

whereZ is given by (14). In particular, every row inZ is a
codeword ofCGRS.

Next, write R = {(κℓ, jℓ)}ℓ∈〈̺〉. For eachℓ ∈ 〈̺〉, define
the following univariate polynomial (of degree̺− 1)

B(ℓ)(y) =
∑

i∈〈̺〉

B
(ℓ)
i yi (27)

=
∏

(κ,j)∈R\{(κℓ,jℓ)}

1− βκ,jy

1− βκ,jβ
−1
κℓ,jℓ

, (28)

and lete(ℓ) = (e
(ℓ)
j )j∈〈n〉 denote row̺ −1 of the(m+̺−1)×

n matrix B(ℓ)(y)E(y, x) (where we recall the definition of
E(y, x) from Section I-C). We have

supp(e(ℓ)) ⊆ J ∪ K ∪ {jℓ} , ℓ ∈ 〈̺〉 .

Indeed, the contribution of a symbol erasure at position(κ, j)
in E to the columnEj(y) of E(y, x) is an additive term of
the form

εκ,j · Tm(y;βκ,j) = εκ,j ·
1− (βκ,jy)

m

1− βκ,jy

(where we recall the definition ofTm(·; ·) from Section I-C);
so, if (κ, j) 6= (κℓ, jℓ) then the product

B(ℓ)(y)·εκ,j ·
1− (βκ,jy)

m

1− βκ,jy
= εκ,j ·

B(ℓ)(y)

1− βκ,jy
·
(

1− (βκ,jy)
m
)

is a polynomial in which the powersy̺−1, y̺, . . . , ym−1 have
zero coefficients.

6When performing arithmetic operations onΥ, we assume that the erased
entries in the array are preset to some arbitrarily-selected elements ofF ,
whereas the setsK andR are provided as side information. Thus,E is also
an array overF .

Now, for eachℓ ∈ 〈̺〉, every row in the(m+̺−1) × n
array Z(ℓ)(y, x) = B(ℓ)(y)Z(y, x) is a codeword ofCGRS.
Therefore, by applying a decoder forCGRS to row ̺ − 1 of
Z(ℓ) with ρ+ 1 erasures indexed byK ∪ {jℓ}, we should be
able to decode the vectore(ℓ), based on our assumption (26).

It follows from the definition ofe(ℓ) that for everyj ∈ 〈n〉,














e
(0)
j

e
(1)
j

...

e
(̺−1)
j















=















B
(0)
0 B

(0)
1 . . . B

(0)
̺−1

B
(1)
0 B

(1)
1 . . . B

(1)
̺−1

...
...

...
...

B
(̺−1)
0 B

(̺−1)
1 . . . B

(̺−1)
̺−1





























e̺−1,j

e̺−2,j

...

e0,j















.

(29)

In particular,

e
(ℓ)
jℓ

=
∑

i∈〈̺〉

B
(ℓ)
i

∑

κ : (κ,jℓ)∈R

εκ,jℓβ
̺−1−i
κ,jℓ

=
∑

κ : (κ,jℓ)∈R

εκ,jℓβ
̺−1
κ,jℓ

B(ℓ)(β−1
κ,jℓ

)

= εκℓ,jℓβ
̺−1
κ,jℓ

.

Ranging over allℓ ∈ 〈̺〉, we are able to recover the erasures
in E at the positionsR. Namely,

εκℓ,jℓ = e
(ℓ)
jℓ
β1−̺
κℓ,jℓ

, ℓ ∈ 〈̺〉 .
This, in turn, allows us to eliminate the symbol erasures from
E.

Fig. 3 summarizes the decoding algorithm of a combination
of errors of type (T1), (T2), and (T4). The complexity of Step1
is O

(

(d+m)mn
)

operations inF (see the discussion that pre-
cedes Example 11). Step 2 requiresO(dρ̺) operations. Each
iteration in Step 3 requiresO(d̺) operations (for Step 3a),
O(d2) operations (for Step 3b), andO(dm) operations (for
Step 3c), totaling toO

(

d(d+m)̺
)

for Step 3. Step 4 requires
O(d2m) operations to compute the error-locator and error-
evaluator polynomials, and an additionalO(dn) for the Chien
search. Finally, Step 5 requiresO(dm2) operations. To sum-
marize, the decoding complexity amounts toO

(

(d+m)mn
)

operations for syndrome computation,O(dn) for the Chien
search, andO

(

d(d+m)m
)

for the remaining steps.

C. Decoding of Errors and Erasures of Type (T1), (T2), (T4),
and with Restrictions on Errors of Type (T3)

In this section, we consider the decoding ofC when
constructed as in Example 11, under certain assumptions on
the setL, namely, under some restrictions on the symbol error
positions (errors of type (T3)). These restrictions alwayshold
when |L| ≤ 3 andd is sufficiently large.

Specifically, we consider the case where each column,
except possibly for one column, contains at most one symbol
error. The general strategy will be to locate the positions
of these errors, thereby reducing to the case considered in
Section IV-B. We use the same notation as in that section,
except that the setL is not necessarily empty and that (for
reasons of simplicity) the setR is empty. As in Section IV-B,
the numberτ of block errors and the numberρ of block
erasures satisfy2τ + ρ ≤ d− 2.
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Input:
• Array Υ of sizem× n overF .
• SetK of indexes of column erasures.
• SetR = {(κℓ, jℓ)}ℓ∈〈̺〉 of positions of symbol erasures.

Steps:
1) Compute them× (d−1) syndrome array

S =
(

H0Υ0 H1Υ1 . . . Hn−1Υn−1

)

HT

GRS .

2) Compute the modified syndrome array to be the unique̺ ×
(d−1) matrix σ that satisfies the congruence

σ(y, x) ≡ S(y, x)
∏

j∈K

(1− αjx) (mod {xd−1, y̺}) .

3) For everyℓ ∈ 〈̺〉 do:

a) Compute row̺ −1 in the unique̺ × (d−1) matrix σ(ℓ)

that satisfies the congruence

σ(ℓ)(y, x) ≡ B(ℓ)(y)σ(y, x) (1− αjℓx)

(mod {xd−1, y̺}) ,

whereB(ℓ)(y) is as in (27).

b) Decodee(ℓ)jℓ
(i.e., entryjℓ in e

(ℓ)) by applying a decoder
for CGRS using row ̺ − 1 in σ(ℓ) as syndrome and
assuming that columns indexed byK ∪ {jℓ} are erased.
Computeεκℓ,jℓ = e

(ℓ)
jℓ
· β1−̺

κℓ,jℓ
.

c) Update the received arrayΥ and the syndrome arrayS
by

Υ(y, x)← Υ(y, x)− εκℓ,jℓ ·x
jℓyκℓ

S(y, x)← S(y, x)− εκℓ,jℓ ·Td−1(x;αjℓ )·Tm(y;βjℓ ) .

4) For everyh ∈ 〈m〉, apply a decoder forCGRS using rowh
of S as syndrome and assuming that columns indexed byK
are erased. LetE be them × n matrix whose rows are the
decoded error vectors for allh ∈ 〈m〉.

5) Compute the error array

E =
(

H−1
0 E0 H−1

1 E1 . . . H−1
n−1En−1

)

.

Output:
• Decoded arrayΥ− E of sizem× n.

Fig. 3. Decoding of errors and erasures of type (T1), (T2), (T4), but not of
type (T3). (See Section IV-B.)

When ϑ = |L| > 0, we write L = {(κℓ, jℓ)}ℓ∈〈ϑ〉, and
assume that that there exists aw ∈ 〈ϑ〉 such that the values
j0, j1, . . . , jw are all distinct, whilejw = jw+1 = · · · = jϑ−1.
Furthermore,ϑ andw should satisfy the inequalities

ϑ ≤ m

2
, (30)

w + τ + ρ ≤ d− 2 . (31)

(While the inequality in (30) is already part of the requirements
in Theorem 5, we need the inequality in (31) so that (13) will
hold. Specifically, the inequality in (31) says that the number
of erroneous columns does not exceedd− 1. Observe that the
inequality2τ + ρ ≤ d− 2 and the inequality in (30) together
imply (31) wheneverm ≤ d− ρ.)

Without any loss of generality, we will also assume that
εκℓ,jℓ 6= 0 for every ℓ ∈ 〈ϑ〉. The set{jℓ}ℓ∈〈w+1〉 will be
denoted hereafter byL′. Whenϑ = 0, we formally definew

to be0 andL′ to be the empty set.
Let the modified syndromeσ be the uniquem × (d−1)

matrix that satisfies

σ(y, x) ≡ S(y, x) ·
∏

j∈K

(1− αjx) (mod xd−1) ,

and letS̃ be them× (d−1−ρ) matrix formed by the columns
of σ that are indexed by〈ρ, d− 1〉. We recall from (13) that
µ = rank(S̃) = rank

(

(E)J∪L′

)

.
If µ ≥ 2w + 2, then we can regard the columns that are

indexed byL′ as full block errors (namely, errors of type (T1)),
and the conditions of Lemma 3 will still be satisfied, namely,
we will have

2(τ + w + 1) + ρ ≤ d+ µ− 2 .

Therefore, we assume from now on thatµ ≤ 2w + 1.
By (13) we get that for everyj ∈ J ∪L′, columnEj belongs

to colspan(S̃). In particular, this holds forj ∈ L′ \ {jw}, in
which caseEj (in polynomial notation) takes the form

Ej(y) = εκ,j · Tm(y;βκ,j) .

Let the row vectorsa0,a1, . . . ,am−µ−1 form a basis of
the dual space ofcolspan(S̃), and for everyi ∈ 〈m− µ〉,
let ai(y) denote the polynomial of degree less thanm with
coefficient vectorai; we can further assume that this basis
is in echelon form,i.e., deg a0(y) < deg a1(y) < . . . <
deg am−µ−1(y) < m. This, in turn, implies that the degree
of a(y) = gcd(a0(y), a1(y), . . . , am−µ−1(y)) satisfies

deg a(y) ≤ µ ,

namely,a(y) has at mostµ (≤ 2w + 1) distinct roots inF .
Now, it is easy to see that for everyξ ∈ F , the column
vector (ξh)h∈〈m〉 (also represented asTm(y; ξ)) belongs to
colspan(S̃) (and, hence, tocolspan(E)J∪L′ ), if and only if
ξ is a root ofa(y). In particular,βκℓ,jℓ is a root ofa(y) for
everyℓ ∈ 〈w〉. We denote byR the root subset

R =
{

(κ, j) : a(βκ,j) = 0
}

, (32)

and define the polynomialA(y) by

A(y) =

η
∑

i=0

Aiy
i =

∏

(κ,j)∈R

(1− βκ,jy) , (33)

whereη = |R|.
Consider the(m−η) × n matrix Ê = (êh,j)h∈〈m−η〉,j∈〈n〉

which is formed by the rows ofA(y)E(y, x) that are indexed
by 〈η,m〉. Specifically,

êh,j =

η
∑

i=0

Ai eh+η−i,j , h ∈ 〈m− η〉 , j ∈ 〈n〉

(compare with (29)). Respectively, let̂S be the (m−η) ×
(d−1−ρ) matrix formed by the rows ofA(y)S̃(y, x) that are
indexed by〈η,m〉. It readily follows that Êjℓ(y) = 0 for
ℓ ∈ 〈w〉 and that

Êjw (y) =
∑

ℓ∈〈w,ϑ〉

(

εκℓ,jwβ
η
κℓ,jw

A(β−1
κℓ,jw

)
)

· Tm−η(y;βκℓ,jw ) .

(34)
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Observe that the number of summands on the right-hand side
of (34) isϑ−w, and that number is bounded from above by
m− 2w− 1 ≤ m− µ ≤ m− η. This means that̂Ejw (y) = 0
if and only if A(β−1

κℓ,jw
) = 0 for all ℓ ∈ 〈w, ϑ〉. We also recall

that

rank(Ŝ) = rank
(

(Ê)J∪{jw}

)

= µ− η . (35)

Next, we distinguish between the following three cases.
Case 1:η = µ. By (35) we must havêEjw (y) = 0, which

is equivalent to havingA(β−1
κℓ,jℓ

) = 0 for all ℓ ∈ 〈ϑ〉. Thus,
assuming this case, we haveL ⊆ R, and the decoding problem
then reduces to the one discussed in Section IV-B.

Case 2:η = µ− 1. If Êjw (y) = 0 thenL ⊆ R. Otherwise,
it follows from (35) that each column in̂S must be a scalar
multiple of Êjw . The entries ofÊjw , in turn, form a sequence
that satisfies the (shortest) linear recurrence

B(y) =

|R′|
∑

i=0

Biy
i =

∏

(κ,j)∈R′

(1− βκ,jy) ,

where

R′ =
{

(κℓ, jw) : ℓ ∈ 〈w, ϑ〉 andA(β−1
κℓ,jw

) 6= 0
}

.

Indeed, this recurrence is uniquely determined, since the
number of entries inÊjw , which is m − η = m − µ + 1 ≥
m − 2w, is at least twice the degree|R′| (≤ ϑ − w) of
B(y). The recurrence can be computed efficiently from any
nonzero column ofS̃ using Massey’s algorithm for finding
the shortest linear feedback shift register capable of generating
a prescribed finite sequence of symbols [23] (cf. Berlekamp–
Massey algorithm as in, e.g., [26]). We now haveL ⊆ R∪R′,
where

|R ∪ R′| = |R|+ |R′|
≤ η + ϑ− w

≤ 2w + ϑ− w

= ϑ+ w

< m .

So the decoding problem again reduces to that in Section IV-B.
Case 3:η ≤ µ − 2. If Êjw (y) = 0 then (again)L ⊆ R.

Otherwise, the conditions of Lemma 3 hold with respect to
Ê and to the matrixẐ formed by the rows ofA(y)Z(y, x)
indexed by〈η,m〉 (each such row is a codeword ofCGRS).
Hence, we can decodêE. Next, we observe from (34) that for
j = jw, the vectorÊj(y) can be seen as a syndrome of the
column vector

E∗
j (y) =

∑

κ∈〈m〉 : A(β−1

κ,j
) 6=0

εκ,jy
κ

with respect to the following(m−η)×m parity-check matrix
of a GRS code:

H
(j)
GRS =

(

vκ,jβ
h
κ,j

)

h∈〈m−η〉,κ∈〈m〉
, (36)

where

vκ,j =

{

βη
κ,jA(β

−1
κ,j) if A(β−1

κ,j) 6= 0

1 otherwise
. (37)

And since the Hamming weight ofE∗
j is at mostϑ − w <

(m−η)/2, we can decodeE∗
j uniquely fromÊj (again, under

the running assumption thatj = jw). Thus, for everyκ such
that A(β−1

κ,j) 6= 0, we can recover the error valueεκ,j and
subtract it from the respective entry ofΥ, thereby making
R a superset of the remaining symbol errors. The problem
though is that we do not know the indexjw. Therefore, we
apply the above process toeverynonzero column inÊ with
index j 6∈ K. A decoding failure means thatj is certainly
not jw, and a decoding success forj 6= jw will just cause us
to incorrectly change already corrupted-columns inΥ, without
introducing new erroneous columns. We can then proceed with
the decoding ofΥ as in Section IV-B.

Fig. 4 presents the implied decoding algorithm of a com-
bination of errors of type (T1), (T2), and (T3), provided that
the type-(T3) errors satisfy the assumptions laid out at the
beginning of this section; as said earlier, these assumptions
hold whenm ≤ d − ρ and the number of type-(T3) errors is
at most3. Steps 1–3, 6a, and 7–8 in Fig. 4 are essentially
applications of steps in Figs. 2 and 3. Next, we analyze
the complexity of the remaining steps in Fig. 4, starting
with Step 4a. A basis in echelon form of the left kernel of
S̃ can be found usingO(d2m) operations inF , and from
this basis we can computea(y) using m applications of
Euclid’s algorithm, amounting toO(dm2) operations. The
set R can then be found in Step 4b via a Chien search,
requiringO

(

mn·min(d,m)
)

operations, followed byO(d2m)

operations to compute the matrix̂S in Step 4c. The complexity
of Step 5 is dictated by Step 5b therein which, with a Chien
search, can be implemented usingO(m2n) operations. Finally,
Step 6b requiresO

(

d(d+m)m
)

operations inF . In summary,
the decoding complexity of the algorithm in Fig. 4 amounts
to O

(

(d+m)mn
)

operations for syndrome computation and
the Chien search, andO

(

d(d+m)m
)

operations for the other
steps.
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APPENDIX A
ANALYSIS FOR EXAMPLE 16

We derive the lower bound (22) on the expression (21):

v
∑

i=1

(ri − ri−1)(Di−1 − 1− 2τ)

(1)
≥

v
∑

i=1

(ri − ri−1)

(⌈

2ϑ+ 1

di−1

⌉

− 1

)

≥
v

∑

i=1

(ri − ri−1)

(⌈

2ϑ+ 1

ri−1 + 1

⌉

− 1

)

=
v

∑

i=1

ri
∑

j=ri−1+1

(⌈

2ϑ+ 1

ri−1 + 1

⌉

− 1

)

≥
rv
∑

j=1

(⌈

2ϑ+ 1

j

⌉

− 1

)
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Input:
• Array Υ of sizem× n overF .
• SetK of indexes of column erasures.

Steps:
1) Compute them× (d−1) syndrome array

S =
(

H0Υ0 H1Υ1 . . . Hn−1Υn−1

)

HT

GRS .

2) Compute them× (d−1−ρ) matrix S̃ formed by the columns
of S(y, x)

∏

j∈K(1−αjx) that are indexed by〈ρ, d− 1〉. Let
µ = rank(S̃).

3) (Attempt to correct assuming|L′| ≤ µ/2.) Apply Steps 3–4 in
Fig. 2 (withK = K) to the modified syndrome arrayσ(y, x),
to produce an error arrayE. If decoding is successful, go to
Step 8.

4) a) Compute the greatest common divisora(y) of a basis of
the left kernel ofS̃.

b) Compute the setR and the polynomialA(y) as in (32)–
(33). Letη = |R|.

c) Compute the(m−η) × (d−1−ρ) matrix Ŝ formed by
the rows ofA(y)S̃(y, x) that are indexed by〈η,m〉.

5) If η = µ− 1 then do:
a) Compute the shortest linear recurrenceB(y) of any

nonzero column in̂S.

b) Compute the set

R′ =
{

(κ, j) : A(β−1
κ,j) 6= 0 andB(β−1

κ,j) = 0
}

.

c) If |R′| = degB(y) and |R′| ≤ m − η then update
R ← R∪R′.

6) Else if η ≤ µ− 2 then do:
a) Apply Steps 2–4 in Fig. 2 (withK = K) to the syndrome

array Ŝ, to produce an error arraŷE.

b) For every indexj 6∈ K of a nonzero column of̂E do:
i) Apply a decoder for the GRS code with the parity-

check matrixH(j)
GRS as in (36)–(37), withÊj as

syndrome, to produce an error vectorE∗j .
ii) If decoding in Step 6(b)i is successful then letE∗

j =
HjE

∗
j and updateΥj ← Υj − E

∗
j and S(y, x) ←

S(y, x)−E∗
j (y) · Td−1(x;αjℓ ).

7) Apply Steps 2–4 in Fig. 3 toS, K, andR, to produce an error
arrayE.

8) Compute the error array

E =
(

H−1
0 E0 H−1

1 E1 . . . H−1
n−1En−1

)

.

Output:
• Decoded arrayΥ− E of sizem× n.

Fig. 4. Decoding of errors and erasures of type (T1), (T2), (T4), and
with restrictions on errors of type (T3). (See Section IV-C.) For the sake
of simplicity, we assume that there are no erasures of type (T4).

≥
2ϑ
∑

j=1

(⌈

2ϑ+ 1

j

⌉

− 1

)

=

ϑ
∑

j=1

⌈

2ϑ+ 1

j

⌉

,

where the penultimate step follows fromrv ≥ 2ϑ. The lower
bound (22) immediately follows by the known expression for
harmonic sums [11, p. 264].
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