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#### Abstract

We investigate the Wyner-Ziv coding in which the statistics of the principal source is known but the statistics of the channel generating the side-information is unknown except that it is in a certain class. The class consists of channels such that the distortion between the principal source and the side-information is smaller than a threshold, but channels may be neither stationary nor ergodic. In this situation, we define a new rate-distortion function as the minimum rate such that there exists a Wyner-Ziv code that is universal for every channel in the class. Then, we show an upper bound and a lower bound on the rate-distortion function, and derive a matching condition such that the upper and lower bounds coincide. The relation between the new rate-distortion function and the rate-distortion function of the Heegard-Berger problem is also discussed.
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## I. Introduction

In the seminal paper [1], Wyner and Ziv characterized the rate-distortion function of the lossy source coding with side-information at the decoder (See Fig. 11. In this paper, we consider a universal coding of this problem where the statistics of the principal source is known but the channel from the principal source to the side-information is unknown except that it is in a certain class.

To motivate the problem setting investigated in this paper, let us consider the following practical situation first. Suppose that the decoder already has a lossy compressed version of the principal source, and want to get a refined one. The encoder does not know how the previously transmitted lossy version is encoded, but knows that the quality of the lossy version is guaranteed to be above a certain level. What is the minimum additional rate that must be transmitted by the encoder so that the quality of the refined version is above a required level?

[^0]The above mentioned situation can be modeled as follows. The principal source $X^{n}$ is a known i.i.d. source, and the side-information $Y^{n}$ is generated from $X^{n}$ through a channel $W^{n}$. The statistical property of the channel is unknown, but the distortion caused by the channel is smaller than a certain level $E$ for a prescribed distortion measure. We assume that the distortion measure is additive, but the channel may be neither stationary nor ergodic. We consider the maximum distortion constraint and the average distortion constraint for the channel. Since we allow non-ergodic channel, the class of channels constrained by the maximum distortion and that constrained by the average distortion are different. In this problem formulation, we are interested in the minimum rate $R_{m}(D \mid E)$ and $R_{a}(D \mid E)$ such that the reproduction with distortion level $D$ is possible at the decoder for any channel in the classes of channels satisfying the distortion level $E$ with the maximum distortion constraint and the average distortion constrain respectively. In other word, we are interested in the minimum rate such that the universal coding is possible for each class.

For the maximum distortion constrained class, we show an upper bound and a lower bound on $R_{m}(D \mid E)$. We also derive a matching condition such that the upper and the lower bounds coincide. Especially, for the binary Hamming example, we show that the matching condition is satisfied, and thus $R_{m}(D \mid E)$ is completely characterized.

For the average distortion constrained class, we show an upper bound and a lower bound on $R_{a}(D \mid E)$. For the case with $D=0$, i.e., the loss less reproduction case, we show that the upper and lower bounds coincide and thus $R_{a}(0 \mid E)$ is completely characterized. Surprisingly, $R_{a}(0 \mid E)=H(X)$, i.e., the side-information is completely useless, for any $E>0$.

Some remarks on related literatures are in order.
For lossless source coding with side-information, i.e., the Slepian-Wolf network [2], the existence of universal code was first shown by Csiszár and Körner [3] (existence of linear universal code was also shown by Csiszár [4]). After that, the universal codings for the Slepian-Wolf network or other related lossless multi-terminal networks were studied by several researchers [5], [6], [7].

For lossy source coding with side-information, i.e., the Wyner-Ziv network, the universal coding problem was investigated by Merhav and Ziv [8], Jalali et. al. [9], and Reani and Merhav [10]. It should be noted that the universal codes proposed in these literatures are universal for the statistics of the principal source but not for the channel generating the side-information, i.e., the statistics of the channel is known at the encoder. Under the same condition, i.e., known channel, it is also known that the universal code can be constructed for the network with several decoders [11].

The universal Wyner-Ziv coding is also related to the Heeger-Berger problem [12], in which there are several decoders that have their own side-information. The Heeger-Berger problem has not been solved in general, and it has only been solved under the condition that there is a degraded partial order between the channels generating the side-information [13], [14], [15] except some special cases [16], [17]. It should be noted that there is no degraded partial order among the channel class considered in this paper. Thus, the authors believe that the result in this paper also shed some light on the unsolved Heeger-Berger problem.

Our problem setting can be also viewed as a kind of the successive refinement coding [18], [19]. The successive


Fig. 1. The Wyner-Ziv coding system.
refinement coding consists of two layers of the encodings. If the method used by the first layer encoder is not known to the second layer encoder, this is exactly the situation of our problem setting.

Although the universal coding for distortion constrained class of channels is unfamiliar and new in the source coding scenario, this kind of channel is quite natural when the channel is cased by an adversary such as in the data hiding scenario. Indeed, this kind of channel class is commonly used in the information theoretical analysis of the data hiding [20], [21], [22].

There are some technical differences between the data hiding problem and our problem. First, in the data hiding problem, the channel output is only used for the decoding of the encoded message. On the other hand, in our problem, the side-information is not only used for the decoding of the encoded source, but also for the estimation at the decoder. This makes the problem difficult, and causes a gap between the upper bound and the lower bound derived in this paper. Second, in the data hiding problem for the average distortion constrained class of channels, it was shown that the achievable transmission rate is 0 , i.e., the channel is completely useless [21]. On the other hand, in our problem for the average distortion constrained class of channels, the side-information is useless for bin coding, but it can be used for the estimation at the decoder. Thus, $R_{a}(D \mid E)$ can be strictly smaller than the rate-distortion function $R(D)$ without any side-information for $D>0$, though $R_{a}(0 \mid E)=H(X)$.

The rest of this paper is organized as follows. In Section $\Pi$ we introduce notations and the formal definition of the problem. In Section III, we state our main theorems, and show a representative example, i.e., the binary Hamming example. In Sections IV and V we present proofs of the main theorems.

## II. Preliminaries

## A. Notations

Henceforth, we adopt the following notation conventions. Random variables will be denoted by capital letters such as $X$, while their realizations will be denoted by respective lower case letters such as $x$. A random vector of length $n$ is denoted by $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$, while its realization is denoted by $x^{n}=\left(x_{1}, \ldots, x_{n}\right)$. The alphabet of a random variable is denoted by a calligraphic letter such as $\mathcal{X}$, and its $n$-fold Cartesian product is denoted by $\mathcal{X}^{n}$. The probability distribution of random variable $X$ is denoted by $P_{X}$, and its $n$-fold i.i.d. extension is denoted by $P_{X}^{n}$. For a given channel $W$, its $n$-fold i.i.d. extension is denoted by $W^{\times n}$, while $W^{n}$ indicates a channel that is not
necessarily i.i.d.. The set of all probability distribution on $\mathcal{X}$ is denoted by $\mathcal{P}(\mathcal{X})$. The set of all channel from $\mathcal{X}$ to $\mathcal{Y}$ is denoted by $\mathcal{P}(\mathcal{Y} \mid \mathcal{X})$. The indicator function is denoted by $\mathbf{1}[\cdot]$. The entropy and the mutual information is denoted in a standard notation such as $H(X)$ or $I(X ; Y)$. For a input distribution $P$ of a channel $W$, we sometimes use the notation $I(P, W)$ to designate the mutual information $I(X ; Y)$, where the joint distribution of $(X, Y)$ is $P(x) W(y \mid x)$. The variational distance between two distributions $P$ and $Q$ is denoted by $\|P-Q\|$. In the proofs of our main theorems, we extensively use the type and typicality, which are summarized in Appendix C

## B. Problem Formulation

Let $\boldsymbol{X}=\left\{X^{n}\right\}_{n=1}^{\infty}$ be an i.i.d. source. Let

$$
e_{n}\left(x^{n}, y^{n}\right):=\frac{1}{n} \sum_{t=1}^{n} e\left(x_{t}, y_{t}\right)
$$

be an additive distortion measure for side information. As a natural assumption, we assume that there exists $y$ such that $e(x, y)=0$ for each $x$. We also assume that the distortion is bounded, i.e., $e(x, y) \leq e_{\max }<\infty$ for every $(x, y)$. For a given distortion $E \geq 0$, we consider the following maximum distortion constraint on the side-information

$$
\begin{align*}
\mathcal{W}_{m}(E):= & \left\{\boldsymbol{W}=\left\{W^{n}\right\}_{n=1}^{\infty}: \forall \delta>0 \exists n_{0}(\delta)\right. \text { s.t. } \\
& \left.\operatorname{Pr}\left\{e_{n}\left(X^{n}, Y^{n}\right)>E\right\} \leq \delta \forall n \geq n_{0}(\delta)\right\}, \tag{1}
\end{align*}
$$

where $Y^{n}$ is the output of channel $W^{n}$ with input $X^{n}$. It should be noted that $n_{0}(\delta)$ depends on $\delta$ but not on $\boldsymbol{W}$. We also consider the average distortion constraint

$$
\begin{align*}
& \mathcal{W}_{a}(E) \\
& \quad:=\quad\left\{\boldsymbol{W}=\left\{W^{n}\right\}_{n=1}^{\infty}: e_{n}\left(P_{X^{n}}, W^{n}\right) \leq E \forall n \geq 1\right\} \tag{2}
\end{align*}
$$

where

$$
\begin{aligned}
e_{n}\left(P_{X^{n}}, W^{n}\right) & :=\mathbb{E}\left[e_{n}\left(X^{n}, Y^{n}\right)\right] \\
& =\sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W^{n}\left(y^{n} \mid x^{n}\right) e_{n}\left(x^{n}, y^{n}\right) .
\end{aligned}
$$

As it will be clarified later, the maximum distortion constraint and the average distortion constraint are completely different.

Let $\hat{\mathcal{X}}$ be the reproduction alphabet. Then, let

$$
\begin{equation*}
d_{n}\left(x^{n}, \hat{x}^{n}\right):=\frac{1}{n} \sum_{t=1}^{n} d\left(x_{t}, \hat{x}_{t}\right) \tag{3}
\end{equation*}
$$

be an additive distortion measure for reproduction. We assume $d(x, \hat{x}) \leq d_{\max }<\infty$ for every $(x, \hat{x})$. We also assume that for each $x$ there exists $\hat{x}$ such that $d(x, \hat{x})=0$.

We consider (possibly stochastic) encoder

$$
\varphi_{n}: \mathcal{X}^{n} \rightarrow \mathcal{M}_{n}
$$

and decoder

$$
\psi_{n}: \mathcal{M}_{n} \times \mathcal{Y}^{n} \rightarrow \hat{\mathcal{X}}^{n}
$$

Definition 1: For any $\varepsilon>0$, if there exists $n_{0}(\varepsilon)$ and a sequence of codes $\left\{\left(\varphi_{n}, \psi_{n}\right)\right\}_{n=1}^{\infty}$ such that

$$
\begin{equation*}
\frac{1}{n} \log \left|\mathcal{M}_{n}\right| \leq R+\varepsilon \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[d_{n}\left(X^{n}, \psi_{n}\left(\varphi_{n}\left(X^{n}\right), Y^{n}\right)\right)\right] \leq D+\varepsilon \tag{5}
\end{equation*}
$$

for every $\boldsymbol{W} \in \mathcal{W}_{m}(E)$ and $n \geq n_{0}(\varepsilon)$, then we define the rate $R$ to be achievable. We also define the rate distortion function

$$
R_{m}(D \mid E):=\inf \{R: R \text { is achievable }\}
$$

We also define $R_{a}(D \mid E)$ by replacing $\mathcal{W}_{m}(E)$ with $\mathcal{W}_{a}(E)$.
From the problem formulation, we can prove the following relation between $R_{m}(D \mid E)$ and $R_{a}(D \mid E)$, which will be proved in Appendix A

Proposition 2: We have

$$
R_{a}(D \mid E) \geq \lim _{\epsilon \downarrow 0} R_{m}(D \mid E-\epsilon)
$$

Remark 3: As we can find from the proof of Theorem 6, the theorem holds even if the average distortion requirement in (5) is replaced by the maximum distortion requirement

$$
\begin{equation*}
\operatorname{Pr}\left\{d_{n}\left(X^{n}, \psi_{n}\left(\phi_{n}\left(X^{n}\right), Y^{n}\right)\right)>D+\varepsilon\right\} \leq \varepsilon \tag{6}
\end{equation*}
$$

However, Theorem 10 does not hold if (5) is replaced by (6).
Let $R_{W Z}(D \mid W)$ be the rate distortion function of the ordinary Wyner-Ziv problem in which the principal source is $X$ and the side-information $Y$ is the output of the channel $W \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$.

The rate distortion function $R_{m}(D \mid E)$ (or $R_{a}(D \mid E)$ ) means that if $R>R_{m}(D \mid E)$ there exists a universal code that works well for every $\boldsymbol{W} \in \mathcal{W}_{m}(E)$ (or $\boldsymbol{W} \in \mathcal{W}_{a}(E)$ ). It should be noted that this definition of universality is different from the ordinary definition of the universality. Let

$$
\begin{equation*}
\mathcal{W}_{W Z}(R, D):=\left\{W \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X}): R_{W Z}(D \mid W) \leq R\right\} \tag{7}
\end{equation*}
$$

In the ordinary definition of the universality, we require that there exists a code that works well for every $W \in$ $\mathcal{W}_{W Z}(R, D)$. This requirement seems much more severe than the requirement of $R_{m}(D \mid E)$ (or $R_{a}(D \mid E)$ ), which will be discussed in more detail in Section $I I$

## C. Heegard-Berger Problem

For later use, we review the problem formulation of the Heegard-Berger (HB) problem [12] in this section. We restrict our attention to the case with two decoders (see Fig. 2). Furthermore, we restrict our attention to the case such that the alphabets of the side-information, the reproduction alphabets, and the distortion measures for both the decoders are common, which are denoted by $\mathcal{Y}, \hat{\mathcal{X}}$, and $d(\cdot, \cdot)$ respectively.

Let us consider the HB coding for i.i.d. joint source $\left(X, Y_{1}, Y_{2}\right)$. The HB code consists of one encoder

$$
\varphi_{n}^{H B}: \mathcal{X}^{n} \rightarrow \mathcal{M}_{n}
$$

and two decoders

$$
\begin{aligned}
& \psi_{n}^{H B 1}: \mathcal{M}_{n} \times \mathcal{Y}^{n} \rightarrow \hat{\mathcal{X}}^{n}, \\
& \psi_{n}^{H B 2}: \mathcal{M}_{n} \times \mathcal{Y}^{n} \rightarrow \hat{\mathcal{X}}^{n} .
\end{aligned}
$$

For a pair $\left(D_{1}, D_{2}\right)$ of distortions, a rate $R$ is defined to be $\left(D_{1}, D_{2}\right)$-achievable if, for any $\varepsilon>0$, there exists a sequence of HB code $\left\{\left(\varphi_{n}^{H B}, \psi_{n}^{H B 1}, \psi_{n}^{H B 2}\right)\right\}_{n=1}^{\infty}$ such that

$$
\begin{aligned}
\frac{1}{n} \log \left|\mathcal{M}_{n}\right| & \leq R+\varepsilon \\
\mathbb{E}\left[d_{n}\left(X^{n}, \hat{X}_{i}^{n}\right)\right] & \leq D_{i}+\varepsilon \quad i=1,2
\end{aligned}
$$

for sufficiently large $n$, where $\hat{X}_{i}^{n}=\psi_{n}^{H B i}\left(\varphi_{n}\left(X^{n}\right), Y_{i}^{n}\right)$ and $d_{n}$ is defined in (3). Then, the HB rate-distortion function $R_{H B}\left(D_{1}, D_{2} \mid X, Y_{1}, Y_{2}\right)$ for $\left(X, Y_{1}, Y_{2}\right)$ is defined as the infimum of $\left(D_{1}, D_{2}\right)$-achievable rate $R$.

Fix an i.i.d. source $P_{X}$. Then two side-information channel $W_{1}: \mathcal{X} \rightarrow \mathcal{Y}$ and $W_{2}: \mathcal{X} \rightarrow \mathcal{Y}$ define an i.i.d. joint source $\left(X, Y_{1}, Y_{2}\right)$ whose joint distribution $P_{X Y_{1} Y_{2}}$ is given by $P_{X Y_{1} Y_{2}}\left(x, y_{1}, y_{2}\right)=P_{X}(x) W_{1}\left(y_{1} \mid x\right) W_{2}\left(y_{2} \mid x\right)$, where $x \in \mathcal{X}$ and $y_{1}, y_{2} \in \mathcal{Y}$. In the following, we denote by $R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right)$ the HB rate-distortion function $R_{H B}\left(D_{1}, D_{2} \mid X, Y_{1}, Y_{2}\right)$ for $\left(X, Y_{1}, Y_{2}\right)$ defined by $W_{1}$ and $W_{2}$.

Unfortunately, finding a single-letter expression for $R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right)$ has been a long-standing open problem. So, we consider a special case. Let

$$
E_{*}:=\min _{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} P_{X}(x) e(x, y)
$$

and $y_{*} \in \mathcal{Y}$ be a symbol which attains the minimum. Further, let $W_{*}: \mathcal{X} \rightarrow \mathcal{Y}$ be a side-information channel such that $W_{*}\left(y_{*} \mid x\right)=1$ irrespective $x \in \mathcal{X}$. Then, let us consider a special case where $W_{1}=W_{*}$. This case is equivalent to the problem of "lossy coding when side-information may be absent". Heegard and Berger [12] (see also [25]) showed the following.

Proposition 4 ([]2]): We have

$$
R_{H B}\left(D_{1}, D_{2} \mid W_{*}, W_{2}\right)=\min \left[I\left(X ; \hat{X}_{1}\right)+I\left(X ; V \mid \hat{X}_{1}, Y\right)\right]
$$



Fig. 2. The Heegard-Berger coding system.
where min is taken over all conditional distribution $P_{V \hat{X}_{1} \mid X}$ with $|\mathcal{V}| \leq|\mathcal{X} \times \hat{\mathcal{X}}|+2$ and functions $f: \mathcal{V} \times \hat{\mathcal{X}} \times \mathcal{Y} \rightarrow \hat{\mathcal{X}}$ such that

$$
\begin{aligned}
\mathbb{E}\left[d\left(X, X_{1}\right)\right] & \leq D_{1} \\
\mathbb{E}\left[d\left(X, f\left(V, X_{1}, Y\right)\right)\right] & \leq D_{2}
\end{aligned}
$$

## III. Main Result

## A. Convex Form of WZ Rate-Distortion Function

We need convex form of the Wyner-Ziv rate-distortion function introduced in [26]. Let $\mathcal{U}$ be the set of all functions from $\mathcal{Y}$ to $\hat{\mathcal{X}}$. The set $\mathcal{U}$ includes a constant function, i.e., $u(y)=\hat{x} \forall y \in \mathcal{Y}$ for each $\hat{x} \in \hat{\mathcal{X}}$. We denote the set of constant functions by $\overline{\mathcal{U}} \subset \mathcal{U}$. For fixed channel $W \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$ and fixed test channel $V \in \mathcal{P}(\mathcal{U} \mid \mathcal{X})$, we denote

$$
d(V, W):=\sum_{u, x, y} P_{X}(x) V(u \mid x) W(y \mid x) d(x, u(y))
$$

For a fixed channel $W \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$, let

$$
\mathcal{V}(W, D):=\{V \in \mathcal{P}(\mathcal{U} \mid \mathcal{X}): d(V, W) \leq D\}
$$

Let

$$
\begin{aligned}
\mathcal{W}_{1}\left(P_{X}, E\right) & =\mathcal{W}_{1}(E) \\
& :=\left\{W \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X}): e\left(P_{X}, W\right) \leq E\right\}
\end{aligned}
$$

and

$$
\mathcal{V}(E, D):=\left\{V \in \mathcal{P}(\mathcal{U} \mid \mathcal{X}): d(V, W) \leq D \forall W \in \mathcal{W}_{1}(E)\right\}
$$

For $(V, W) \in \mathcal{P}(\mathcal{U} \mid \mathcal{X}) \times \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$, let

$$
\begin{align*}
\phi(V, W) & :=I(U ; X)-I(U ; Y)  \tag{8}\\
& =I(U ; X \mid Y) \tag{9}
\end{align*}
$$

Note that $\phi(\cdot, W)$ is a convex function for fixed $W$, which can be confirmed from (9), and $\phi(V, \cdot)$ is a concave function for fixed $V$, which can be confirmed from (8).

By the above notations, the Wyner-Ziv rate-distortion function is given by

$$
R_{W Z}(D \mid W)=\min _{V \in \mathcal{V}(W, D)} \phi(V, W)
$$

Let

$$
\tilde{R}_{W Z}(D \mid W, E)=\min _{V \in \mathcal{V}(E, D)} \phi(V, W)
$$

be the pseudo rate-distortion function.
Lemma 5: The pseudo rate-distortion function $\tilde{R}_{W Z}(D \mid W, E)$ is a concave function of the channel, i.e.,

$$
\begin{aligned}
& \tilde{R}_{W Z}\left(D \mid \lambda W_{1}+(1-\lambda) W_{2}, E\right) \\
& \quad \geq \quad \lambda \tilde{R}_{W Z}\left(D \mid W_{1}, E\right)+(1-\lambda) \tilde{R}_{W Z}\left(D \mid W_{2}, E\right)
\end{aligned}
$$

holds for $W_{1}, W_{2} \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$ and $0 \leq \lambda \leq 1$.
Proof: Let

$$
\hat{V}=\underset{V \in \mathcal{V}(E, D)}{\operatorname{argmin}} \phi\left(V, \lambda W_{1}+(1-\lambda) W_{2}\right)
$$

Then, we have

$$
\begin{aligned}
& R_{W Z}\left(D \mid \lambda W_{1}+(1-\lambda) W_{2}, E\right) \\
& \quad=\phi\left(\hat{V}, \lambda W_{1}+(1-\lambda) W_{2}\right) \\
& \quad \geq \lambda \phi\left(\hat{V}, W_{1}\right)+(1-\lambda) \phi\left(\hat{V}, W_{2}\right) \\
& \quad \geq \lambda_{V \in \mathcal{V}(E, D)} \phi\left(V, W_{1}\right)+(1-\lambda) \min _{V \in \mathcal{V}(E, D)} \phi\left(V, W_{2}\right) \\
& \quad=\lambda R_{W Z}\left(D \mid W_{1}\right)+(1-\lambda) R_{W Z}\left(D \mid W_{2}\right),
\end{aligned}
$$

where we used concavity of $\phi(V, \cdot)$ for fixed $V$ in the first inequality.

## B. Statements of General Results

For the maximum distortion class, we have the following.
Theorem 6: We have

$$
\begin{align*}
R_{m}(D \mid E) & \geq \max _{W \in \mathcal{W}_{1}(E)} R_{W Z}(D \mid W)  \tag{10}\\
& =\max _{W \in \mathcal{W}_{1}(E) V \in \mathcal{V}(W, D)} \min \phi(V, W) \tag{11}
\end{align*}
$$

and

$$
\begin{align*}
R_{m}(D \mid E) & \leq \min _{V \in \mathcal{V}(E, D)} \max _{W \in \mathcal{W}_{1}(E)} \phi(V, W)  \tag{12}\\
& =\max _{W \in \mathcal{W}_{1}(E)} \min _{V \in \mathcal{V}(E, D)} \phi(V, W) .  \tag{13}\\
& =\max _{W \in \mathcal{W}_{1}(E)} \tilde{R}_{W Z}(D \mid W, E) \tag{14}
\end{align*}
$$

Proof: See Section IV
Remark 7: Technically in the converse part, at $D=0$, we only have the inequality

$$
R_{m}(0 \mid E) \geq \lim _{\epsilon \downarrow 0} \max _{W \in \mathcal{W}_{1}(E)} R_{W Z}(\epsilon \mid W)
$$

This is because we use the fact that $R_{W Z}(D \mid W)$ is a continuos function with respect to $W$ in the converse proof (see Section IV-A), and it is not clear whether $R_{W Z}(D \mid W)$ is a continuos function with respect to $W$ at $D=0$ in general.

The difference between (11) and (13) are $\mathcal{V}(W, D)$ and $\mathcal{V}(E, D)$. Thus, we have the following matching conditions.

Corollary 8: Let $\left(V^{*}, W^{*}\right)$ be a saddle point satisfying

$$
\phi\left(V^{*}, W^{*}\right)=\max _{W \in \mathcal{W}_{1}(E)} \min _{V \in \mathcal{V}(E, D)} \phi(V, W)
$$

Suppose that

$$
\hat{V}:=\underset{V \in \mathcal{V}\left(W^{*}, D\right)}{\operatorname{argmin}} \phi\left(V, W^{*}\right) \in \mathcal{V}(E, D) .
$$

Then, we have

$$
R_{m}(D \mid E)=\phi\left(V^{*}, W^{*}\right)=\max _{W \in \mathcal{W}_{1}(E)} \min _{V \in \mathcal{V}(E, D)} \phi(V, W)
$$

Proof: We have

$$
\begin{aligned}
\phi\left(\hat{V}, W^{*}\right) & =\min _{V \in \mathcal{V}\left(W^{*}, D\right)} \phi\left(V, W^{*}\right) \\
& \leq \max _{W \in \mathcal{W}_{1}(E) V \in \mathcal{V}(W, D)} \phi(V, W) \\
& \leq R_{m}(D \mid E) \\
& \leq \phi\left(V^{*}, W^{*}\right) \\
& =\min _{V \in \mathcal{V}(E, D)} \phi\left(V, W^{*}\right) \\
& \leq \phi\left(\hat{V}, W^{*}\right) .
\end{aligned}
$$

Corollary 9: Under the same notations as Corollary 8, suppose that

$$
\begin{equation*}
\operatorname{supp}(\hat{V}) \subset \overline{\mathcal{U}} \tag{15}
\end{equation*}
$$

Then, we have

$$
R_{m}(D \mid E)=\phi\left(V^{*}, W^{*}\right)=\max _{W \in \mathcal{W}_{1}(E)} \min _{V \in \mathcal{V}(E, D)} \phi(V, W)
$$

Proof: When (15) is satisfied, the distortion

$$
\sum_{u, x, y} P_{X}(x) \hat{V}(u \mid x) W(y \mid x) d(x, u(y))
$$

does not depend on the channel $W$. Thus, Corollary 8 implies the statement of the present corollary
For the average distortion class, we have the following.
Theorem 10: We have

$$
\begin{equation*}
R_{a}(D \mid E) \geq \max _{\substack { \lambda, E_{1}, E_{2}, W_{1}, W_{2}: \\
\begin{subarray}{c}{\left.D_{1} \\
W_{1} \in \mathcal{W}_{1}\left(E_{1}\right)+W_{1}\right), W_{2} \in E_{2} \leq E \\
W_{1}\left(E_{2}\right){ \lambda , E _ { 1 } , E _ { 2 } , W _ { 1 } , W _ { 2 } : \\
\begin{subarray} { c } { D _ { 1 } \\
W _ { 1 } \in \mathcal { W } _ { 1 } ( E _ { 1 } ) + W _ { 1 } ) , W _ { 2 } \in E _ { 2 } \leq E \\
W _ { 1 } ( E _ { 2 } ) } }\end{subarray}} \min _{\substack{D_{1}+(1-\lambda) D_{2} \leq D}} R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right) \tag{16}
\end{equation*}
$$

where (i) max is taken over all $0 \leq \lambda \leq 1, E_{j} \geq 0$, and side information channels $W_{1}, W_{2}$ such that $\lambda E_{1}+$ $(1-\lambda) E_{2} \leq E$ and $W_{j} \in \mathcal{W}_{1}\left(E_{j}\right)(j=1,2)$ and (ii) min is taken over all $D_{1}, D_{2} \in\left[0, d_{\text {max }}\right]$ such that $\lambda D_{1}+(1-\lambda) D_{2} \leq D$. Especially,

$$
\begin{equation*}
R_{a}(D \mid E) \geq \max _{\substack{\lambda, E_{2}, W_{2} \mathcal{W}_{1}\left(E_{2}\right) \\ \lambda E_{*}+(1-\lambda) E_{2} \leq E}} \min _{\substack{D_{1}, D_{2}: \\ \lambda D_{1}+(1-\lambda) D_{2} \leq D}} R_{H B}\left(D_{1}, D_{2} \mid W_{*}, W_{2}\right) \tag{17}
\end{equation*}
$$

holds. We also have

$$
\begin{equation*}
R_{a}(D \mid E) \leq \min _{V \in \mathcal{V}(E, D)} I\left(P_{X}, V\right) \tag{18}
\end{equation*}
$$

Proof: See Section V
Remark 11: Note that (17) is obtained from (16) by letting $E_{1}=E_{*}$ and $W_{1}=W_{*}$. Thus, (16) is tighter than (17). However, we cannot give a single letter expression for the right hand side of (16), while we can for 177) by using Proposition 4

Remark 12: A close inspection of the proof reveals that we can generalize (16) by considering one-to-m lossy source coding with side information at the decoders. That is, in the same manner as 16, we can show that

$$
\begin{equation*}
R_{a}(D \mid E) \geq \max _{\vec{\lambda}, \boldsymbol{E}, \boldsymbol{W}} \min _{\boldsymbol{D}} R_{H B}\left(D_{1}, D_{2}, \ldots, D_{m} \mid W_{1}, W_{2}, \ldots, W_{m}\right) \tag{19}
\end{equation*}
$$

where (i) max is taken over all $\vec{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{m}\right), \boldsymbol{E}=\left(E_{1}, \ldots, E_{m}\right)$, and $\boldsymbol{W}=\left(W_{1}, \ldots, W_{m}\right)$ such that $\sum_{j} \lambda_{j}=1, \sum_{j} \lambda_{j} E_{j} \leq E$, and $W_{j} \in \mathcal{W}_{1}\left(E_{j}\right)(j=1, \ldots, m)$ and (ii) min is taken over all $\boldsymbol{D}=\left(D_{1}, \ldots, D_{m}\right)$ such that $\sum_{j} \lambda_{j} D_{j} \leq D$. The authors conjecture that the bound (19) is not tighter than (16), i.e., is equivalent to (16).

Remark 13: The upper bound in (18) is derived by using the side-information only for the estimation at the decoder and not for the bin coding, which is the difference between (12) and 18).

From Theorem 10, we have several corollaries. At first, let us set parameters in 17) as $\lambda=0$ and $E_{2}=E$. Then, we have

$$
\begin{aligned}
R_{a}(D \mid E) & \geq \max _{W_{2} \in \mathcal{W}_{1}(E)} \min _{D_{2} \leq D} R_{H B}\left(D_{1}, D_{2} \mid W_{*}, W_{2}\right) \\
& =\max _{W_{2} \in \mathcal{W}_{1}(E)} R_{H B}\left(d_{\max }, D \mid W_{*}, W_{2}\right)
\end{aligned}
$$

Note that $R_{H B}\left(d_{\max }, D \mid W_{*}, W_{2}\right)$ equals to the Wyner-Ziv rate-distortion function $R_{W Z}\left(D \mid W_{2}\right)$. This fact gives the following corollary.

Corollary 14: We have

$$
R_{a}(D \mid E) \geq \max _{W \in \mathcal{W}_{1}(E)} R_{W Z}(D \mid W)
$$

Next, let us consider the lossless case, i.e., $d(\cdot, \cdot)$ is the Hamming distortion measure and $D=0$. Note that $R_{H B}\left(0,0 \mid W_{*}, W_{2}\right)$ equals to the minimum coding rate such that the decoder $\psi_{n}^{H B 1}$ without side information can reproduce $X^{n}$ in losslessly. Thus, for any side information channel $W_{2}$,

$$
R_{H B}\left(0,0 \mid W_{*}, W_{2}\right)=H(X)
$$

Since $R_{a}(0 \mid E) \leq H(X)$, we have the following corollary.
Corollary 15: For $D=0$ and $E>0$, we haved

$$
\begin{equation*}
R_{a}(0 \mid E)=H(X) \tag{20}
\end{equation*}
$$

This corollary indicates that the side information is completely useless when $D=0$ and $E>0$. It should be emphasized that Corollary 14 does not give Corollary 15 in general. This means that our result 17 is tighter than Corollary 14

Lastly, we show that our bound (17) gives another trivial bound. Assume that $E \geq E_{*}$. Then, we can set $\lambda=1$ in (17) and have

$$
\begin{aligned}
R_{a}(D \mid E) & \geq \max _{W_{2} \in \mathcal{W}_{1}\left(E_{2}\right)} \min _{D_{1} \leq D} R_{H B}\left(D_{1}, D_{2} \mid W_{*}, W_{2}\right) \\
& =\max _{W_{2} \in \mathcal{W}_{1}\left(E_{2}\right)} R_{H B}\left(D, d_{\max } \mid W_{*}, W_{2}\right)
\end{aligned}
$$

Furthermore, for any side information channel $W_{2}$, it is apparent that

$$
R_{H B}\left(D, d_{\max } \mid W_{*}, W_{2}\right) \geq R(D)
$$

where $R(D)$ is the rate-distortion function for one-to-one lossy coding without side information. Hence, if $E \geq E_{*}$, we have

$$
R_{a}(D \mid E) \geq R(D)
$$

[^1]Since $R_{a}(D \mid E) \leq R(D)$ always holds, we have the following corollary.
Corollary 16: If $E \geq E_{*}$, then we have

$$
R_{a}(D \mid E)=R(D)
$$

## C. Binary Hamming Example

To provide some insight on our results, we consider the binary Hamming example, i.e., we assume that $\mathcal{X}=$ $\mathcal{Y}=\hat{\mathcal{X}}=\{0,1\}, P_{X}(0)=P_{X}(1)=\frac{1}{2}$, and

$$
\begin{aligned}
& e(x, y)= \begin{cases}0 & \text { if } x=y \\
1 & \text { else }\end{cases} \\
& d(x, \hat{x})= \begin{cases}0 & \text { if } x=\hat{x} \\
1 & \text { else }\end{cases}
\end{aligned}
$$

In this section, we assume that $E \leq \frac{1}{2}$.
We first consider the maximum distortion class. In this case, the set $\mathcal{W}_{1}(E)$ can be parametrized by two parameters $(\alpha, \beta)$ satisfying

$$
\frac{\alpha+\beta}{2} \leq E
$$

(see Fig. 3 and Fig. 4).
By the concavity of $\tilde{R}_{W Z}(D \mid W, E)$ with respect to $W$ (Lemma 5) and by the symmetry with respect to $\alpha$ and $\beta$, we have

$$
\underset{W \in \mathcal{W}_{1}(E)}{\operatorname{argmax}} \tilde{R}_{W Z}(D \mid W, E)=\operatorname{BSC}(E) .
$$

Let $0,1 \in \mathcal{U}$ be constant functions that output 0 or 1 irrespective of $y$ and let $y$ be the function that output $y$ itself. Similarly, let $\bar{y}$ be the function that outputs $y \oplus 1$. In the binary Hamming case, $\mathcal{U}=\{0,1, y, \bar{y}\}$. For $W^{*}=\operatorname{BSC}(E)$, it is known that

$$
R_{W Z}\left(D \mid W^{*}\right)=\min _{V \in \mathcal{V}\left(W^{*}, D\right)} \phi\left(V, W^{*}\right)
$$

is achieved by the test channel of the form

$$
\hat{V}(u \mid x)= \begin{cases}\lambda(1-q) & \text { if } u=x \\ \lambda q & \text { if } u=x \oplus 1 \\ (1-\lambda) & \text { if } u=y\end{cases}
$$

for some $0 \leq \lambda \leq 1$ and $0 \leq q \leq \frac{1}{2}$ ( $\lambda$ represents the time sharing). In this case, the distortion is given by

$$
\begin{aligned}
& \lambda \sum_{\hat{x}, x} P_{X}(x) V_{q}(\hat{x} \mid x) d(x, \hat{x}) \\
& \quad+(1-\lambda) \sum_{x, y} P_{X}(x) W^{*}(y \mid x) d(x, y) \\
& \quad=\quad \lambda \sum_{\hat{x}, x} P_{X}(x) V_{q}(\hat{x} \mid x) d(x, \hat{x})+(1-\lambda) E \\
& \quad \leq \quad D
\end{aligned}
$$



Fig. 3. Parametrization of binary channels.
where $V_{q}=\operatorname{BSC}(q)$. Since every channel $W \in \mathcal{W}_{1}(E)$ satisfies

$$
\begin{aligned}
& \sum_{x, y} P_{X}(x) W(y \mid x) d(x, y) \\
& \quad=\sum_{x, y} P_{X}(x) W(y \mid x) e(x, y) \\
& \quad \leq E
\end{aligned}
$$

we find that $\hat{V} \in \mathcal{V}(E, D)$. Thus, the matching condition of Corollary 8 is satisfied for this binary Hamming example.

Next, we consider the average distortion class. We evaluate the upper bound 18). We first fix $W^{*}$ to be $\operatorname{BSC}(E)$. Note that

$$
\begin{equation*}
\min _{V \in \mathcal{V}(E, D)} I\left(P_{X}, V\right) \geq \min _{V \in \mathcal{V}\left(W^{*}, D\right)} I\left(P_{X}, V\right) \tag{21}
\end{equation*}
$$

For a test channel $V \in \mathcal{V}\left(W^{*}, D\right)$, let $\bar{V}$ be a test channel such that $\bar{V}(u \mid x)=V(u \oplus 1 \mid x \oplus 1)$ for $u \in \overline{\mathcal{U}}$ and $\bar{V}(u \mid x)=V(u \mid x \oplus 1)$ for $u \in\{y, \bar{y}\}$. Then, by the symmetry of the BSC and the source $P_{X}$, we have $\bar{V} \in \mathcal{V}\left(W^{*}, D\right)$ and $I\left(P_{X}, V\right)=I\left(P_{X}, \bar{V}\right)$. By the convexity of the mutual information for channel, we have

$$
I\left(P_{X}, \tilde{V}\right) \leq \frac{1}{2} I\left(P_{X}, V\right)+\frac{1}{2} I\left(P_{X}, \bar{V}\right)
$$

where $\tilde{V}=\frac{1}{2} V+\frac{1}{2} \bar{V}$. This means that the minimum in the right hand side of (21) is achieved by a symmetric test channel, i.e., $V(u \mid x)=V(u \oplus 1 \mid x \oplus 1)$ for $u \in \overline{\mathcal{U}}$ and $V(u \mid x)=V(u \mid x \oplus 1)$ for $u \in\{y, \bar{y}\}$. Furthermore, for $E \leq \frac{1}{2}$, we can assume that $V(\bar{y} \mid x)=0$ because using $\bar{y}$ only makes the distortion larger. We also note that such a symmetric test channel satisfies $V \in \mathcal{V}(E, D)$. Thus, the equality in (21) actually holds. Consequently, the upper bound on $R_{a}(D \mid E)$ in this example is the time sharing between the ordinary rate-distortion function and the distortion that can be achieved only by the estimation, i.e., the point $(E, 0)$.


Fig. 4. The set of all channels in $\mathcal{W}_{1}(E)$.

## D. Discussion on Universality

In this section, we discuss on the definitions of the universal Wyner-Ziv coding. We also discuss the relation between the universal Wyner-Ziv coding and the Heegard-Berger problem.

Let us consider the binary Hamming case as in the previous section. Let $X$ be the uniform random variable on $\{0,1\}$. Let $W_{1}$ be the binary channel in Fig. 3 with $\alpha=2 E$ and $\beta=0$, and let $W_{2}$ be the binary channel in Fig. 3 with $\alpha=0$ and $\beta=2 E$. Obviously, the Wyner-Ziv rate-distortion functions for $W_{1}$ and $W_{2}$ coincide, i.e.,

$$
R_{W Z}\left(D \mid W_{1}\right)=R_{W Z}\left(D \mid W_{2}\right)
$$

It should be also noted that $\mathcal{W}_{1}(E)$ is the convex hull of the set $\left\{W_{1}, W_{2}\right\}$.
As we have mentioned in Section 【I-B in the ordinary definition of the universality, we require that there exists a universal code that works well for every $\mathcal{W}_{W Z}(R, D)$ instead of $\mathcal{W}_{1}(E)$. If we set $R=R_{W Z}\left(D \mid W_{1}\right)=$ $R_{W Z}\left(D \mid W_{2}\right)$, then we have

$$
W_{1}, W_{2} \in \mathcal{W}_{W Z}(R, D)
$$

Thus, at least, we have to construct a code that is universal for both $W_{1}$ and $W_{2}$, which can be regarded as a special case of the Heegard-Berger problem [12]. The rate-distortion function $R_{H B}\left(D, D \mid W_{1}, W_{2}\right)$ is not known, but we have a trivial lower bound

$$
\begin{align*}
& R_{H B}\left(D, D \mid W_{1}, W_{2}\right)  \tag{22}\\
& \quad \geq \quad R_{W Z}\left(D \mid W_{1}\right)=R_{W Z}\left(D \mid W_{2}\right) \tag{23}
\end{align*}
$$

The equality in (23) is a required condition such that the universal coding in the sense of $\mathcal{W}_{W Z}(R, D)$ to be possible. In other word, if the strict inequality holds in (23), this means that the universal coding in the sense of $\mathcal{W}_{W Z}(R, D)$ is impossible. Showing whether the equality holds or not is an important open problem.

A straightforward upper bound on $R_{H B}\left(D, D \mid W_{1}, W_{2}\right)$ can be derived as follows. Let $V_{s} \in \mathcal{P}(\mathcal{U} \mid \mathcal{X})$ be a symmetric test channel such that

$$
\begin{aligned}
V_{s}(0 \mid 0) & =V_{s}(1 \mid 1) \\
V_{s}(y \mid 0) & =V_{s}(y \mid 1) \\
V_{s}(\bar{y} \mid 0) & =V_{s}(\bar{y} \mid 1)=0
\end{aligned}
$$

Then, by taking $V_{s}(0 \mid 0)$ appropriately, we have

$$
V_{s} \in \mathcal{V}\left(W_{1}, D\right) \cap \mathcal{V}\left(W_{2}, D\right)
$$

The achievability of

$$
\phi\left(V_{s}, W_{1}\right)=\phi\left(V_{s}, W_{2}\right)
$$

can be also derived from the known upper bound in [12]. Thus, we have

$$
\begin{aligned}
& R_{H B}\left(D, D \mid W_{1}, W_{2}\right) \\
& \quad \leq \tilde{R}_{H B}\left(D, D \mid W_{1}, W_{2}\right) \\
& \quad:=\min _{V_{s} \in \mathcal{V}\left(W_{1}, D\right) \cap \mathcal{V}\left(W_{2}, D\right)} \phi\left(V_{s}, W_{1}\right)
\end{aligned}
$$

Numerical calculations of $\tilde{R}_{H B}\left(D, D \mid W_{1}, W_{2}\right)$ and $R_{W Z}\left(D \mid W_{1}\right)$ are compared in Fig. 5. For comparison, we also plotted $R_{m}(D \mid E)$ in the figure. As we can find from the figure, $R_{m}(D \mid E)$ is much larger than $\tilde{R}_{H B}\left(D, D \mid W_{1}, W_{2}\right)$. This is because $\mathcal{W}_{1}(E)$ involves $\operatorname{BSC}(E)$.

## IV. Proof of Theorem 6

## A. Proof of Converse Part

First we consider the case with $E=0$. Let $W \in \mathcal{W}_{1}(0)$. Then, from the definition of $\mathcal{W}_{m}(E)$, we have $\left\{W^{\times n}\right\}_{n=1}^{\infty} \in \mathcal{W}_{m}(0)$, which implies

$$
R_{m}(D \mid 0) \geq \max _{W \in \mathcal{W}_{1}(0)} R_{W Z}(D \mid W)
$$

Next, we consider the case with $E>0$ and $D>0$. For any $0<\delta<E$, let $W \in \mathcal{W}_{1}(E-\delta)$. Then, from the definition of $\mathcal{W}_{m}(E)$, we have $\left\{W^{\times n}\right\}_{n=1}^{\infty} \in \mathcal{W}_{m}(E)$, which implies

$$
R_{m}(D \mid E) \geq \max _{W \in \mathcal{W}_{1}(E-\delta)} R_{W Z}(D \mid W)
$$

Since this inequality holds for arbitrary $0<\delta<E$ and $R_{W Z}(D \mid W)$ is continuous with respect to $W$ for $D>0$, which will be proved in Appendix B we have (10).


Fig. 5. Comparison among $\tilde{R}_{H B}\left(D, D \mid W_{1}, W_{2}\right), R_{W Z}\left(D \mid W_{1}\right)$, and $R_{m}(D \mid E)$. The red solid line is $R_{W Z}\left(D \mid W_{1}\right)$. The green dashed line is $\tilde{R}_{H B}\left(D, D \mid W_{1}, W_{2}\right)$. The blue dashed line is $R_{m}(D \mid E)$.

When $E>0$ and $D=0$, for $\epsilon>0$, we first prove

$$
\begin{aligned}
R_{m}(0 \mid E) & \geq \max _{W \in \mathcal{W}_{1}(E-\delta)} R_{W Z}(0 \mid W) \\
& \geq \max _{W \in \mathcal{W}_{1}(E-\delta)} R_{W Z}(\epsilon \mid W)
\end{aligned}
$$

Then, by the continuity argument, we have

$$
R_{m}(0 \mid E) \geq \lim _{\epsilon \downarrow 0} \max _{W \in \mathcal{W}_{1}(E)} R_{W Z}(\epsilon \mid W)
$$

## B. Proof of Direct Part

Note that the function $\phi(\cdot, W)$ is a convex function for fixed $W, \phi(V, \cdot)$ is a concave function for fixed $V$, and $\mathcal{W}_{1}(E)$ and $\mathcal{V}(E, D)$ are convex sets. Thus, (13) is derived from by applying the saddle point theorem [27]. We prove (12) by three steps. First, we prove that there exists a universal code for i.i.d. channels. Then, we show that there exists a randomized universal code for permutation invariant channels. Finally, we de-randomize the randomized universal code by using the technique of [28], [29].

1) Code for i.i.d. Channel: In this section, we construct a universal Wyner-Ziv code for a fixed test channel such that it works well for every $W \in \mathcal{W}_{1}(E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$. We construct a universal Wyner-Ziv code by using the output statistics of random binning argument recently introduced by [30]. We note that a universal Wyner-Ziv code can be also constructed from the coding method in [31].

Let us fix $V \in \mathcal{V}(D, E)$. We use two kinds of bin codings $f_{n}: \mathcal{U}^{n} \rightarrow \mathcal{S}_{n}$ and $g_{n}: \mathcal{U}^{n} \rightarrow \mathcal{L}_{n}$. Let $F_{n}$ and $G_{n}$ be random bin codings. For arbitrary small $\delta>0$, let $R_{f}, R_{g} \geq 0$ be the real numbers such that

$$
\begin{align*}
R_{f} & =H(U \mid X)-\delta,  \tag{24}\\
R_{g} & =\max _{W \in \mathcal{W}_{1}(E)} \phi(V, W)+2 \delta  \tag{25}\\
& =\max _{W \in \mathcal{W}_{1}(E)} I(U ; X \mid Y)+2 \delta . \tag{26}
\end{align*}
$$

Since

$$
\begin{aligned}
I(U ; X \mid Y) & =H(U \mid Y)-H(U \mid X, Y) \\
& =H(U \mid Y)-H(U \mid X)
\end{aligned}
$$

we have

$$
\begin{equation*}
R_{f}+R_{g}=\max _{W \in \mathcal{W}_{1}(E)} H(U \mid Y)+\delta \tag{27}
\end{equation*}
$$

Let $\left|\mathcal{S}_{n}\right|=\left\lfloor 2^{n R_{f}}\right\rfloor$ and $\left|\mathcal{L}_{n}\right|=\left\lceil 2^{n R_{g}}\right\rceil$.
From (27), we find that the sum rate $R_{f}+R_{g}$ is sufficiently large for the Slepian-Wolf coding. We use the following lemma on universal Slepian-Wolf coding.

Lemma 17: For sufficiently large $n$, there exists $\mu_{1}>0$ and a universal decoder $\kappa_{n}: \mathcal{Y}^{n} \times \mathcal{S}_{n} \times \mathcal{L}_{n} \rightarrow \mathcal{U}^{n}$ such that

$$
\mathbb{E}_{F_{n} G_{n}}\left[P_{e r r}\left(F_{n}, G_{n}, W\right)\right] \leq 2^{-\mu_{1} n}
$$

for every $W \in \mathcal{W}_{1}(E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$, where $P_{\text {err }}\left(F_{n}, G_{n}, W\right)$ is the error probability of the Slepian-Wolf coding for channel $W$ when the bin codings $\left(F_{n}, G_{n}\right)$ are used.

Proof: The lemma is proved exactly in the same manner as [4]. A few modifications are that we use the random bin coding instead of the random linear coding ${ }^{2}$, and that we evaluate the ensemble average of the error probability.

From (24), we find that the rate $R_{f}$ is sufficiently small to generate the uniform random variable that is independent of $X^{n}$. We use the privacy amplification lemma (Lemma 30, described in Appendix D ,

We construct a code as follows. Let

$$
P_{\hat{U}^{n} \mid Y^{n} S_{n} L_{n}}\left(u^{n} \mid y^{n}, s_{n}, \ell_{n}\right)=\mathbf{1}\left[u^{n}=\kappa_{n}\left(y^{n}, s_{n}, \ell_{n}\right)\right]
$$

[^2]be the distribution describing the Slepian-Wolf decoder. Let
\[

$$
\begin{aligned}
& P_{S_{n} L_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(s_{n}, \ell_{n}, u^{n}, x^{n}, y^{n}, \hat{u}^{n}\right) \\
& =P_{S_{n} X^{n}}\left(s_{n}, x^{n}\right) P_{U^{n} \mid S_{n} X^{n}}\left(u^{n} \mid s_{n}, x^{n}\right) P_{L_{n} \mid U^{n}}\left(\ell_{n} \mid u^{n}\right) \\
& \quad P_{Y^{n} \mid X^{n}}\left(y^{n} \mid x^{n}\right) P_{\hat{U}^{n} \mid Y^{n} S_{n} L_{n}}\left(\hat{u}^{n} \mid y^{n}, s_{n}, \ell_{n}\right)
\end{aligned}
$$
\]

and

$$
\begin{aligned}
& \hat{P}_{\bar{S}_{n} L_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(s_{n}, \ell_{n}, u^{n}, x^{n}, y^{n}, \hat{u}^{n}\right) \\
& \quad=P_{\bar{S}_{n}}\left(s_{n}\right) P_{X^{n}}\left(x^{n}\right) P_{U^{n} \mid S_{n} X^{n}}\left(u^{n} \mid s_{n}, x^{n}\right) P_{L_{n} \mid U^{n}}\left(\ell_{n} \mid u^{n}\right) \\
& \quad P_{Y^{n} \mid X^{n}}\left(y^{n} \mid x^{n}\right) P_{\hat{U}^{n} \mid Y^{n} S_{n} L_{n}}\left(\hat{u}^{n} \mid y^{n}, s_{n}, \ell_{n}\right) .
\end{aligned}
$$

The distribution $P_{S_{n} L_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}$ describes a virtual coding scheme in which the encoder sends both $F_{n}\left(U^{n}\right)$ and $G_{n}\left(U^{n}\right)$. The distribution $\hat{P}_{\bar{S}_{n} L_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}$ describes a real coding scheme in which the encoder sends only $G_{n}\left(U^{n}\right)$ and uses the common randomness $\bar{S}_{n}$ that is shared with the decoder. Note that $P_{U^{n} \mid S_{n} X^{n}}\left(u^{n} \mid s_{n}, x^{n}\right)$ is a randomized quantizer, which is derived from the bin coding $f_{n}$ and the test channel $P_{U \mid X}$ via $P_{U^{n} X^{n} S_{n}}$. From Lemma 30 and the fact that the variational distance does not increase by data processing or marginalization, we have

$$
\mathbb{E}_{F_{n} G_{n}}\left[\left\|\hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}-P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\right\|\right] \leq 2^{-\mu_{2} n}
$$

for some $\mu_{2}>0$. By the large deviation bound such as the Bernstein inequality, there exists $\mu_{3}>0$ such that

$$
\begin{equation*}
P_{U^{n} X^{n} Y^{n}}\left(\left\{d_{n}\left(x^{n}, u^{n}\left(y^{n}\right)\right)>D+\delta\right\}\right) \leq 2^{-\mu_{3} n} \tag{28}
\end{equation*}
$$

It should be noted that the bound 28 is uniform with respect to the channel $W$. By Lemma 17 we have

$$
\begin{aligned}
& \mathbb{E}_{F_{n} G_{n}}\left[P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(\left\{d_{n}\left(x^{n}, \hat{u}^{n}\left(y^{n}\right)\right)>D+\delta\right\}\right)\right] \\
& \leq \mathbb{E}_{F_{n} G_{n}}\left[P _ { S _ { n } U ^ { n } X ^ { n } Y ^ { n } \hat { U } ^ { n } } \left(\left\{d_{n}\left(x^{n}, u^{n}\left(y^{n}\right)\right)>D+\delta\right.\right.\right. \\
& \left.\left.\left.\quad \text { or } u^{n} \neq \hat{u}^{n}\right\}\right)\right] \\
& \leq 2^{-\mu_{1} n}+2^{-\mu_{3} n} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} U^{n}}(\mathcal{A})-P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}(\mathcal{A}) \\
& \quad \leq\left\|\hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}-P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\right\|
\end{aligned}
$$

for any set $\mathcal{A}$, we have

$$
\begin{aligned}
& \mathbb{E}_{F_{n} G_{n}}\left[\hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(\left\{d_{n}\left(x^{n}, \hat{u}^{n}\left(y^{n}\right)\right)>D+\delta\right\}\right)\right] \\
& \quad \leq 3 \cdot 2^{-n \min \mu_{i}}
\end{aligned}
$$

Since

$$
\left|\mathcal{W}_{1}(E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})\right| \leq(n+1)^{|\mathcal{X}||\mathcal{Y}|},
$$

there exists at least one realization $\left(f_{n}, g_{n}, s_{n}\right)$ of $\left(F_{n}, G_{n}, S_{n}\right)$ such that

$$
\begin{aligned}
& \hat{P}_{U^{n} X^{n} Y^{n} \hat{U}^{n} \mid \bar{S}_{n}}\left(\left\{d_{n}\left(x^{n}, \hat{u}^{n}\left(y^{n}\right)\right)>D+\delta\right\} \mid s_{n}\right) \\
& \quad \leq 3(n+1)^{|\mathcal{X}||\mathcal{Y}|} 2^{-n \min \mu_{i}} .
\end{aligned}
$$

for every $W \in \mathcal{W}_{1}(E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$. Furthermore, let $K_{n}$ be a random variable that simulate the randomized quantizer $P_{U^{n} \mid S_{n} X^{n}}$. Then, we can also eliminate this randomness in a similar manner as above.

In summary, we have shown the following.
Lemma 18: For any $V \in \mathcal{V}(E, D)$ and any $\delta>0$, there exists a universal code $\left(\varphi_{n}, \psi_{n}\right)$ and a constant $\mu>0$ such that

$$
\frac{1}{n} \log \left|\mathcal{M}_{n}\right| \leq \max _{W \in \mathcal{W}_{1}(E)} \phi(V, W)+2 \delta
$$

and

$$
\operatorname{Pr}\left\{d_{n}\left(X^{n}, \psi_{n}\left(\varphi_{n}\left(X^{n}\right), Y^{n}\right)\right)>D+\delta\right\} \leq 2^{-\mu n}
$$

for every $W \in \mathcal{W}_{1}(E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$ provided that $n$ is sufficiently large.
2) Code for Permutation Invariant Channel: In Section IV-B1 we constructed a universal Wyner-Ziv code $\left(\varphi_{n}, \psi_{n}\right)$ for a fixed test channel such that it works well for every $W \in \mathcal{W}_{1}(E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$. In this section, we use this code to the channel in $\mathcal{W}_{m}(E)$. Let $\pi_{n}$ be random permutation on $\{1, \ldots, n\}$. We first apply the random permutation to the sequence $\left(X^{n}, Y^{n}\right)$ and then use $\left(\varphi_{n}, \psi_{n}\right)$. It should be noted that the encoder and the decoder agree with a realization of the random permutation in this section. We denote

$$
P_{X}^{n} \cdot W^{n}\left(x^{n}, y^{n}\right)=P_{X}^{n}\left(x^{n}\right) W^{n}\left(y^{n} \mid x^{n}\right)
$$

Note that

$$
\begin{aligned}
\mathbb{E}_{\pi_{n}} & {\left[P_{X}^{n} \cdot W^{n}\left(\pi_{n}\left(x^{n}\right), \pi_{n}\left(y^{n}\right)\right)\right] } \\
& =\mathbb{E}_{\pi_{n}}\left[P_{X}^{n}\left(\pi_{n}\left(x^{n}\right) W^{n}\left(\pi_{n}\left(y^{n}\right) \mid \pi_{n}\left(x^{n}\right)\right)\right]\right. \\
& =P_{X}^{n}\left(x^{n}\right) \mathbb{E}_{\pi_{n}}\left[W^{n}\left(\pi_{n}\left(y^{n}\right) \mid \pi_{n}\left(x^{n}\right)\right)\right],
\end{aligned}
$$

and we consider the average performance with respect to the permutation. Thus, without loss of generality, we can assume that $W^{n}$ is permutation invariant, i.e., $W^{n}\left(y^{n} \mid x^{n}\right)=W^{n}\left(\tilde{y}^{n} \mid \tilde{x}^{n}\right)$ if $P_{x^{n} y^{n}}=P_{\tilde{x}^{n}} \tilde{y}^{n}$.

Lemma 19: Let $\mathcal{A}_{n} \subset \mathcal{X}^{n} \times \mathcal{Y}^{n}$. Suppose that

$$
P_{X}^{n} \cdot \bar{W}^{\times n}\left(\mathcal{A}_{n}^{c}\right) \leq \bar{\varepsilon}
$$

for every $\bar{W} \in \mathcal{W}_{1}\left(E+\delta e_{\max }\right) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$. Then, for any conditional type $\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right)$, we have

$$
\begin{aligned}
& \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \quad \times \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}^{c}\right] \\
& \leq \quad(n+1)^{|\mathcal{X}||\mathcal{Y}|} \bar{\varepsilon} .
\end{aligned}
$$

Proof: For any $\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)$, note that

$$
\begin{align*}
\bar{W}^{\times n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) & \geq \frac{1}{(n+1)^{|\mathcal{X}||\mathcal{Y}|}} 2^{-n D\left(\bar{W} \| \bar{W} \mid P_{x^{n}}\right)}  \tag{29}\\
& =\frac{1}{(n+1)^{|\mathcal{X}||\mathcal{Y}|}} \tag{30}
\end{align*}
$$

From (51), we have

$$
\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right) \Longrightarrow \bar{W} \in \mathcal{W}_{1}\left(E+\delta e_{\max }\right)
$$

Thus, for every $\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right)$ we have

$$
\begin{aligned}
\bar{\varepsilon} \geq & P_{X}^{n} \cdot \bar{W}^{\times n}\left(\mathcal{A}_{n}^{c}\right) \\
\geq & \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \\
& \times \bar{W}^{\times n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}^{c}\right] \\
\geq & \frac{1}{(n+1)^{|\mathcal{X}||\mathcal{Y}|}} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \times \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}^{c}\right],
\end{aligned}
$$

which implies the statement of the lemma.
Lemma 20: Suppose that the code $\left(\varphi_{n}, \psi_{n}\right)$ satisfies

$$
\operatorname{Pr}\left\{d_{n}\left(X^{n}, \psi_{n}\left(\varphi_{n}\left(X^{n}\right), Y^{n}\right)\right)>D+\delta\right\} \leq \bar{\varepsilon}
$$

for every i.i.d. channel $\bar{W}^{\times n}$ such that $\bar{W} \in \mathcal{W}_{1}\left(E+\delta e_{\max }\right) \cap \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$, where $\left(X^{n}, Y^{n}\right) \sim P_{X}^{n} \cdot \bar{W}^{\times n}$. Then, we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{d_{n}\left(X^{n}, \psi_{n}\left(\varphi_{n}\left(X^{n}\right), Y^{n}\right)\right)>D+\delta\right\} \\
& \quad \leq(n+1)^{2|\mathcal{X}||\mathcal{Y}|} \bar{\varepsilon}+P_{X}^{n}\left(\left(T_{X, \delta}^{n}\right)^{c}\right)+\delta_{1}
\end{aligned}
$$

for every permutation invariant (not necessarily i.i.d.) $W^{n}$ satisfying

$$
\operatorname{Pr}\left\{e_{n}\left(X^{n}, Y^{n}\right)>E\right\} \leq \delta_{1}
$$

where $\left(X^{n}, Y^{n}\right) \sim P_{X}^{n} \cdot W^{n}$.

Proof: Suppose that $\left(X^{n}, Y^{n}\right) \sim P_{X}^{n} \cdot W^{n}$. By using Lemma 19 for

$$
\mathcal{A}_{n}:=\left\{\left(x^{n}, y^{n}\right): d_{n}\left(x^{n}, \psi_{n}\left(\varphi_{n}\left(x^{n}\right), y^{n}\right)\right) \leq D+\delta\right\}
$$

we have

$$
\begin{aligned}
\operatorname{Pr}\{ & \left.d_{n}\left(X^{n}, \psi_{n}\left(\varphi_{n}\left(X^{n}\right), Y^{n}\right)\right)>D+\delta\right\} \\
\leq & \sum_{x^{n} \notin T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \\
& +\sum_{\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right)} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \times \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}^{c}\right] \\
& +\sum_{\bar{W} \notin \overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right)} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \\
\leq & P_{X}^{n}\left(T_{X, \delta}^{c}\right) \\
& +\sum_{\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right)} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \times \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}^{c}\right] \\
& +\operatorname{Pr}\left\{e_{n}\left(X^{n}, Y^{n}\right)>E\right\} \\
\leq & (n+1)^{2|\mathcal{X}||\mathcal{Y}| \bar{\varepsilon}+P_{X}^{n}\left(T_{X, \delta}^{c}\right)+\delta_{1},}
\end{aligned}
$$

where we used $W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \leq 1$ to bound the second term, we used the fact

$$
\bar{W} \notin \overline{\mathcal{W}}_{n}\left(P_{x^{n}}, E\right) \Longleftrightarrow e\left(P_{x^{n}}, \bar{W}\right)>E
$$

and (49) to bound the third term in the second inequality, and we used Lemma 19 to bound the second term in the third inequality.

By combining Lemma 18 and Lemma 20 and by noting the definition of $\mathcal{W}_{m}(E)$, we have the following.
Lemma 21: For any $V \in \mathcal{V}\left(E+\delta e_{\max }, D\right)$, any $\delta>0$, and any $\varepsilon>0$, there exists a universal code $\left(\varphi_{n}, \psi_{n}\right)$ such that

$$
\frac{1}{n} \log \left|\mathcal{M}_{n}\right| \leq \max _{W \in \mathcal{W}_{1}\left(E+\delta e_{\max }\right)} \phi(V, W)+2 \delta
$$

and

$$
\begin{align*}
& \mathbb{E}_{\pi_{n}}\left[\operatorname{Pr}\left\{d_{n}\left(\pi_{n}\left(X^{n}\right), \psi_{n}\left(\varphi_{n}\left(\pi_{n}\left(X^{n}\right)\right), \pi_{n}\left(Y^{n}\right)\right)\right)>D+\delta\right\}\right] \\
& \quad \leq \varepsilon \tag{31}
\end{align*}
$$

for every $\mathbf{W} \in \mathcal{W}_{m}(E)$ provided that $n$ is sufficiently large.
3) De-Randomization: Now we reduce the size of random permutation by using the de-randomization technique.

Lemma 22: Suppose that $\left(\varphi_{n}, \psi_{n}\right)$ satisfies (31). Then, for arbitrary $\delta_{2}, \gamma>0$, there exists $m_{n}=2^{\delta_{2} n}$ permutations $\left\{\pi_{n}^{(1)}, \ldots, \pi_{n}^{\left(m_{n}\right)}\right\}$ such that

$$
\begin{gathered}
\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} \operatorname{Pr}\left\{d_{n}\left(\pi_{n}^{(i)}\left(X^{n}\right), \psi_{n}\left(\varphi_{n}\left(\pi_{n}^{(i)}\left(X^{n}\right)\right), \pi_{n}^{(i)}\left(Y^{n}\right)\right)\right)\right. \\
>D+\delta\} \leq \varepsilon+\gamma
\end{gathered}
$$

provided that $n$ is sufficiently large.
Proof: For a permutation $\pi_{n}$ and $\left(x^{n}, y^{n}\right) \in \mathcal{X}^{n} \times \mathcal{Y}^{n}$, we denote

$$
\begin{aligned}
& I\left(\pi_{n}, x^{n}, y^{n}\right) \\
& \quad=\mathbf{1}\left[d_{n}\left(\pi_{n}\left(x^{n}\right), \psi_{n}\left(\varphi_{n}\left(\pi_{n}\left(x^{n}\right)\right), \pi_{n}\left(y^{n}\right)\right)\right)>D+\delta\right]
\end{aligned}
$$

Let $\pi_{n}^{(1)}, \ldots, \pi_{n}^{\left(m_{n}\right)}$ be randomly generated permutations, and let $\bar{I}\left(x^{n}, y^{n}\right)=\mathbb{E}_{\pi_{n}}\left[I\left(\pi_{n}, x^{n}, y^{n}\right)\right]$. Then, by using Lemma 31 for $A_{i}=I\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right), b=1$, and $\alpha=\frac{\gamma}{2}$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} I\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right) \geq \bar{I}\left(x^{n}, y^{n}\right)+\gamma\right\} \\
& \quad \leq \exp \left\{-\left(\gamma^{2} / 4\right) m_{n}\right\}
\end{aligned}
$$

Furthermore, by using the union bound, we have

$$
\begin{align*}
\operatorname{Pr} & \left\{\exists\left(x^{n}, y^{n}\right) \frac{1}{m_{n}} \sum_{i=1}^{m_{n}} I\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right) \geq \bar{I}\left(x^{n}, y^{n}\right)+\gamma\right\} \\
& \leq\left|\mathcal{X}^{n}\right|\left|\mathcal{Y}^{n}\right| \exp \left\{-\left(\gamma^{2} / 4\right) m_{n}\right\} \tag{32}
\end{align*}
$$

Since $\exp \left\{-\left(\gamma^{2} / 4\right) m_{n}\right\}$ converges to 0 doubly exponentially, the right hand side of 32 is strictly smaller than 1 if $n$ is sufficiently large, which implies that there exists one realization of $\pi_{1}^{(1)}, \ldots, \pi_{n}^{\left(m_{n}\right)}$ such that

$$
\begin{equation*}
\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} I\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right) \leq \bar{I}\left(x^{n}, y^{n}\right)+\gamma \tag{33}
\end{equation*}
$$

for every $\left(x^{n}, y^{n}\right)$. Finally, by taking the average of both sides of (33) with respect to $\left(X^{n}, Y^{n}\right)$, we have the assertion of the lemma.

Finally, by combining Lemma 21 and Lemma 22, by taking the constants to be sufficiently small and $n$ to be sufficiently large, we can show (12).

## V. Proof of Theorem 10

## A. Proof of Converse Part

We only prove (16) because (17) is obtained from (16) by letting $E_{1}=E_{*}$ and $W_{1}=W_{*}$.
Assume that $R$ is achievable and fix $\lambda, E_{1}, E_{2}, W_{1}$, and $W_{2}$ such that $\lambda E_{1}+(1-\lambda) E_{2} \leq E$ and $W_{j} \in \mathcal{W}_{j}\left(E_{j}\right)$ for $j=1,2$. To prove (16), it is sufficient to show that there exists a pair $\left(D_{1}, D_{2}\right)$ such that $\lambda D_{1}+(1-\lambda) D_{2} \leq D$ and $R \geq R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right)$.

To do this, we consider the compound channel

$$
W^{n}=\lambda W_{1}^{\times n}+(1-\lambda) W_{2}^{\times n}
$$

Note that $\boldsymbol{W}=\left\{W^{n}\right\}_{n=1}^{\infty} \in \mathcal{W}_{a}(E)$ since

$$
\begin{aligned}
e_{n}\left(P_{X}^{n}, W^{n}\right) & =\sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W^{n}\left(y^{n} \mid x^{n}\right) e_{n}\left(x^{n}, y^{n}\right) \\
& =\lambda e_{n}\left(P_{X}^{n}, W_{1}^{\times n}\right)+(1-\lambda) e_{n}\left(P_{X}^{n}, W_{2}^{\times n}\right) \\
& \leq \lambda E_{1}+(1-\lambda) E_{2} \\
& \leq E
\end{aligned}
$$

Hence, by the definition of the achievability of $R$, for arbitrary small $\varepsilon>0$ and sufficiently large $n$, there exists a code $\left(\varphi_{n}, \psi_{n}\right)$ such that

$$
\frac{1}{n} \log \left|\mathcal{M}_{n}\right| \leq R+\varepsilon
$$

and

$$
\begin{equation*}
\sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W^{n}\left(y^{n} \mid x^{n}\right) d_{n}\left(x^{n}, \psi_{n}\left(\varphi_{n}\left(x^{n}\right), y^{n}\right)\right) \leq D+\varepsilon . \tag{34}
\end{equation*}
$$

Note that (34) can be also written as

$$
\begin{align*}
D+\varepsilon \geq \lambda & \sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W_{1}^{\times n}\left(y^{n} \mid x^{n}\right) d_{n}\left(x^{n}, \psi_{n}\left(\varphi_{n}\left(x^{n}\right), y^{n}\right)\right)  \tag{35}\\
& +(1-\lambda) \sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W_{2}^{\times n}\left(y^{n} \mid x^{n}\right) d_{n}\left(x^{n}, \psi_{n}\left(\varphi_{n}\left(x^{n}\right), y^{n}\right)\right) \tag{36}
\end{align*}
$$

On the other hand, by using $\left(\varphi_{n}, \psi_{n}\right)$, we can construct a $\mathrm{HB} \operatorname{code}\left(\varphi_{n}^{H B}, \psi_{n}^{H B 1}, \psi_{n}^{H B 2}\right)$ as

$$
\begin{aligned}
\varphi_{n}^{H B}\left(x^{n}\right) & =\varphi_{n}\left(x^{n}\right) \quad x^{n} \in \mathcal{X}^{n}, \\
\psi_{n}^{H B 1}\left(m, y_{1}^{n}\right) & =\psi_{n}\left(m, y_{1}^{n}\right) \quad m \in \mathcal{M}_{n}, y_{1}^{n} \in \mathcal{Y}^{n}, \\
\psi_{n}^{H B 2}\left(m, y_{2}^{n}\right) & =\psi_{n}\left(m, y_{2}^{n}\right) \quad m \in \mathcal{M}_{n}, y_{2}^{n} \in \mathcal{Y}^{n} .
\end{aligned}
$$

Then, let $\left(D_{1}, D_{2}\right)$ be the pair of average distortion occurred by $\left(\varphi_{n}^{H B}, \psi_{n}^{H B 1}, \psi_{n}^{H B 2}\right)$, i.e.,

$$
\begin{equation*}
D_{j}:=\sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W_{j}^{\times n}\left(y_{j}^{n} \mid x^{n}\right) d_{n}\left(x^{n}, \psi_{n}^{H B j}\left(\varphi_{n}^{H B}\left(x^{n}\right), y_{j}^{n}\right)\right) \quad j=1,2 . \tag{37}
\end{equation*}
$$

By the definition of $R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right)$ and the construction of the code, we have

$$
R+\varepsilon \geq R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right)
$$

Further, 36) and (37) indicate

$$
D+\varepsilon \geq \lambda D_{1}+(1-\lambda) D_{2}
$$

Since we can choose $\varepsilon$ arbitrary small, we have $R \geq R_{H B}\left(D_{1}, D_{2} \mid W_{1}, W_{2}\right)$ and $\lambda D_{1}+(1-\lambda) D_{2} \leq D$.

## B. Proof of Direct Part

As the direct part proof of Theorem 6 we prove (18) in three steps. First, we construct a code for i.i.d. channel. Then, it is used to permutation invariant channels by using random permutation. Then, the size of the randomness is reduced by the de-randomization technique.

1) Code for i.i.d. channel: The goal of this section is to show the following lemma.

Lemma 23: For arbitrarily fixed $V \in \mathcal{V}(E, D)$ and $\delta>0$, there exists $\mu>0$ and a code $\varphi_{n}^{\prime}: \mathcal{X}^{n} \rightarrow \mathcal{U}^{n}$ such that

$$
\begin{equation*}
\frac{1}{n} \log \left|\varphi_{n}^{\prime}\right| \leq I\left(P_{X}, V\right)+2 \delta \tag{38}
\end{equation*}
$$

and

$$
\operatorname{Pr}\left\{\left(\hat{U}^{n}, X^{n}, Y^{n}\right) \notin T_{P_{X} V \bar{W}, \delta}\right\} \leq 2^{-\mu n}
$$

for every $\bar{W} \in \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$ provided that $n$ is sufficiently large, where $\left|\varphi_{n}^{\prime}\right|$ is the cardinality of the image of $\varphi_{n}^{\prime}, \hat{U}^{n}=\varphi_{n}^{\prime}\left(X^{n}\right)$ and $T_{P_{X} V \bar{W}, \delta}$ is the set of $P_{U X Y}$-typical sequences with respect to $P_{U X Y}(u, x, y)=$ $P_{X}(x) V(u \mid x) \bar{W}(y \mid x)$.

Proof: We construct a code in a similar manner as Section IV-B1 We use two kinds of bin codings $f_{n}: \mathcal{U}^{n} \rightarrow$ $\mathcal{S}_{n}$ and $g_{n}: \mathcal{U}^{n} \rightarrow \mathcal{L}_{n}$. We set

$$
\begin{aligned}
R_{f} & =H(U \mid X)-\delta \\
R_{g} & =I\left(P_{X}, V\right)+2 \delta
\end{aligned}
$$

Let $\left|\mathcal{S}_{n}\right|=\left\lfloor 2^{n R_{f}}\right\rfloor$ and $\left|\mathcal{L}_{n}\right|=\left\lceil 2^{n R_{g}}\right\rceil$.
Since

$$
R_{f}+R_{g}=H(U)+\delta
$$

there exists a decoder $\kappa_{n}: \mathcal{S}_{n} \times \mathcal{L}_{n} \rightarrow \mathcal{U}^{n}$ and $\mu_{1}>0$ such that

$$
\begin{equation*}
\mathbb{E}_{F_{n} G_{n}}\left[P_{e r r}\left(F_{n}, G_{n}\right)\right] \leq 2^{-\mu_{1} n} \tag{39}
\end{equation*}
$$

for sufficiently large $n$, where $P_{\text {err }}\left(F_{n}, G_{n}\right)$ is the error probability of the source coding when the bin codings $\left(F_{n}, G_{n}\right)$ are used. Furthermore, since $R_{f}=H(U \mid X)-\delta, S_{n}=F_{n}\left(U^{n}\right)$ is close to the uniform random variable that is independent of $X^{n}$ (Lemma 30).

We construct a code as follows. Let

$$
P_{\hat{U}^{n} \mid S_{n} L_{n}}\left(u^{n} \mid s_{n}, \ell_{n}\right)=\mathbf{1}\left[u^{n}=\kappa_{n}\left(s_{n}, \ell_{n}\right)\right]
$$

be the distribution describing the decoder. Let

$$
\begin{aligned}
& P_{S_{n} L_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(s_{n}, \ell_{n}, u^{n}, x^{n}, y^{n}, \hat{u}^{n}\right) \\
& \quad=P_{S_{n} X^{n}}\left(s_{n}, x^{n}\right) P_{U^{n} \mid S_{n} X^{n}}\left(u^{n} \mid s_{n}, x^{n}\right) P_{L_{n} \mid U^{n}}\left(\ell_{n} \mid u^{n}\right) P_{Y^{n} \mid X^{n}}\left(y^{n} \mid x^{n}\right) P_{U^{n} \mid S_{n} L_{n}}\left(\hat{u}^{n} \mid s_{n}, \ell_{n}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{P}_{\bar{S}_{n} L_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(s_{n}, \ell_{n}, u^{n}, x^{n}, y^{n}, \hat{u}^{n}\right) \\
& \quad=P_{\bar{S}_{n}}\left(s_{n}\right) P_{X^{n}}\left(x^{n}\right) P_{U^{n} \mid S_{n} X^{n}}\left(u^{n} \mid s_{n}, x^{n}\right) P_{L_{n} \mid U^{n}}\left(\ell_{n} \mid u^{n}\right) P_{Y^{n} \mid X^{n}}\left(y^{n} \mid x^{n}\right) P_{U^{n} \mid S_{n} L_{n}}\left(\hat{u}^{n} \mid s_{n}, \ell_{n}\right) .
\end{aligned}
$$

Note that $P_{U^{n} \mid S_{n} X^{n}}$ is a randomized quantizer. From Lemma 30 and the fact that the variational distance does not increase by data processing and marginalization, we have

$$
\mathbb{E}_{F_{n} G_{n}}\left[\left\|\hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}-P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\right\|\right] \leq 2^{-\mu_{2} n}
$$

for some $\mu_{2}>0$. By Lemma 29 and 39, we have

$$
\begin{aligned}
& \mathbb{E}_{F_{n} G_{n}}\left[P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(\left\{\left(\hat{u}^{n}, x^{n}, y^{n}\right) \notin T_{P_{X} V W, \delta}\right\}\right)\right] \\
& \quad \leq \mathbb{E}_{F_{n} G_{n}}\left[P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(\left\{\left(u^{n}, x^{n}, y^{n}\right) \notin T_{P_{X} V W, \delta} \text { or } u^{n} \neq \hat{u}^{n}\right\}\right)\right] \\
& \quad \leq 2^{-\mu_{3} n}
\end{aligned}
$$

for some $\mu_{3}>0$. Since

$$
\begin{aligned}
& \hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}(\mathcal{A})-P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}(\mathcal{A}) \\
& \quad \leq\left\|\hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}-P_{S_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\right\|
\end{aligned}
$$

for any set $\mathcal{A}$, we have

$$
\mathbb{E}_{F_{n} G_{n}}\left[\hat{P}_{\bar{S}_{n} U^{n} X^{n} Y^{n} \hat{U}^{n}}\left(\left\{\left(\hat{u}^{n}, x^{n}, y^{n}\right) \notin T_{P_{X} V W, \delta}\right\}\right)\right] \leq 2^{-\mu_{4} n}
$$

for some $\mu_{4}>0$. Since the cardinality of $\mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$ is bounded by $(n+1)^{|\mathcal{X}||\mathcal{Y}|}$, there exists one realization $\left(f_{n}, g_{n}, s_{n}\right)$ of $\left(F_{n}, G_{n}, S_{n}\right)$ satisfying

$$
\hat{P}_{U^{n} X^{n} Y^{n} \hat{U}^{n} \mid \bar{S}_{n}}\left(\left\{\left(\hat{u}^{n}, x^{n}, y^{n}\right) \notin T_{P_{X} V W, \delta}\right\} \mid s_{n}\right) \leq(n+1)^{|\mathcal{X}||\mathcal{Y}|} 2^{-\mu_{4} n}
$$

Furthermore, let $K_{n}$ be a random variable that simulate the randomized quantizer $P_{U^{n} \mid S_{n} X^{n}}$. Then, we can also eliminate this randomness in a similar manner. Let $\tau_{n}: \mathcal{S}_{n} \times \mathcal{X}^{n} \rightarrow \mathcal{U}^{n}$ be the resulting deterministic quantizer. Then, we set $\varphi_{n}^{\prime}\left(x^{n}\right)=\kappa_{n}\left(s_{n}, g_{n}\left(\tau_{n}\left(s_{n}, x^{n}\right)\right)\right)$. The image size of $\varphi_{n}^{\prime}$ obviously satisfies 38). Thus, by taking $n$ sufficiently large, we have the assertion of the lemma.
2) Code for Permutation Invariant Channel:

Lemma 24: For $\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right)$, let $\mathcal{A}_{n}(\bar{W}) \subset \mathcal{X}^{n} \times \mathcal{Y}^{n}$. Suppose that

$$
P_{X}^{n} \cdot \bar{W}^{\times n}\left(\mathcal{A}_{n}(\bar{W})^{c}\right) \leq \bar{\varepsilon}
$$

for every $\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right)$. Then, for any conditional type $\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right)$, we have

$$
\begin{aligned}
& \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \quad \times \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}(\bar{W})^{c}\right] \\
& \quad \leq \quad(n+1)^{|\mathcal{X}||\mathcal{Y}|} \bar{\varepsilon} .
\end{aligned}
$$

Proof: We prove this lemma in a similar manner as Lemma 19. For any $\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)$, note that (30) holds. Then, for any $\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right)$, we have

$$
\begin{aligned}
\bar{\varepsilon} & \geq P_{X}^{n} \cdot \bar{W}^{\times n}\left(\mathcal{A}_{n}(\bar{W})^{c}\right) \\
& \geq \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \bar{W}^{\times n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}(\bar{W})^{c}\right] \\
& \geq \frac{1}{(n+1)^{|\mathcal{X}||\mathcal{Y}|}} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}(\bar{W})^{c}\right],
\end{aligned}
$$

which implies the statement of the lemma.
Lemma 25: For a given $V \in \mathcal{V}\left(E+2 \delta e_{\max }, D\right)$, suppose that there exists $\varphi_{n}^{\prime}: \mathcal{X}^{n} \rightarrow \mathcal{U}^{n}$ such that

$$
\operatorname{Pr}\left\{\left(\hat{U}^{n}, X^{n}, Y^{n}\right) \notin T_{P_{X} V \bar{W}, \delta}\right\} \leq \bar{\varepsilon}
$$

for every $\bar{W} \in \mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$, where $\hat{U}^{n}=\varphi_{n}^{\prime}\left(X^{n}\right)$ and $T_{P_{X} V \bar{W}, \delta}$ is the set of all $P_{U X Y}$-typical set for $P_{U X Y}(u, x, y)=$ $P_{X}(x) V(u \mid x) \bar{W}(y \mid x)$. Then, we have

$$
\begin{aligned}
\mathbb{E} & {\left[d_{n}\left(X^{n}, \hat{U}^{n}\left(Y^{n}\right)\right)\right] } \\
& \leq\left\{P_{X}^{n}\left(T_{X, \delta}^{c}\right)+(n+1)^{2|\mathcal{X}||\mathcal{Y}|} \bar{\varepsilon}+\delta\right\} d_{\max }+D
\end{aligned}
$$

for every permutation invariant (not necessarily i.i.d.) $W^{n}$ such that

$$
\mathbb{E}\left[e_{n}\left(X^{n}, Y^{n}\right)\right] \leq E
$$

provided that $n$ is sufficiently large.
Proof: From (52), we first note that

$$
d_{n}\left(x^{n}, u^{n}\left(y^{n}\right)\right) \leq d(V, \bar{W})+\delta d_{\max }
$$

for $\left(u^{n}, x^{n}, y^{n}\right) \in T_{P_{X} V \bar{W}, \delta}$. Then, by using Lemma 24 for

$$
\mathcal{A}_{n}(\bar{W})=\left\{\left(x^{n}, y^{n}\right):\left(\varphi_{n}^{\prime}\left(x^{n}\right), x^{n}, y^{n}\right) \in T_{P_{X} V \bar{W}, \delta}\right\}
$$

we have

$$
\begin{aligned}
& \mathbb{E}\left[d_{n}\left(X^{n}, \hat{U}^{n}\left(Y^{n}\right)\right)\right] \\
& \leq P_{X}^{n}\left(T_{X, \delta}^{c}\right) d_{\max } \\
& \quad+\sum_{\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right)} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \quad \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}^{c}(\bar{W})\right] d_{\max } \\
& \quad+\sum_{\bar{W} \in \overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right)} \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \mathbf{1}\left[\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)\right] \\
& \\
& \quad \sum_{y^{n} \in T_{\bar{W}}\left(x^{n}\right)} W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \frac{1}{\left|T_{\bar{W}}\left(x^{n}\right)\right|} \mathbf{1}\left[\left(x^{n}, y^{n}\right) \in \mathcal{A}_{n}(\bar{W})\right]\left\{d(V, \bar{W})+\delta d_{\max }\right\}
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left\{P_{X}^{n}\left(T_{X, \delta}^{c}\right)+(n+1)^{2|\mathcal{X}||\mathcal{Y}|} \bar{\varepsilon}+\delta\right\} d_{\max } \\
& +\sum_{x^{n} \in T_{X, \delta}} \sum_{\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)} P_{X}^{n}\left(x^{n}\right) W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) d(V, \bar{W})
\end{aligned}
$$

where we used Lemma 24 to upper bound the second term in the second inequality. Now, we rewrite the last term as

$$
\begin{aligned}
& \sum_{x^{n} \in T_{X, \delta}} \sum_{\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x} n\right)} P_{X}^{n}\left(x^{n}\right) W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) d(V, \bar{W}) \\
& \quad=\quad P_{X}^{n}\left(T_{X, \delta}\right) d\left(V, W_{m i x}\right)
\end{aligned}
$$

where $W_{\text {mix }} \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$ is a channel defined by

$$
W_{m i x}(y \mid x)=\sum_{x^{n} \in T_{X}, \delta} \tilde{P}_{X}^{n}\left(x^{n}\right) \sum_{\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)} W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) \bar{W}(y \mid x)
$$

for

$$
\tilde{P}_{X}^{n}\left(x^{n}\right)=\frac{P_{X}^{n}\left(x^{n}\right)}{P_{X}^{n}\left(T_{X, \delta}\right)}
$$

From (49) and (50), we have

$$
e_{n}\left(x^{n}, y^{n}\right) \geq e\left(P_{X}, \bar{W}\right)-\delta e_{\max }
$$

for $x^{n} \in T_{X, \delta}$ and $y^{n} \in T_{\bar{W}}\left(x^{n}\right)$. Thus, we have

$$
\begin{aligned}
E & \geq \mathbb{E}\left[e_{n}\left(X^{n}, Y^{n}\right)\right] \\
& =\sum_{x^{n}, y^{n}} P_{X}^{n}\left(x^{n}\right) W^{n}\left(y^{n} \mid x^{n}\right) e_{n}\left(x^{n}, y^{n}\right) \\
& \geq \sum_{x^{n} \in T_{X, \delta}} P_{X}^{n}\left(x^{n}\right) \sum_{\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)} W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right) e\left(P_{x^{n}}, \bar{W}\right) \\
& \geq \sum_{x^{n} T_{X}, \delta} P_{X}^{n}\left(x^{n}\right) \sum_{\bar{W} \in \mathcal{P}_{n}\left(\mathcal{Y} \mid P_{x^{n}}\right)} W^{n}\left(T_{\bar{W}}\left(x^{n}\right) \mid x^{n}\right)\left\{e\left(P_{X}, \bar{W}\right)-\delta e_{\max }\right\} \\
& =P_{X}^{n}\left(T_{X, \delta}\right)\left\{e\left(P_{X}, W_{\operatorname{mix}}\right)-\delta e_{\max }\right\} .
\end{aligned}
$$

Thus, we have $W_{\text {mix }} \in \mathcal{W}_{1}\left(E+2 \delta e_{\max }\right)$ provided that $n$ is sufficiently large. Since $V \in \mathcal{V}\left(E+2 \delta e_{\max }\right.$, $\left.D\right)$, we have $d\left(V, W_{\text {mix }}\right) \leq D$. This completes the proof.

By combining Lemma 23 and Lemma 25, we have the following.
Lemma 26: For any $V \in \mathcal{V}\left(E+2 \delta e_{\max }, D\right), \delta>0$, and $\varepsilon>0$, there exists $\varphi_{n}^{\prime}: \mathcal{X}^{n} \rightarrow \mathcal{U}^{n}$ such that

$$
\frac{1}{n} \log \left|\varphi_{n}^{\prime}\right| \leq I\left(P_{X}, V\right)+\delta
$$

and

$$
\begin{equation*}
\mathbb{E}_{\pi_{n}}\left[\mathbb{E}\left[d_{n}\left(\pi_{n}\left(X^{n}\right), \hat{U}^{n}\left(\pi_{n}\left(Y^{n}\right)\right)\right)\right]\right] \leq D+\varepsilon \tag{40}
\end{equation*}
$$

for every $\mathbf{W} \in \mathcal{W}_{m}(E)$ provided that $n$ is sufficiently large, where $\hat{U}^{n}=\varphi_{n}^{\prime}\left(\pi_{n}\left(X^{n}\right)\right)$.
3) De-Randomization: Now we reduce the size of random permutation by using the de-randomization technique.

Lemma 27: Suppose that $\varphi_{n}^{\prime}$ satisfies 40. Then, for arbitrary $\delta_{2}, \gamma>0$, there exists $m_{n}=2^{\delta_{2} n}$ permutations $\left\{\pi_{n}^{(1)}, \ldots, \pi_{n}^{\left(m_{n}\right)}\right\}$ such that

$$
\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} \mathbb{E}\left[d_{n}\left(\pi_{n}\left(X^{n}\right), \hat{U}^{n}\left(\pi_{n}\left(Y^{n}\right)\right)\right)\right] \leq D+\varepsilon+\gamma
$$

provided that $n$ is sufficiently large.
Proof: For a permutation $\pi_{n}$ and $\left(x^{n}, y^{n}\right) \in \mathcal{X}^{n} \times \mathcal{Y}^{n}$, we denote

$$
J\left(\pi_{n}, x^{n}, y^{n}\right)=d_{n}\left(\pi_{n}\left(x^{n}\right), \hat{u}^{n}\left(\pi_{n}\left(y^{n}\right)\right)\right)
$$

where $\hat{u}^{n}=\varphi_{n}^{\prime}\left(\pi_{n}\left(x^{n}\right)\right)$. Let $\pi_{n}^{(1)}, \ldots, \pi_{n}^{\left(m_{n}\right)}$ be randomly generated permutations, and let $\bar{J}\left(x^{n}, y^{n}\right)=\mathbb{E}_{\pi_{n}}\left[J\left(\pi_{n}, x^{n}, y^{n}\right)\right]$. Then, by using Lemma 31 for $A_{i}=J\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right), b=d_{\max }$, and $\alpha=\frac{\gamma}{2 d_{\max }^{2}}$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left\{\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} J\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right) \geq \bar{J}\left(x^{n}, y^{n}\right)+\gamma\right\} \\
& \quad \leq \exp \left\{-\left(\gamma^{2} / 4 d_{\max }^{2}\right) m_{n}\right\}
\end{aligned}
$$

Furthermore, by using the union bound, we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\exists\left(x^{n}, y^{n}\right) \frac{1}{m_{n}} \sum_{i=1}^{m_{n}} J\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right) \geq \bar{J}\left(x^{n}, y^{n}\right)+\gamma\right\} \\
& \quad \leq\left|\mathcal{X}^{n}\right|\left|\mathcal{Y}^{n}\right| \exp \left\{-\left(\gamma^{2} / 4 d_{\max }^{2}\right) m_{n}\right\} \tag{41}
\end{align*}
$$

Since $\exp \left\{-\left(\gamma^{2} / 4 d_{\text {max }}^{2}\right) m_{n}\right\}$ converges to 0 doubly exponentially, the righthand side of 41) is strictly smaller than 1 if $n$ is sufficiently large, which implies that there exists one realization of $\pi_{n}^{(1)}, \ldots, \pi_{n}^{\left(m_{n}\right)}$ such that

$$
\begin{equation*}
\frac{1}{m_{n}} \sum_{i=1}^{m_{n}} J\left(\pi_{n}^{(i)}, x^{n}, y^{n}\right) \leq \bar{J}\left(x^{n}, y^{n}\right)+\gamma \tag{42}
\end{equation*}
$$

for every $\left(x^{n}, y^{n}\right)$. Finally, by taking the average over both sides of 42b with respect to $\left(X^{n}, Y^{n}\right)$, we have the assertion of the lemma.

Finally, by combining Lemma 26 and Lemma 27, and by taking the constants to be sufficiently small and $n$ to be sufficiently large, we can show that the righthand side of (18) is achievable.

## VI. CONCLUSION

In this paper, we introduced the novel rate-distortion functions for the Wyner-Ziv problem, which are defined as the minimum rates required for the universal coding for the distortion constrained general channel classes. Then, we derived the upper bounds and lower bounds on the rate-distortion functions. The complete solution for the rate-distortion functions is remained open. Parts of difficulties are related to the Heegard-Berger problem, which is also a long-standing open problem.

## Appendix

## A. Proof of Proposition 2

From the definition, for any $\nu>0$ there exists an average-achievable rate $R$ such that $R \leq R_{a}(D \mid E)+\nu$. For any $\epsilon>0$ and $\boldsymbol{W} \in \mathcal{W}_{m}(E-\epsilon)$, we have

$$
\begin{align*}
\mathbb{E}\left[e_{n}\left(P_{X^{n}}, W^{n}\right)\right] & \leq E-\epsilon+e_{\max } \operatorname{Pr}\left\{e_{n}\left(X^{n}, Y^{n}\right)>E\right\}  \tag{43}\\
& \leq E \tag{44}
\end{align*}
$$

provided that $n \geq n_{0}\left(\epsilon / e_{\max }\right)$.
Let $\tilde{\boldsymbol{W}}=\left\{\tilde{W}^{n}\right\}_{n=1}^{\infty}$ be a sequence of channels such that $\tilde{W}^{n}=W^{n}$ for $n \geq n_{0}\left(\epsilon / e_{\max }\right)$ and $\tilde{W}^{n}$ for $1 \leq$ $n<n_{0}\left(\epsilon / e_{\max }\right)$ are chosen appropriately so that $\mathbb{E}\left[e_{n}\left(P_{X^{n}}, \tilde{W}^{n}\right)\right] \leq E$. Then from (44), we have $\tilde{W} \in \mathcal{W}_{a}(E)$. Then, since $R$ is average achievable, for any $\varepsilon>0$ there exists a code such that (4) and (5) are satisfied for $\tilde{W}^{n}$ and $n \geq n_{1}(\varepsilon)$. This also implies that the code also satisfies (4) and (5) for $W^{n}$ and $n \geq \max \left[n_{0}\left(\epsilon / e_{\max }\right), n_{1}(\varepsilon)\right]$. Since $\boldsymbol{W} \in \mathcal{W}_{m}(E-\epsilon)$ is arbitrary, $R$ is also maximum-achievable. Since $\nu>0$ is arbitrary, we have

$$
R_{a}(D \mid E) \geq R_{m}(D \mid E-\epsilon)
$$

Thus, by taking the limit $\epsilon \rightarrow 0$, we have the assertion of the proposition.
B. Continuity of $R_{W Z}(D \mid W)$

Lemma 28: For $D>0, R_{W Z}(D \mid W)$ is a continuous function with respect to $W$.
Proof: For two channels $W_{1}, W_{2}$, we consider the distance given by

$$
\Delta\left(W_{1}, W_{2}\right):=\sum_{x, y}\left|P_{X}(x) W_{1}(y \mid x)-P_{X}(x) W_{2}(y \mid x)\right|
$$

Since the Euclidian distance $\left\|W_{1}-W_{2}\right\|_{2}$ converging to 0 implies $\Delta\left(W_{1}, W_{2}\right)$ converging to 0 , it suffice to show the continuity of $R_{W Z}(D \mid W)$ with respect to the topology given by $\Delta(\cdot, \cdot)$.

By a slight abuse of notation, we also introduce

$$
\Delta\left(V_{1}, V_{2}\right):=\sum_{u, x}\left|P_{X}(x) V_{1}(u \mid x)-P_{X}(x) V_{2}(u \mid x)\right|
$$

for two test channel $V_{1}, V_{2}$. From the definition of the variational distance, we can find that

$$
\Delta\left(W_{1}, W_{2}\right)=\left\|P_{X} V W_{1}-P_{X} V W_{2}\right\|
$$

for any fixed test channel $V$ and

$$
\Delta\left(V_{1}, V_{2}\right)=\left\|P_{X} V_{1} W-P_{X} V_{2} W\right\|
$$

for any fixed channel $W$, where $P_{X} V W$ is the joint distribution given by $P_{X}(x) V(u \mid x) W(y \mid x)$. Furthermore, from Fannes' inequality [32, Lemma 2.7], there exists a function $\nu(\delta)$ such that $\nu(\delta) \rightarrow 0$ as $\delta \rightarrow 0$ and

$$
\begin{equation*}
\left|\phi\left(V, W_{1}\right)-\phi\left(V, W_{2}\right)\right| \leq \nu\left(\Delta\left(W_{1}, W_{2}\right)\right) \tag{45}
\end{equation*}
$$

for fixed $V$ and

$$
\begin{equation*}
\left|\phi\left(V_{1}, W\right)-\phi\left(V_{2}, W\right)\right| \leq \nu\left(\Delta\left(V_{1}, V_{2}\right)\right) \tag{46}
\end{equation*}
$$

for fixed $W$.
For two channels $W_{1}, W_{2}$, let $\epsilon:=d_{\max } \Delta\left(W_{1}, W_{2}\right)$. Let $V_{i}^{*} \in \mathcal{V}\left(W_{i}, D+\epsilon\right)$ be a test channel such that

$$
\phi\left(V_{i}^{*}, W_{i}\right)=R_{W Z}\left(D+\epsilon \mid W_{i}\right)
$$

Let $\tilde{V}_{i}$ be a test channel such that $\tilde{V}_{i} \in \mathcal{V}\left(W_{i}, 0\right)$. We set

$$
V_{i}^{\dagger}:=\frac{D}{D+\epsilon} V_{i}^{*}+\frac{\epsilon}{D+\epsilon} \tilde{V}_{i}
$$

Then, we have

$$
\begin{align*}
\Delta\left(V_{i}^{*}, V_{i}^{\dagger}\right) & \leq \frac{\epsilon}{D+\epsilon}\left\|P_{X} V_{i}^{*}-P_{X} \tilde{V}_{i}\right\|  \tag{47}\\
& \leq \frac{2 \epsilon}{D+\epsilon} \tag{48}
\end{align*}
$$

and

$$
\begin{aligned}
d\left(V_{i}^{\dagger}, W_{i}\right) & =\frac{D}{D+\epsilon} d\left(V_{i}^{*}, W_{i}\right)+\frac{\epsilon}{D+\epsilon} d\left(\tilde{V}_{i}, W_{i}\right) \\
& \leq D
\end{aligned}
$$

Furthermore, let $V_{i}^{\ddagger} \in \mathcal{V}\left(W_{i}, D\right)$ be such that

$$
\phi\left(V_{i}^{\ddagger}, W_{i}\right)=R_{W Z}\left(D \mid W_{i}\right) .
$$

Note that $V_{1}^{\ddagger} \in \mathcal{V}\left(W_{2}, D+\epsilon\right)$ and $V_{2}^{\ddagger} \in \mathcal{V}\left(W_{1}, D+\epsilon\right)$.
By using above notations, we have

$$
\begin{aligned}
R_{W Z}\left(D \mid W_{1}\right) & =\phi\left(V_{1}^{\ddagger}, W_{1}\right) \\
& \stackrel{\text { a) }}{\geq} \phi\left(V_{1}^{\ddagger}, W_{2}\right)-\nu\left(\Delta\left(W_{1}, W_{2}\right)\right) \\
& \stackrel{(\mathrm{b})}{\geq} \phi\left(V_{2}^{*}, W_{2}\right)-\nu\left(\Delta\left(W_{1}, W_{2}\right)\right) \\
& \stackrel{\text { (c) }}{\geq} \phi\left(V_{2}^{\dagger}, W_{2}\right)-\nu\left(\Delta\left(W_{1}, W_{2}\right)\right)-\nu(2 \epsilon /(D+\epsilon)) \\
& \stackrel{(\mathrm{d})}{\geq} \phi\left(V_{2}^{\ddagger}, W_{2}\right)-\nu\left(\Delta\left(W_{1}, W_{2}\right)\right)-\nu(2 \epsilon /(D+\epsilon)) \\
& =R_{W Z}\left(D \mid W_{2}\right)-\nu\left(\Delta\left(W_{1}, W_{2}\right)\right)-\nu(2 \epsilon /(D+\epsilon))
\end{aligned}
$$

where (a) follows from [45], (b) follows from $V_{1}^{\ddagger} \in \mathcal{V}\left(W_{2}, D+\epsilon\right)$ and the fact that $V_{2}^{*}$ minimizes $\phi\left(V, W_{2}\right)$ under $V \in \mathcal{V}\left(W_{2}, D+\epsilon\right)$, (c) follows from (48) and (46), and (d) follows from $V_{2}^{\dagger} \in \mathcal{V}\left(W_{2}, D\right)$ and the fact that $V_{2}^{\ddagger}$ minimizes $\phi\left(V, W_{2}\right)$ under $V \in \mathcal{V}\left(W_{2}, D\right)$. Similarly, we can prove the inequality in which $W_{1}$ and $W_{2}$ are interchanged. Thus we have

$$
\left|R_{W Z}\left(D \mid W_{1}\right)-R_{W Z}\left(D \mid W_{2}\right)\right| \leq \nu\left(\Delta\left(W_{1}, W_{2}\right)\right)+\nu(2 \epsilon /(D+\epsilon))
$$

Since $\epsilon \rightarrow 0$ as $\Delta\left(W_{1}, W_{2}\right) \rightarrow 0$, we have proved the continuity of $R_{W Z}(D \mid W)$.

## C. Miscellaneous Facts on Types and Typicality

In this section, we introduce some notations and known facts on the type method [32].
The type of a sequence $x^{n}$ and the joint type of $\left(x^{n}, y^{n}\right)$ are denoted by $P_{x^{n}}$ and $P_{x^{n} y^{n}}$ respectively. The set of all types and joint types are denoted by $\mathcal{P}_{n}(\mathcal{X})$ and $\mathcal{P}_{n}(\mathcal{X} \times \mathcal{Y})$. For type $P$, the set of all sequence such that $P_{x^{n}}=P$ is denoted by $T_{P}$. We use a similar notation for joint types. The set of all conditional types is denoted by $\mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})$, and the set of $W$-shell for given $x^{n}$ is denoted by $T_{W}\left(x^{n}\right)$. For type $P \in \mathcal{P}_{n}(\mathcal{X})$, the set of all conditional types such that $T_{W}\left(x^{n}\right)$ is not empty is denoted by $\mathcal{P}_{n}(\mathcal{Y} \mid P)$. It is well known that

$$
\begin{aligned}
\left|\mathcal{P}_{n}(\mathcal{X})\right| & \leq(n+1)^{|\mathcal{X}|} \\
\left|\mathcal{P}_{n}(\mathcal{X} \times \mathcal{Y})\right| & \leq(n+1)^{|\mathcal{X}||\mathcal{Y}|}, \\
\left|\mathcal{P}_{n}(\mathcal{Y} \mid \mathcal{X})\right| & \leq(n+1)^{|\mathcal{X}||\mathcal{Y}|},
\end{aligned}
$$

and these inequalities are extensively used in the paper.
For $P_{X} \in \mathcal{P}(\mathcal{X})$, a sequence $x^{n}$ is called $P_{X}$-typical sequence with constant $\delta$ if

$$
\left|P_{x^{n}}(a)-P_{X}(a)\right| \leq \delta \forall a \in \mathcal{X}
$$

and no $a \in \mathcal{X}$ with $P_{X}(a)=0$ occurs in $x^{n}$. The set of all typical sequence is denoted by $T_{X, \delta}$. The set of all types $P \in \mathcal{P}_{n}(\mathcal{X})$ such that $T_{P} \subset T_{X, \delta}$ is denoted by $\mathcal{P}_{X, \delta, n}$. For joint probability distribution, joint typical sequence and the set of all joint typical sequences are defined in a similar manner. It is well known that the set of all non-typical sequences occur with exponential small probability. Especially for our purpose, we need a bound such that the convergence is uniform with respect to $P_{X}$.

Lemma 29: For any $P_{X} \in \mathcal{P}(\mathcal{X})$, we have

$$
P_{X}^{n}\left(T_{X, \delta}^{c}\right) \leq 2|\mathcal{X}| 2^{-n \frac{2 \delta^{2}}{5 \ln 2}}
$$

Proof: For each $a \in \mathcal{X}$ such that $P_{X}(a)>0$, by noting that the variance of $\mathbb{1}\left[X_{i}=a\right]-P_{X}(a)$ is bounded by $\frac{1}{2}$ and $\left|\mathbf{1}\left[X_{i}=a\right]-P_{X}(a)\right| \leq 1$ with probability one, and by using the Bernstein inequality, we have

$$
\operatorname{Pr}\left\{\left|P_{X^{n}}(a)-P_{X}(a)\right| \geq \delta\right\} \leq 2 \cdot 2^{-n \frac{2 \delta^{2}}{5 \ln 2}}
$$

for any $0<\delta \leq 1$. Thus, by using the union bound with respect to $a \in \mathcal{X}$, we have the assertion.
Since the distortion is additive, the distortion between $x^{n}$ and $y^{n}$ only depends on their joint type, and thus we have

$$
\begin{equation*}
e_{n}\left(x^{n}, y^{n}\right)=e(P, W) \tag{49}
\end{equation*}
$$

if $x^{n} \in T_{P}$ and $y^{n} \in T_{W}\left(x^{n}\right)$. From the definition of $\mathcal{P}_{X, \delta, n}$, we have

$$
\begin{equation*}
\left|e(P, W)-e\left(P_{X}, W\right)\right| \leq \delta e_{\max } \tag{50}
\end{equation*}
$$

for any $P \in \mathcal{P}_{X, \delta, n}$ and $W \in \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$.

For $P \in \mathcal{P}_{n}(\mathcal{X})$, let

$$
\overline{\mathcal{W}}_{n}(P, E):=\mathcal{W}_{1}(P, E) \cap \mathcal{P}_{n}(\mathcal{Y} \mid P)
$$

Then, for $P \in \mathcal{P}_{X, \delta, n}$, 50) implies

$$
\begin{equation*}
W \in \overline{\mathcal{W}}_{n}(P, E) \Longrightarrow W \in \mathcal{W}_{1}\left(E+\delta e_{\max }\right) \tag{51}
\end{equation*}
$$

We also use the notation

$$
\begin{aligned}
\overline{\mathcal{W}}_{n}\left(T_{X, \delta}, E\right) & :=\bigcup_{P \in \mathcal{P}_{X, \delta, n}} \mathcal{W}_{n}(P, E) \\
\overline{\mathcal{W}}_{n}\left(T_{X, \delta}\right) & :=\bigcup_{P \in \mathcal{P}_{X, \delta, n}} \mathcal{P}_{n}(\mathcal{Y} \mid P)
\end{aligned}
$$

For $(V, W) \in \mathcal{P}(\mathcal{U} \mid \mathcal{X}) \times \mathcal{P}(\mathcal{Y} \mid \mathcal{X})$, let $P_{U X Y}(u, x, y)=P_{X}(x) V(y \mid x) W(y \mid x)$. For $\left(u^{n}, x^{n}, y^{n}\right) \in T_{U X Y, \delta}$, by the same reason as 49) and (50), we have

$$
\begin{equation*}
\left|d_{n}\left(x^{n}, u^{n}\left(y^{n}\right)\right)-d(V, W)\right| \leq \delta d_{\max } \tag{52}
\end{equation*}
$$

## D. Privacy Amplification Lemma

Lemma 30: Let $F_{n}$ be the random binning from $\mathcal{U}^{n}$ to $\mathcal{S}_{n}$ such that $\left|\mathcal{S}_{n}\right|=\left\lfloor 2^{n R_{f}}\right\rfloor$, where $R_{f}=H(U \mid X)-\delta$. Then, there exists $\mu_{2}>0$ such that

$$
\mathbb{E}_{F_{n}}\left[\left\|P_{S_{n} X^{n}}-P_{\bar{S}_{n}} \times P_{X^{n}}\right\|\right] \leq 2^{-\mu_{2} n}
$$

where $P_{\bar{S}_{n}}$ is the uniform distribution on $\mathcal{S}_{n}$.
Proof: The lemma is a straightforward consequence of [33, (51)], which states that

$$
\begin{equation*}
\mathbb{E}\left[\left\|P_{S_{n} X^{n}}-P_{\bar{S}_{n}} \times P_{X^{n}}\right\|\right] \leq 3\left|\mathcal{S}_{n}\right|^{\theta} 2^{n \tau\left(\theta \mid P_{U X}\right)} \tag{53}
\end{equation*}
$$

for $0 \leq \theta \leq \frac{1}{2}$, where

$$
\tau\left(\theta \mid P_{U X}\right)=\log \sum_{x} P_{X}(x)\left(\sum_{u} P_{U \mid X}(u \mid x)^{\frac{1}{1-\theta}}\right)^{1-\theta}
$$

Since $\left.\frac{d \tau\left(\theta \mid P_{U X}\right)}{d \theta}\right|_{\theta=0}=-H(U \mid X)$, there exists $\theta_{0}>0$ such that

$$
\frac{\tau\left(\theta_{0} \mid P_{U X}\right)}{\theta_{0}} \leq-H(U \mid X)+\frac{\delta}{2}
$$

Thus, we have

$$
\begin{align*}
\frac{\theta_{0}}{n} \log \left|\mathcal{S}_{n}\right|+\tau\left(\theta_{0} \mid P_{U X}\right) & \leq R_{f}-H(U \mid X)+\frac{\delta}{2} \\
& =-\frac{\delta}{2} \tag{54}
\end{align*}
$$

Combining (53) and (54), we have the assertion of the lemma.

## E. Bernstein's Trick

Lemma 31 ([28]): Let $A_{1}, \ldots, A_{m}$ be a sequence of discrete independent random variables that take values in $[-b, b]$. Then, for $0<\alpha \leq \min \left[1, \frac{b^{n}}{2} e^{-2 b}\right]$, we have

$$
\operatorname{Pr}\left\{\frac{1}{m} \sum_{i=1}^{m}\left(A_{i}-\mathbb{E}\left[A_{i}\right]\right) \geq \gamma\right\} \leq \exp \left\{\left(-\alpha \gamma+\alpha^{2} b^{2}\right) m\right\} .
$$
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[^1]:    ${ }^{1}$ We need the condition $E>0$ because we need to take $\lambda>0$ in 17. When $e(\cdot, \cdot)$ is the Hamming distortion measure and $E=0$, then we have $R_{a}(0 \mid 0)=0$. However, $R_{a}(0 \mid 0)$ may be positive in general. For example, $R_{a}(0 \mid 0)$ can be positive for a distortion measure such that $e(x, y)=0$ for every $(x, y)$.

[^2]:    ${ }^{2}$ we can also use the random linear coding instead of the random bin coding because Lemma 30 holds under the condition that $f_{n}$ is chosen from a universal hash family and the random linear coding ensemble is a universal hash family.

