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Abstract—We consider the jointly optimal design of a trans- which contain cached video files and serve the user requests
mission scheduling and admission control policy for adaptie through the wireless channel. The transmission scheduling
video streaming over small cell networks. We formulate the decisions are carried out independently by kietpers, while

problem as a dynamic network utility maximization and obsewe o - . .
that it naturally decomposes into two subproblems: admissin the admission control decisions are carried out indepethden

control and transmission scheduling. The resulting algothms By the users. In particular, we notice that the independent
are simple and suitable for distributed implementation. The choices made by every user in deciding the quality of the
admission control decisions involve each user choosing teiality  video chunk that should be downloaded at any given time is
of the video chunk asked for download, based on the network compatible with the current technology based on clientedri

congestion in its neighborhood. This form of admission combl is ) - - .
compatible with the current video streaming technology basd on Dynamic Adaptive Streaming over HTTP (DASH) for video

the DASH protocol over TCP connections. Through simulatios, ©n demand (VoD) systems![9]. [10].
we evaluate the performance of the proposed algorithm under ~ Motivated by realistic typical system parameters, we agsum

realistic assumptions for a small-cell network. that the time and frequency selective wireless channehéadi
coherence timex bandwidth product is small with respect to
the number of signal dimensions spanned by the transmission
We consider the problem of joint transmission schedulirgf a video chunk. This implies that the rate scheduling
and congestion control for adaptive video streaming in allsmédecisions in the transmission scheduling policy can make
cell network. We formulate a Network Utility Maximizationuse of the “ergodic” achievable rate region of the undegyin
(NUM) problem in the framework of Lyapunov Optimiza-physical layer. In contrast, other system parameters ssch a
tion, and derive algorithms for joint transmission schéuyl the distance dependent path loss and the quality-ratediffade
and congestion control inspired by the drift plus penaliyrofile of the video file may evolve at the same time scale
approachl[[i]. of the video chunks, yielding non-ergodic dynamics. Also,
Excellent surveys on various problem formulations in th&e have to consider that a coded video file is formed by
NUM framework can be found in[J2]5[4]. Initial work in “chunks” (group of pictures) whose statistics may changé wi
NUM focused on networks with static connectivity and timetime. Correspondingly, variable bit rate (VBR) video caglin
invariant channels. One of the first applications of NUM wad 1] yields a quality-rate tradeoff profile that may change
to show that Internet congestion control in TCP implicitlyith time (i.e., with the chunk index). We address these non-
solves a NUM problem where the variant of TCP dictates tigationary and non-ergodic dynamics of the system paramete
exact shape of the utility functiohl[2],][4]. This framewdnks by providing performance guarantees farbitrary sample
been extended to wireless ad-hoc networks with time varyipgths, using the approach developed lin [1],][12].
channel conditions (se€¢][3].][5] and the references thgrein
and to peer-to-peer networks inl [6]. Recent work on adaptive
video scheduling over wireless channels appearslin [7] by th We consider a discrete, time-slotted wireless network with
authors, and in([8]. multiple user stations and multiple helper stations. The ne
For the problem at hand, as a consequence of the NUNMbrk is defined by a bipartite grapfi = (U, H,E), where
formulation, we obtain an elegant decomposition of the opt denotes the set of userH, denotes the set of helpers, and
timal solution into two separate subproblems, which irtera& contains edges for all pair:, «) such that there exists
through the queue lengths. The subproblems are solved éyotential transmission link between € H and u € U.
distributed dynamic policies requiring only local queuedéh We denote byN (u) C H the neighborhood of user, i.e.,
information at each network node. The network is formell'(v) = {h € H : (h,u) € £}. Similarly, N'(h) = {u € U :
by users, which place video streaming requests and wisth,u) € £}. Each usewn € U requests a video filg, from a
to download sequences of video chunks corresponding lifarary of possible files. A video file is formed by a sequence
the desired video files, anlaelpers (or femto base stations), of “chunks”, i.e., group of pictures (GOPs), that are encbde
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and decoded as stand-alone units. Chunks have the samedds the entire chunk, without overlaps and without gaps.
duration in time, given byl,,, = (# frames per GOR);, However, in Sectiofi_Ill, we will see that even if we allow
wheren is the frame rate (frames per second). Chunks mubie possibility of downloading different parts of the same
be reproduced in sequence at the user end. The streamdhgnk from different helpers, the optimal scheduling pplic
process consists of transferring chunks from the helpersisosuch that users download an entire chunk from a single
the requesting users such that the playback buffer at edafper, rather than obtaining different parts from diffdare
user contains the required chunks at the beginning of eduélpers. Thus, it turns out that the assumption of protocol
chunk playback time. Streaming is different from downleadi coordination to prevent overlap or gaps of the downloaded
because the playback starts while the whole file has not bd#ts from different helpers is not needed. The dynamics ef th
entirely transferred. In fact, the playback starts aftelharts transmission queues at the helpers is given by:

pre-fetching time, where the playback buffer is filled in by a

determined amount of chunks. We assume that the scheduléfhu(f + 1) = max{Qru(t) — nginu(t), 0} + kRnu(t)
time-scale coincides with the chunk interval, i.e., at eztuimk V(hu)c& (2)

interval a scheduling decision is made. Conventionally, Wv(\?here denotes the number of phvsical laver channel svmbols
assume a slotted time axis= 0,1,2,3..., corresponding " phy y Y

to epochst x T,.,. Let T,, denote the pre-fetching delay Ofcorr.esponding _to the duratidflop, andyu,.(t) is the_ch_annel
userw. Then cghlljnks arg downloaded starting at time 0 coding rate (bits/channel symbol) of the transmission from

and playback starts at timg,. A stall event for user; at time helper 7. to useru. We model the point-to-point wireless

t > T, is defined as the event that the playback buffer doggannel for eaclih, u) € £ as a frequency and time selective

not contain chunk number— T, at slot timet. underspread [13] fading channel. Using OFDM, the channel

Helpers have caches that contain subsets of the video fif be cpnverted In a set (WC. parallel n_arrowband SUb'.
in the library. We denote byH(f) the set of helpers that © annels in the frequency domain (subcarriers), each aftwhi
contain file f. Hence, the request of userfor a chunk at is time-selective with a certain fading channel cohereme.t

a particular slott can be assigned to any one of the helpe%’%/e aSSLilme tlhe I;N'dlel.y r??cog_ted blo%'.( _fadtln_g mod(;,\l, }[Nhere
in the setN(u) N H(f.). Letting Nyix denote the number i € sfma scae“t_lay”elg ading bcloeklmen IS _const,)laz:ﬂover
of pixels per frame, a chunk contaiths= 1T, Npix PiXels ime-frequency “tiles” (resource blocks) spanning bloaks

(source symbols). We assume that each chunk of each jacent subcarriers in the frequency domain and blocks of
f is encoded at a finite number of different quality mode% DM symbols in the tlme domain. For example, in the LTE
m € {1,...,N;} which is similar to what is typically done G standard, for an available system bandwidthl ®Hz

in several recent video streaming technologies like Miafios (after excluding the guard bands) and a scheduling slot of

Smooth Streaming and Apple HTTP Live Streaming][10 _uration_Tgop = 0.5s (typical GOP duration), we have that a
Due to the variable bit-rate nature of video coding, th cheduling slots spari$)0 x 1000 such resource blocks, each

quality-rate profile may vary from chunk to chunk. We IePf which is affected by its own fading coefficient. Thus, it is

Dy (m,t) and kB;(m,¢) denote the video quality measuresafe to assume that channel coding over such a large number

and the number of bits for filef at chunk timet and of resource bl_OCkS can %chieve_tbs%]o_dic_capa_city of the
quality modem respectively. A fundamental function of theunde_;llylng fadtlngt chann i For s_lm_pI|C|t_y, |ntrtlh|s paper kvf\;e
network controller at every slot timé consists of choosing consider constant power transmission, 1.€., the Se“’”"@

the quality moden., (1) of the chunks requested aby each transmit with constant and flat power spectral density over

user u. The choicem,(t) renders the choice of the point:jhe .WhOIe sydstefmthbandv;/ldtth, |rresp?célye ththe slchteiiullr:/?/
(D, (mu(t), 1), kBy, (ma(t), £)) from the finite set of quality- ecisions and of the instantaneous fading channel state. We

. Ny further assume that every usewhen decoding a transmission
rate tradeoff points{(Dy, (m, 1), kBy, (m, 1))},,2,. We let from a particular helpet € N (u) treats the interference from

R’“‘(Q denote the source coding rate (.b.'t per pixel) .Of Chun(l)<ther helpers as noise. Under these system assumptions, the
t received by uset from helperh. In addition to choosing the , . . S
maximum achievable rate for linfe, v) € £ is given by

quality modem,,(t) for chunk timet for all requesting users

u, the network controller also allocates the source coditegra Proghe(t)|an|?
Ry (1) satisfyin Chu(t) =E |log | 1 + ° “ ,
" ( ) ying L+ Zh’;ﬁh Ph/gh/u(t)|ah’u|2
> Ruu(t) =By, (mu(t).t) ¥V (hou) € €. (1) ®3)
heN (WNH(fu) where P}, is the transmit power of helpér, ay,, is the small-

scale fading gain from helpér to useru and gy, is the slow

When Ry, (t) is determined, helpér places the correspondingfading gain (pathloss) from helpér to useru. We assume

kRp,(t) bits in its transmission queu€y,, to be sent to
user v within the queuing and transmission delays. NOtiCe 11pis is the capacity averaged with respect to the first-orfeling
that in order to be able to download different parts of thdstribution, which has the operational meaning of an aettite rate only
same chunk from different helpers, the network Contro”grcoding across an arb_itrarily large number of fading‘ Saite p(_JssibIe. In

. . . contrast, the non-ergodic “outage capacity” of the fadihgrmel is relevant
needs to ensure that all received bits from the serving rﬂialp@hen a channel codeword spans a limited number of fadingsstétat does

N(u) NH(f,) are useful, i.e., the union of all received bitsiot increase with the channel coding block length.



that each helpeh serves its neighboring useis € N'(h) where¥, is the time averaged expectationaf(t), D** is
using orthogonal FDMA/TDMA. Therefore, the set of rates uniform upper bound on the maximum qualiy, (Ny, , t)
{unu(t) : w € N(h)} is constrained to be in the “time-sharingand D™ is a uniform lower bound on the minimum quality
region” of the broadcast channel formed by helpeand its Dy, (1,¢) for all chunk timest. To satisfy constraint§ (10), for
neighborsN' (k). This yields the transmission rate constrainteachu € U, we define the virtual queue:

3 ’C{’“*( JSlvhedn @)  Oult+1) =max{Ou(t) +7u(t) — Dy, (mu(t),1),0} (13)
ueN(n) " Notice that constraints_ (10) correspond to stability of the

The slow fading gaimy,.,(t) models path loss and shadowingirtual queueso,,, since¥, and D,, are the time-averaged

between helpeh and usen, and it is assumed to change venarrival rate and the time-averaged service rate for thesairt

slowly with time. We letu(t) denote the network state at timequeue given in[(23). It is easily shown in[14] that the optima

t, i.e., utility value ¢op¢ is the same for both problems] ($}-(7) and

@-12).

w(t) = {gnu(t), (Dr(+1): Br,(n1) : ¥ (how) €€, et} T o Q(t), ©(t) denote the column vectors of the queues
Let A, be the set of feasible control actions, dependeq,,(t) V (h,u) € &, virtual queues©,(t) ¥ v € U

on the current network state(t), and leta(t) € A, ;) be respectively. Also lety(¢), D(¢) denote the vectors with

a control action, comprising the vectoRs(t) with elements elementsy, (t) V v € U, Dy, (my(t),t) V u € U respectively.

k Ry, (t) of video coded bitsu(t) with elementsnpp,, (t) of Let G(t) = |QT(1),®7(1) T

channel coded bits and the quality modes(t) ¥V u € U. ’

A control policy is a sequence of control actiofis(t)}2,,

and define the quadratic Lya-
punov functionL(G(t)) := 1GT(t)G(t). Defining A(t) =

where at each time, a(t) € A, (). E[L(t+1)|Q(t)] — L(t.) as the drift at slott, the drift
plus penalty (DPP) policy [1] is designed to solvél(d)-(12)

[1l. PROBLEM FORMULATION AND CONTROL PoOLICY by observing only the current queue lengt@gt) and the
DESIGN current network states(¢) on each slot and then choosing

We now formulate the Network Utility Maximization prob-a(t) € A, to minimize a bound on
lem. The goal is to design a control policy which maximizes A VD
a concave utility function of the time averaged qualitiesalbf (t) ().

users subject to keeplng the queues at every helper staplgre v > 0 is a control parameter of the DPP policy which
Define D, = limy o0 + > E[Dy, (mu(7),7)] as the affects a utility-backlog tradeoff. It is shown iA]14] thtte

time averaged quality of user and let¢,(-) be the concave, ahove minimization reduces to: minimize
continuous, non-negative and non-decreasing utility fionc

for each usew. The goal is to solve: RT(1)Q(t) -DT(1)O(t) — pu'(H)Q(t)
max Z ¢u(Dy) (5) admission control transmission
ueU scheduling
t—1
subject to lim — ZE Quu (1) <00V (hyu) € & (6) — VY a1y O ()
uelU
alt) € Aw(t) Vi (7) obj. maximization

where constrain{{6) corresponds to #tieng stability condi- (14)

tion for all the queueg);,,. The above problem is solved uslnqcOr every slott using only the knowledge oB)(t) andw(t
the stochastic optimization theory dfl[1]. Since it invadve €The cho)llce ofR (1) z(fndmi( DY uel a?‘fects (ozﬂy the Ee)rm

maximizing afunction of time averages, it is first transformedRT(ﬁ)Q( #) — DT(1)O(t), while the choice ofu(f) affects

using auxiliary variablesy,(t), to the following problem oply the term— T ()Q(¢) and the choice of(¢) affects only
that involves maximizing a single time average instead e termy T (1O(t) — VY éu(7u(t)). Thus, the overall
ueUd Yu u . 1

a function of time averages so that tideift plus penalty minimization decomposes into three separate minimization
framework of [1] can be applied :

max Z Gu(Vu) (8)

et The admission control sub-problem involves minimizing
= the objective functionR™(¢)Q(t) — DT(t)O(t) (see [IH)).
subject to lim — ZE [Qhy (T)] < 0 ¥V (h,u) € £ (9) The minimization of this quantity decomposes into separate
t=oo t minimizations for each user, namely, for eacke U/, choose
F.<D,Yu €U (10) my(t) and Ry, (t) ¥ h € N(u) NH(f,) to minimize

DM <y (8) < DMV e U (11) > kQuu(t)Ruu(t) — Ou(t)Dy, (mu(t),t) (15)
at) € Ay V (12)  neN@NH(fu)

A. Admission Control



With {Rpu (t) }henr(uynm ) Satisfying ). It is immediate to
see that the above problem is solved by choosing the helper
hi € N(u) NH(f,) with the smallest queue backl@g,, (t),

and assigning the entire requested chunk;foNotice that in

this way the streaming of the video filg, may be handled RIS < e SN2 s
by different helpers across the streaming session, but each L IR RN
individual chunk is downloaded from a single helper. Furthe
the quality moden,,(t) is chosen as

arg min {kQn=u(t) By, (m,t) — ©4(t) Dy, (m,t)}.

me{l,...,N¢, }
(16) V. NUMERICAL EXPERIMENT

In order to implement this policy, it is sufficient that ead®t e consider at00m x400m square area divided intox 5
knows only itslocal information of the queue backlogs of its gmall square cells of side leng#dm as shown in FigurEl 1.
neighboring helpers. This policy is reminiscent of the entr A helper is located at the center of each small square cell.
adaptive streaming technology for video on demand systerggch helper serves only those users within a radiusoof
referred to as DASH 9], where the client (user) progresgivey, As described in Sectidi I, the helpers could be connected
fetches a video file by downloading successive chunks, agf some video content delivery network through a wired
makes adaptive decisions on the source encoding qualigdbagackhone or they could be dedicated nodes with local caching
on its current knowledge of the congestion of the underlyingpacity. In these simulations we assume that each helger ha
server-client connection. available the whole video library. Therefore, for any resfue
B. Transmission Scheduling fu We haveN (u) N }[(fu) = N(u). We further assume that
Transmission scheduling involves maximizing the weightet ere are2 users uniformly and. |-ndepen(_jently distributed in
ach small cell. We use the utility functiafy, () = log(z)

Sumthratezheﬁbzzlzle/\/(h) Q%(?Zh“(é) (;Nhere thetwelghts &:Eo%rresponding to proportional fairness) for alle 1. We
are the queue backlogs (séel(14)). Under our system assu sume a physical layer inspired by LTE specification$ [15].

tions, this problem decouples into separate maximizations Between any two points andb in the square area, the path
each helper. Thus, for eaéhe #, the transmission schedulingIOSS is given byg(a,b) — 1 wheres§ — 40 ,m and
0 T ()T =

problem can be written as thenear Program (LP):

Fig. 1: Toplogy (the green line indicates the trajectory aghabile user).

a = 3.5. Each helper transmits at a power level such that the

maximize Z Qnu(t) pona () (17) SNR per symbol (without interference) at the center (i.e., a
weN (h) distanced(a, b) = 0 from the transmitter) i20 dB.
. P (t) We assume that all the users request chunks successively
subject to ;( | Cru®) <1 (18)  from VBR-encoded video sequences. Each video file is a long
ueN (h

sequence of chunks, each of duratibh seconds and with a
The feasible region of the above LP is th&(h)|-simplex frame rate of30 frames per second. We consider a specific
polytope and it is immediate to see that the solution cosisistideo sequence formed 800 chunks, constructed using
of scheduling the user; € A(h) with the largest product video clips from the database in_J16], each of lengthd
Qnu(t)Chay(t), and serve this user at rotg . (t) = Chux (t), chunks. The chunks are encoded into different quality modes
while all other queues of helpér are not served in slat Here, the quality index is measured using tBeuctural
SMilarity (SSIM) index defined in[I17]. Figurds 2a ahdl 2b
show the size in kbits and the SSIM values as a function of
Each useru € U keeps track of©,(t) and chooses its the chunk index, respectively, for the different quality des.
virtual queue arrivaly,(t) in order to solve: The chunks fron to 200 and601 to 800 are encoded inté
maximize Vo (vu(t)) — Ou(t)7a(t) (19) quality mode;, While_ the chunks numbered_ fr@o to 600
are encoded id quality modes. In our experiment, each user
(20)  startsits streaming session1®f00 chunks from some arbitrary

These decisions push the system to approach the maximun®@sition in this reference video sequence and successively

C. Greedy maximization of the network utility function

subject to D™ <, (t) < DM,

the network utility function. requests1000 chunks by cycling through the sequence. In
addition, each user implements a policy to locally estimate
IV. ALGORITHM PERFORMANCE the delay with which the video chunks are delivered, such

It is shown in [14] that the time average utility achievedhat it can decide its pre-buffering time at the beginningof
by the DPP policy comes Withil@(%) of the utility of a streaming session or re-buffering time in the case of a stall
genie-aidedl-slot look ahead policy for any arbitrary samplesvent (empty playback buffer) during a streaming session. |
pathw(t) with a O(V") tradeoff in time averaged backlog. Theaddition, it may happen that chunks which go through difiere
details are omitted due to space restrictions and can balfowueues in the network are affected by different delays. This
in [214]. may give rise to a situation where already received chunks
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