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Abstract—In this paper, a new method is proposed to obtain
full-diversity, rate- 2 (rate of 2 complex symbols per channel use)
space-time block codes (STBCs) that are full-rate for multiple
input, double output (MIDO) systems. Using this method, rate-2
STBCs for 4×2, 6×2, 8×2 and 12×2 systems are constructed and
these STBCs are fast ML-decodable, have large coding gains and
STBC-schemes consisting of these STBCs have a non-vanishing
determinant (NVD) so that they are DMT-optimal for their
respective MIDO systems. It is also shown that the Srinath-Rajan
code [R. Vehkalahti, C. Hollanti, and F. Oggier, “Fast-Decodable
Asymmetric Space-Time Codes from Division Algebras,” IEEE
Trans. Inf. Theory, Apr. 2012] for the 4×2 system, which has the
lowest ML-decoding complexity among known rate-2 STBCs for
the 4×2 MIDO system with a large coding gain for 4-/16-QAM,
has the same algebraic structure as the STBC constructed in this
paper for the 4×2 system. This also settles in positive a previous
conjecture that the STBC-scheme that is based on the Srinath-
Rajan code has the NVD property and hence is DMT-optimal
for the 4× 2 system.

Index Terms—Cyclic division algebra, fast-decodability, Galois
group, MIDO system, non-vanishing determinant, space-time
block codes.

I. I NTRODUCTION AND BACKGROUND

Space-time block coding [3] has been continually evolving
over the last decade. Beginning with the simple Alamouti code
[4] for 2 transmit antennas, the evolution of space-time coding
theory has resulted in the development of sophisticated full-
diversity codes from cyclic division algebras (CDAs) [5]-[9]
for any number of transmit antennas. At one end are the rate-1
(see Definition 2) STBCs that are multi-group decodable (see,
for example, [10]-[13] for a definition of multi-group decod-
able STBCs) and have a relatively low maximum likelihood
(ML)-decoding complexity while at the other end are rate-nt

(for nt transmit antennas) full-diversity STBCs obtained from
CDAs which have a very high ML-decoding complexity. The
usage of powerful tools from number theory has resulted in
rate-nt (for nt transmit antennas) STBCs with high coding
gains, and STBC-schemes (see Definition 5) employing these
codes have a non-vanishing determinant (see Definition 6)
so that they are diversity-multiplexing gain tradeoff (DMT)-
optimal [8] for any number of receive antennas. Examples of
such codes are the perfect codes [7], [9].
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Recent interest has been towards asymmetric MIMO sys-
tems where the number of receive antennasnr is less than
the number of transmit antennasnt. Such a scenario occurs,
for example, in the downlink transmission from a base station
to a mobile phone, and in digital video broadcasting (DVB)
where communication is between a TV broadcasting station
and a portable TV device (see, for example, [14]). Of particular
interest is the4 × 2 MIDO system for which a slew of rate-
2 STBCs have been developed [1], [2], [15]-[20], with the
particular aim of allowing fast-decodability (see Definition
7), a term that was first coined in [15]. Among these codes,
those in [1], [16]-[20] have been shown to have a minimum
determinant that is bounded away from zero irrespective of the
size of the signal constellation and hence STBC-schemes that
consist of these codes have the NVD property and are DMT-
optimal for the4 × 2 MIDO system [21]. A generalization
of fast-decodable STBC construction for higher number of
transmit antennas has been proposed in [1]. STBCs from
nonassociative division algebras have also been proposed in
[22].

The best performing code for the4 × 2 MIDO system is
the Srinath-Rajan code [2] which has the least ML-decoding
complexity (of the order ofM4.5 for a squareM -QAM)
among comparable codes and the best known normalized
minimum determinant (see Definition 4) for4-/16-QAM.
However, this code was constructed using an ad hoc technique
and had not been proven to have a non-vanishing determinant
for arbitrary QAM constellations. In this paper, we proposea
novel construction scheme to obtain rate-2 STBCs which have
full-diversity, and STBC-schemes that employ these codes
have the NVD property. We then explicitly construct such
STBCs fornt × 2 MIDO systems,nt = 4, 6, 8, 12, and these
codes are fast-decodable and have large normalized minimum
determinants.

A. Contributions and paper organization

The contributions of this paper may be summarized as
follows.

1) We propose a novel algebraic method to construct rate-
2 STBCs with full-diversity. A highlight of our math-
ematical framework is that it is a generalization of the
frameworks of [20] and [22].

2) Using our construction methodology, we construct rate-
2, fast-decodable STBCs for4 × 2, 6 × 2, 8 × 2 and
12×2 MIDO systems. All these four STBCs have large
normalized minimum determinants and fast-decodability
(see Table I). In addition, STBC-schemes that consist

http://arxiv.org/abs/1208.1593v3
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# Tx antennas STBC S
Constellation

δmin(S)
ML-decoding

(average energyE) complexity
(Worst case)

4

S4×2 QAM 1
25E4 O

(
M4.5

)

Punctured$
QAM 16

1125E4 O
(
M5.5

)

perfect code [7]

C1 [1, Sec. VIII-B], [17] QAM 1
25E4 O

(
M6.5

)

A4 [1, Sec. VIII-A] QAM Not Available O
(
M5.5

)

PuncturedC4 [34] QAM 1
16E4 O

(
M7
)

6

S6×2 HEX 1
74E6 O

(
M8.5

)

Punctured
HEX 1

75E6 ≤ δmin ≤ 1
74E6 O

(
M11.5

)

perfect code [7]

PuncturedC6 [34] HEX 1
(3E)6 O

(
M11.5

)

VHO-Code
QAM Not available£ O

(
M8.5

)

[1, Sec. X-C]
VHO-Code

QAM Not available¥ O
(
M7
)

(Change of Basis)

8

S8×2 QAM 1
25(15)4E8 O

(
M9.5

)

Punctured
QAM 1

57216E8 O
(
M15.5

)

perfect code [9]

VHO-Code [1] QAM Not Available¥ O
(
M9.5

)

12
VHO-Code [1] QAM Not Available¥ O

(
M14.5

)

S12×2 HEX δmin ≥ 1
(14E)12 O

(
M17.5

)

$ Punctured STBCs fornr < nt refer to rate-nr STBCs obtained from rate-nt STBCs (which transmit
n2
t complex information symbols innt channel uses) by restricting the number of complex information

symbols transmitted to be onlyntnr.
£ The exact minimum determinant of this STBC has not been calculated, but it has been shown that the
STBC has the NVD property [1].

¥ These STBCs are not available explicitly in [1]. However, itis possible to construct such STBCs with
the ML-decoding complexities shown in corresponding row.

TABLE I
COMPARISON OF OURSTBCS WITH KNOWN BESTSTBCS.

of these STBCs have the NVD property making them
DMT-optimal for their respective MIDO systems.

3) We show that the Srinath-Rajan (SR) code [2] has
the same underlying algebraic structure as the STBC
constructed in this paper for the4×2 system. This way,
we prove the conjecture that the STBC-scheme based
on the SR-code has the NVD property.

The paper is organized as follows. Section II gives the
system model, relevant definitions and a brief overview of
CDAs. Section III builds the theory needed to obtain rate-
2 STBCs, while Section IV deals with the construction of

fast-decodable STBCs for4 × 2, 6 × 2, 8 × 2 and 12 × 2
systems. The property of the constructed STBCs that allows
fast-decodability is explained in Section V, and simulation
results are given in Section VI. Concluding remarks constitute
Section VII.

Notation

Throughout the paper, the following notation is employed.

• Bold, lowercase letters denote vectors, and bold, upper-
case letters denote matrices.

• XH , XT , det(X), tr(X) and ‖X‖ denote the conjugate
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transpose, the transpose, the determinant, the trace and
the Frobenius norm ofX, respectively.

• diag[A1,A2, · · · ,An] denotes a block diagonal matrix
with matrices A1, A2, · · · , An on its main diagonal
blocks.

• The real and the imaginary parts of a complex-valued
vectorx are denoted byRe(x) andIm(x), respectively.

• |S| denotes the cardinality of the setS, and for a setT
such that|T ∩ S| 6= 0, S \ T denotes the set of elements
of S not in T .

• I and O denote the identity and the null matrix of
appropriate dimensions.

• E(X) denotes the expectation of the random variableX .
• R, C andQ denote the field of real, complex and rational

numbers, respectively, andZ denotes the ring of rational
integers.

• Unless used as an index, a subscript or a superscript,i
denotes

√
−1 andω denotes the primitive third root of

unity.
• For fieldsK andF , K/F denotes thatK is an extension

of F (hence,K is an algebra overF ) and [K : F ] = m
indicates thatK is a finite extension ofF of degreem.

• Mn(K) denotes the ring ofn × n sized matrices with
entries from a fieldK.

• Gal(K/F ) denotes the Galois group ofK/F , i.e., the
group ofF -linear automorphisms ofK. If σ is anyF -
linear automorphism ofK, 〈σ〉 denotes the cyclic group
generated byσ.

• The elements1 and0 are understood to be the multiplica-
tive identity and the additive identity, respectively, of the
unit ring R in context.

• im(Φ) denotes the image of the mapΦ.

II. SYSTEM MODEL AND DEFINITIONS

We consider annt transmit antenna,nr receive antenna
MIMO system (nt×nr system) with perfect channel-state in-
formation available at the receiver (CSIR) alone. The channel
is assumed to be quasi-static with Rayleigh fading. The system
model is

Y =
√
ρHS+ N, (1)

whereY ∈ Cnr×T is the received signal matrix,S ∈ Cnt×T

is the codeword matrix that is transmitted over a block of T
channel uses,H ∈ Cnr×nt and N ∈ Cnr×T are respectively
the channel matrix and the noise matrix with entries indepen-
dently and identically distributed (i.i.d.) circularly symmetric
complex Gaussian random variables with zero mean and unit
variance. The average signal-to-noise ratio (SNR) at each
receive antenna is denoted byρ. It follows that

E(‖S‖2) = T. (2)

A space-time block code (STBC)S of block-length T
for an nt transmit antenna MIMO system is a finite set of
complex matrices of sizent × T. Throughout the paper, we
consider linear STBCs [24] encoding symbols from a complex
constellationAq which is QAM or HEX. An M -PAM, M -
QAM and M -HEX constellation, withM = 2a, a even and

positive, are respectively given as

M -PAM = {−M + 1,−M + 3,−M + 5, · · · ,M − 1},

M -QAM =
{

a+ ib, a, b ∈
√
M -PAM

}

,

M -HEX =
{

a+ ωb, a, b ∈
√
M -PAM

}

.

Assuming thatAq is M -QAM or M -HEX, the symbolssi
encoded by the STBC are of the formsi , s̄i + βši, with
s̄i, ši ∈

√
M -PAM andβ = i or ω depending on whetherAq

is M -QAM or M -HEX, respectively. Therefore, the STBCS
is of the form

S =






Si =

k∑

j=1

(
s̄ijĀj + šijǍj

)

∣
∣
∣
∣
∣
∣

sij ∈ Aq






(3)

whereSi, i = 1, 2, · · · , |Aq|k, are the codeword matrices, and
Āj and Ǎj are complex weight matrices of the STBC. We
assume that the average energy ofAq is E units. Noting the
symmetry of bothM -QAM andM -HEX, we haveE(|s̄ij |2) =
E(|šij |2) = E/2, E(s̄ij šij) = 0. So, the energy constraint in

(2) translates toE
∑k

i=1 tr
(

ĀiĀ
H
i + ǍiǍ

H

i

)

= 2T.
Definition 1: (Generator matrix) An STBC of the form

S =






Si =

k∑

j=1

(
s̄ijĀj + šijǍj

)
| s̄ij , šij ∈ PAM






,

is said to be a space-time lattice code [1], and its generator
matrix G is given as

G =

[

˜vec(Ā1)
˜vec(Ǎ1) · · · ˜vec(Āk)

˜vec(Ǎk)

]

,

where for a matrix X = [x1 x2 · · · xm] with xi be-
ing column vectors,vec(X) , [xT1 xT2 · · · xTm]T , and for
a complex column vectorx = [x1, x2, · · · , xn]

T , x̃ ,

[Re(x1), Im(x1), · · · ,Re(xn), Im(xn)]
T .

Definition 2: (STBC Rate) The rate of an STBC isRank(G)
2T

complex symbols per channel use, whereG is the generator
matrix of the STBC. The STBC is said to encodeRank(G)/2
independent complex symbols.

An STBC having a rate ofmin(nt, nr) complex symbols
per channel use is said to be afull-rate STBC.

Definition 3: (Cubic Shaping) If the generator matrixG has
column orthogonality, the space-time lattice code is said to
have cubic shaping [1].

Among STBCs transmitting at the same rate in bits per
channel use (the bit rate ofS is log2 |S|

T bits per channel use),
the metric for comparison that decides their error performance
is the normalized minimum determinant which is defined as
follows.

Definition 4: (Normalized minimum determinant) For an
STBC S = {Si, i = 1, · · · , |S|} that satisfies (2), the
normalized minimum determinantδmin(S) is defined as

δmin(S) = min
Si,Sj∈S,i6=j

|det (Si − Sj)|2 . (4)

For full-diversity STBCs,δmin(S) defines the coding gain [3],
with the coding gain given byδmin(S)

1
nt . Between two com-
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peting STBCs, the one with the larger normalized minimum
determinant is expected to have a better error performance.

Note 1: When the average energy of transmission in each
time slot is uniform, then the energy constraint given by (2)
implies thatE(‖si‖2) = 1, ∀i = 1, · · · ,T, wheresi denotes
the ith column of a codeword matrix.

Definition 5: (STBC-scheme [23]) An STBC-scheme
Xscheme is defined as a family of STBCs indexed byρ, each
STBC of block length T so thatXscheme = {S(ρ)}, where
the STBC S(ρ) corresponds to an average signal-to-noise
ratio of ρ at each receive antenna.

For STBC-schemes that consist of linear STBCs employing
complex lattice constellations, the weight matrices definethe
STBC-scheme. The weight matrices are fixed and the size
and average energy of the signal constellation are allowed to
vary in accordance withρ. Associated with such linear STBC-
schemes is the notion of non-vanishing determinant (NVD).

Definition 6: (Non-vanishing determinant[6]) A linear
STBC-schemeXscheme, whose STBCs are defined by weight
matrices{Āi, Ǎi, i = 1, · · · , k} and employ complex constel-
lations that are finite subsets of an infinite complex latticeAL,
is said to have the non-vanishing determinant (NVD) property
if S∞ ,

{
∑k

i=1

(
s̄iĀi + šiǍiQ

)
|si ∈ AL

}

is such that

inf
S∈S∞\O

{
|det(S)|2

}
> 0.

With respect to ML-decoding, if the STBC transmitsk
complex symbols in T channel uses where the symbols are
encoded from a suitable complex constellation of sizeM ,
an exhaustive search requires performingO

(
Mk
)

operations
(O() stands for “big O of”) because thek symbols have
to be jointly evaluated. However, some STBCs allow fast-
decodability which is defined as follows.

Definition 7: (Fast-decodable STBC[15]) Consider an
STBC encodingk complex information symbols from a com-
plex constellation of sizeM . If the ML-decoding of this STBC
by an exhaustive search involves performing onlyO (Mp)
computations,p < k, the STBC is said to be fast-decodable.

For more on fast-decodability, one can refer to [2], [15].

A. Cyclic Division Algebras

A cyclic division algebra (CDA)A of degreen over a
number fieldF is a vector space overF of dimensionn2.
The centre ofA, denoted byZ(A) and defined as

Z(A) = {A ∈ A | AB = BA, ∀B ∈ A},
is the fieldF itself, and there exists a maximal subfieldK
of A such thatK is a Galois extension of degreen over F
with a cyclic Galois group generated by a cyclic generator
τ . A is a right vector space overK and can be expressed
as A = K ⊕ iK ⊕ i2K ⊕ · · · ⊕ in−1K, whereai = iτ(a),
∀a ∈ K, in = γ for someγ ∈ F× = F \ {0} such that the
normNK/F (a) =

∏n−1
i=0 τ i(a) of any elementa ∈ K satisfies

[28, Proposition 2.4.5]

NK/F (a) 6= γp (5)

for any divisor (inZ) p of n with 1 ≤ p < n. The CDA
A is denoted by(K/F, τ, γ). A has a matrix representation

in Mn(K). This means that there exists an injective ring
homomorphism fromA to the matrix ringMn(K), described
as follows. The map

λa : d 7→ ad, ∀d ∈ A, (6)

for a ∈ A is called the left regular map, and there exists an
injective ring homomorphism (specifically, an isomorphism)
Φ from A to the ringΛ = {λa | a ∈ A}, given by

Φ : A −→ Λ

a 7→ λa.

Since every nonzero element ofA is invertible, im(Φ) with
the exception of the zero map consists of invertible maps from
A to itself. Eachλa ∈ Λ is a K-linear transformation of the
right K-vector spaceA, and hence is associated with a matrix
in Mn(K). In particular,λa, wherea = a0 + ia1 + · · · +
i
n−1an−1 ∈ A with ai ∈ K, is associated with the matrix
Fa ∈ Mn(K) which is the matrix representation ofλa and is
given as

Fa =








a0 γτ(an−1) · · · γτn−1(a1)
a1 τ(a0) · · · γτn−1(a2)
...

...
...

an−1 τ(an−2) · · · τn−1(a0)







. (7)

It follows that

λa(x) = ax = [1, i, · · · , i
n−1]Fax

where x = x0 + ix1 + · · · + i
n−1xn−1 ∈ A and x =

[x0, · · · , xn−1]
T ∈ Kn×1. The ring homomorphism (it can

be easily checked that it is indeed a ring homomorphism)

Ψ : Λ −→ Mn(K)

λa 7→ Fa

is injective, and so is the ring homomorphism

Ψ ◦ Φ : A −→ Mn(K)

a 7→ Fa.

SinceA is a division algebra, so is im(Ψ ◦ Φ), and hence,
every nonzero matrix of the form shown in (7) is invertible.
It is known that [27]det(Fa) ∈ F×, Fa 6= O. For more on
CDAs, one can refer to [5], [27], and references therein.

B. STBCs from CDA

In this section, we review some known techniques to obtain
full-diversity STBC-schemes with a non-vanishing determi-
nant and large coding gain. For the purpose of space-time
coding, the signal constellation is generallyM -QAM, M -
HEX or M -PAM which are finite subsets ofZ[i], Z[ω] andZ,
respectively. So,F is naturally chosen to beQ(i), Q(ω), or
simply Q for which the ring of integers are respectivelyZ[i],
Z[ω] andZ. By OF andOK , we denote the ring of integers of
F andK respectively. When[K : F ] = n, K has anF -basis
of cardinalityn. Similarly,OK has anOF -basis of cardinality
n. An F -basis{θi, i = 1, 2, · · · , n|θi ∈ OK} is chosen and the
ai ∈ K in (7) are expressed as linear combinations of elements
of this basis overOF . The STBC which encodes symbols from
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a complex constellationAq (M -QAM, M -HEX) is given by
S = {Si, i = 1, · · · , |S|}, where the codewordsSi have the
form shown in (7) withai =

∑n
j=1 sijθj , sij ∈ Aq ⊂ OF

with OF = Z[i],Z[ω] orZ. A codeword matrix of STBCs from
CDA hasnt layers [7], with the(i + 1)th layer transmitting
the vectorDi[ai, τ(ai), · · · , τn−1(ai)]

T , i = 0, · · · , nt − 1,
where

Di , diag[1, · · · , 1
︸ ︷︷ ︸

nt−i times

, γ, · · · , γ
︸ ︷︷ ︸

i times

].

The F -basis {θi, i = 1, 2, · · · , n|θi ∈ OK} is generally
chosen such that the matrix

R =








θ1 θ2 · · · θn
τ(θ1) τ(θ2) · · · τ(θn)

...
...

...
...

τn−1(θ1) τn−1(θ2) · · · τn−1(θn)








(8)

is scaled unitary, i.e.,RRH = λI for some λ ∈ R (the
scalar1/

√
λ is the normalizing factor forR to ensure that the

energy constraint is satisfied). Furtherγ is generally chosen
such that|γ|2 = 1. The perfect codes, which employ these
techniques, have among the largest known coding gains in
their comparable class.

Note 2: In literature, certain spherically-shaped codes built
from non-orthogonal maximal orders [29]-[31] and shaping
lattices [32] have larger coding gains than the perfect codes.
Notably, the Golden+ code [29], a spherically-shaped STBC,
has a better coding gain than the well-known Golden code
for 2 transmit antennas which is a linear STBC with cubic
shaping. However, spherically-shaped codes are not sphere-
decodable, since they are not linear STBCs.

III. M ATHEMATICAL FRAMEWORK

Let F andL be two distinct number fields andK a Galois
extension of bothF andL such that

1) Gal(K/F ) = 〈σ〉 with |Gal(K/F )| = m,
2) Gal(K/L) = 〈τ〉 with |Gal(K/L)| = n,
3) σ andτ commute, i.e.,στ(a) = τσ(a), ∀a ∈ K.

Let A = (K/F, σ, γ) be a cyclic division algebra of degree
m over F with {1, j , j2, · · · , jm−1} being its basis as anm-
dimensional right vector space overK.

We consider a non-commutative ringMA which is ann-
dimensional bimodule overA (i.e., both a leftA-module and a
rightA-module), but we will treatMA as a rightA-module in
this paper. The structure ofMA is as follows. We denote the
elements of the basis ofMA overA by 1, i, i2, · · · , in−1. The
elements ofMA are of the formA0 + iA1 + · · ·+ in−1An−1

with Ai ∈ A and

Ai = iΥ(A), ∀A ∈ A, (9)

in = γ
M

for someγ
M

∈ A (10)

where

Υ(A) , τ(a0) + jτ(a1) + · · ·+ jm−1τ(am−1) (11)

for A = a0 + ja1 + · · · + jm−1am−1, a1, · · · , am−1 ∈ K.
We further assume thatγ ∈ L so thatτ(γ) = γ. With this

assumption and the fact thatσ andτ commute, we have

Υ(A)Υ(B) = Υ(AB), A,B ∈ A. (12)

Now, forcing the relationiaib = ia+b for positive integral
values ofa andb, (10) implies thatγ

M
i = iγ

M
so thatγ

M
is

invariant underΥ. Hence, we requireγ
M

to be of the form
a0 + ja1 + · · ·+ jm−1am−1, ai ∈ L, i = 0, 1, · · · ,m− 1. In
this paper, we only consider the case whereγ

M
∈ L ⊂ K.

Example 1:ConsiderA to be (Q(i,
√
2)/Q(

√
2), σ : i 7→

−i,−1) which is known to be a division algebra and is
a subalgebra of Hamilton’s quaternions. Next consider the
Galois extensionQ(i,

√
2)/Q(i) whose Galois group is{1, τ}

with τ :
√
2 → −

√
2. Now, MA = {A0 + iA1|A0, A1 ∈

A, i2 = i}. If A = a0 +
√
2a1 + i(a2 +

√
2a3) +

j
(
b0 +

√
2b1 + i(b2 +

√
2b3)

)
with ai, bi ∈ Q, thenΥ(A) =

a0 −
√
2a1 + i(a2 −

√
2a3) + j

(
b0 −

√
2b1 + i(b2 −

√
2b3)

)
.

In MA, we seek conditions under which every element of
the formA0 + iA1 has a unique right inverse, i.e., for every
element of the formA0 + iA1, A0, A1 ∈ A, there exists a
uniqueelementB ∈ MA such that(A0+iA1)B = 1. Towards
this end, we make use of the following lemma.

Lemma 1:A nonzero elementA of MA, when it has a
right inverse, has a unique right inverse if and only if it is
not a left zero divisor, i.e., there exists no nonzero element
B ∈ MA such thatAB = 0.

Proof: If A is not a left zero divisor, the uniqueness of
the inverse follows, for ifAB = 1 andAB′ = 1, thenA(B−
B′) = 0 ⇒ B = B′. Conversely, ifA has a unique right
inverse, it is not a left zero divisor, for ifAB = 1 andAC = 0
for someC ∈ A, thenA(B − C) = 1 ⇒ C = 0.

In the following theorem which is a generalization of [20,
Lemma 7], we establish conditions under which each element
of MA of the formA0+ iA1, A0, A1 ∈ A, has a unique right
inverse.

Theorem 1:Every nonzero element ofMA of the form
A0 + iA1, A0, A1 ∈ A, has a unique right inverse if and
only if

CΥ(C)Υ2(C) · · ·Υn−1(C) 6= γ
M

for everyC ∈ A. (13)

The proof of Theorem 1 is given in Appendix A.
Remark 1:The condition in (13) is also necessary and

sufficient for any element of the formikA0+ilA1,A0, A1 ∈ A,
0 ≤ k < l ≤ n− 1, to have a unique right inverse. The proof
is on similar lines to the proof of Theorem 1.

It is to be noted from (9) thatij = ji . So, we have the
following possibilities forγ

M
and γ (recall thatγ = jm ∈

F× ∩ L).
Case 1: γ

M
∈ L ∩ F . In this caseMA is an associative

algebra overL ∩ F .
Case 2: γ

M
∈ L \ F . In this case,MA is never an asso-

ciative algebra overL ∩ F and hence does not have a matrix
representation, for ifMA is an associative algebra overL∩F
with γ

M
/∈ L∩F , then we haveji n = inj due to commutativity

of i and j , but (ji )in−1 = j(iin−1) = ji n = jγ
M

6= γ
M

j = inj ,
leading to a contradiction.

In this paper, we consider the caseγ
M

∈ L \F , γ ∈ L∩F .
Even thoughMA is now nonassociative and does not have a
matrix representation, we still can make use of Theorem 1 to
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obtain invertible matrices, which are desirable from the point
of view of constructing full-diversity STBCs. In this direction,
we arrive at the following result.

Lemma 2: If every elementC of a cyclic division algebra
A of degreen is such thatCΥ(C)Υ2(C) · · ·Υn−1(C) 6= γ

M

whereγ
M

is some nonzero field element ofA, then the ma-
trix CΥ(C)Υ2(C) · · ·Υn−1(C)− γ

M
I is invertible, whereC,

Υ(C), · · · , Υn−2(C) andΥn−1(C) ∈ Km×m are respectively
the matrix representations1 of C, Υ(C), · · · , Υn−2(C) and
Υn−1(C) in Mm(K).

The proof of Lemma 2 is given in Appendix B. We make
use of Lemma 2 to obtain the following result.

Theorem 2:Let MA be such that any element of the form
A0 + iA1 has a unique right inverse, and letA0 and A1 be
matrix representations ofA0 andA1, respectively, inMm(K).
Consider the matrix

M =












A0 O · · · γ
M
Υn−1(A1)

A1 Υ(A0) · · · O
O Υ(A1) · · · O
O O · · · O
...

...
. . . O

O O · · · Υn−1(A0)












. (14)

Then,

1) M is invertible.
2) det(M) ∈ L.

The proof of Theorem 2 is given in Appendix C.
Corollary 1: If all the elements ofM are fromOK , the ring

of integers ofK, thendet(M ) ∈ L ∩OK = OL.

A. Special Case:n = 2

For the case wheren = 2 so that MA = {A0 +
iA1 | A0, A1 ∈ A}, when CΥ(C) 6= γ

M
, ∀C ∈ A, from

Theorem 1, there are no left zero divisors inMA. It follows
that there do not exist any right zero divisors inMA. So, there
are no zero divisors inMA, i.e, if AB = 0 for A,B ∈ MA,
then eitherA = 0 or B = 0. It is well known that a
nonassociative algebra is division if and only if it contains no
zero divisors [33, Page 15-16]. So,MA is a nonassociative
division algebra. However, the map

Φ : MA −→ M2m(K)

A0 + iA1 7→
[

A0 γ
M
Υ(A1)

A1 Υ(A0)

]

is not to be confused to be an injective homomorphism, even
though im(Φ) excepting the zero matrix consists of invertible
matrices. This is becauseMA is not an associative algebra.
However, it is natural to wonder whether im(Φ) is obtainable
as a matrix representation of some associative division algebra.
We establish as follows that this is not the case.

Firstly, im(Φ) is not an algebra since is not closed under
multiplication. To see this, letA, B, C, and D be matrix

1Throughout the paper we denote byΥ(C) the matrix obtained by applying
τ to each entry ofC, and for the special case ofC being the matrix
representation ofC ∈ A, Υ(C) happens to be the matrix representation
of Υ(C).

representations (inMm(K)) of elementsA,B,C,D ∈ A.
Then,

[
A γ

M
Υ(B)

B Υ(A)

] [
C γ

M
Υ(D)

D Υ(C)

]

=

[
AC + γ

M
Υ(B)D γ

M
(Υ(BC) + AΥ(D))

BC +Υ(A)D Υ(AC) + γ
M

BΥ(D)

]

which does not belong to im(Φ) since γ
M

I is not the ma-
trix representation (inMm(K)) of γ

M
as an element of

A. The matrix representation ofγ
M

in Mm(K) is ΓM =
diag[γ

M
, σ(γ

M
), · · · , σm−1(γ

M
)] 6= γ

M
I sinceγ

M
/∈ F .

Secondly, im(Φ) is not a subset of some division algebra.
To see this, let

E =

[
O γ

M
I

I O

]

, F =

[
ΓM O
O ΓM

]

where ΓM is the matrix representation ofγ
M

in Mm(K).
Clearly,E,F ∈ im(Φ), butE2−F is nonzero and not invertible,
and so im(Φ) cannot be a subset of a division algebra.

The mathematical frameworks considered in [20] and [22]
to obtain full-diversity STBCs are special cases of our frame-
work, and are briefly described in the following subsections.

B. The full-diversity STBC construction technique of [20]

In [20], a CDA A = (K/F, σ, γ) (m even), an GaloisL-
automorphismτ such thatτ2 = 1, (with the possibility ofτ
belonging to〈σ〉), and an elementγ

M
∈ F such thatτ(γ

M
) =

γ
M

, AΥ(A) 6= γ
M

, ∀A ∈ A (Υ as defined in (11)), are used to
obtain full-diversity STBCs with fast-decodability for2m× 2
MIDO systems. The STBCs are obtained using the following
map

Φγ
M

: A×A −→ M2m(K)

(A,B) 7→
[

A γ
M
Υ(B)

B Υ(A)

]

where A and B are matrix representations ofA and B
in Mm(K). The difference between this method and our
method is in the choice ofγ

M
which for our case does

not belong toF . Though not explicitly mentioned in [20],
MA = {A + iB | A,B ∈ A}, with all the rules of
multiplication as specified in the beginning of this section,
is an associative division algebrasince it contains no zero
divisors. The centreZ(MA) and maximal subfieldM of MA
are as follows.

1) Whenτ = σ
m
2 ∈ 〈σ〉, Z(MA) = {a + ij

m
2 b | a, b ∈

F} and is isomorphic toF (
√
γγ

M
), while M = {a +

ij
m
2 b | a, b ∈ K} and is isomorphic toK(

√
γγ

M
).

2) When τ /∈ 〈σ〉. Z(MA) = F ∩ L and M = K in
which case,MA is a crossed product division algebra
of degree2m overF ∩ L.

So, the map

Φγ
M

: MA −→ M2m(K)

A+ iB 7→
[

A γ
M
Υ(B)

B Υ(A)

]

actually defines an injective homomorphism, and im(Φγ
M
) is a

matrix representation of the division algebraMA in M2m(K).
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Ak =








∑n
i=1 skiθi γσ

(∑n
i=1 sk(i+nm−n)θi

)
· · · γσm−1

(∑n
i=1 sk(i+n)θi

)

∑n
i=1 sk(i+n)θi σ (

∑n
i=1 skiθi) · · · γσm−1

(∑n
i=1 sk(i+2n)θi

)

...
...

...
...

∑n
i=1 sk(i+nm−n)θi σ

(∑n
i=1 sk(i+nm−2n)θi

)
· · · σm−1 (

∑n
i=1 skiθi)







, k = 0, 1. (15)

C. The full-diversity STBC construction technique of [22]

In [22], nonassociative quaternion division algebras are used
to obtain rate-2 STBCs for 2 transmit antennas and rate-1
STBCs for 4 transmit antennas. The required nonassociative
quaternion division algebra is constructed using a number field
L and its quadratic extensionK with Gal(K/L) = {1, τ}.
The algebra is given as{a+ ib | a, b ∈ K, i2 = γ

M
∈ K \L},

and is denoted byCay(K, γ
M
). Sinceγ

M
/∈ L, Cay(K, γ

M
)

is nonassociative (Whenγ
M

∈ L, the algebra is an associative
quaternion algebra). Note that this is a special case of our
proposed method, withn = 2, m = 1, A = K, with the only
difference being thatγ

M
∈ K \L. Such a case is also included

in our framework (see (10)), but the resulting algebra is clearly
also not power associative2 sincei2i = γ

M
i 6= iγ

M
= i
(
i2
)
. A

nonassociative algebra is division if and only if it has no zero
divisors [33]. It is easy to see thatCay(K, γ

M
) is a division

algebra for if it were not, it would contain zero divisors so that
aτ(a) = γ

M
for somea ∈ K but γ

M
∈ K \F andaτ(a) ∈ L,

contradicting the fact thataτ(a) = γ
M

. The invertibility of the
obtained matrices (nonzero) which are of the form in (14) with
n = 2,m = 1, follows from Theorem 2.

IV. STBC CONSTRUCTION

A. General design procedure

The general scheme to obtain invertible matrices as code-
words of an STBC fornm transmit antennas is as follows.

1) L is chosen to be eitherQ(i) or Q(ω), the reason being
that a finite subset ofZ[i] is the QAM constellation and
that ofZ[ω] is the HEX constellation, both of practical
significance.

2) A cyclic division algebraA = (K/F, σ, γ) of degreem
over a number fieldF with F 6= L, and an elementγ

M

are chosen such that

a) K/L is a Galois extension of degreen with
Gal(K/L) = 〈τ〉.

b) σ andτ commute.
c) γ ∈ F ∩ L.
d) γ

M
∈ L \ F .

e)
∏n−1

i=0 Υi(C) 6= γ
M

, ∀C ∈ A.

When A satisfies the above conditions, any nonzero matrix
having the structure shown in (14) is invertible, withA0 and
A1 being matrix representations (inMm(K)) of elements
A0 and A1 of A. If A is of degreem over F so that
[K : F ] = m, thenA0, A1 ∈ Km×m and so,M ∈ Knm×nm.
Each entry of A0 and A1 which belongs toK can be
viewed as a linear combination ofn independent elements
over L (since [K : L] = n). We express each element

2An algebraA is said to be power associative if and only ifAaAb = Aa+b,
∀A ∈ A and∀a, b ∈ {1, 2, 3, · · · }.

of A0 and A1 as a linear combination of some chosenL-
basis{θi, i = 1, · · · , n|θi ∈ OK} over OL. From the point
of view of space-time coding, each codeword matrix of the
STBC constructed using the proposed method has the structure
shown in (14) whereA0 andA1 specifically have the structure
given in (15) at the top of the page withski, k = 0, 1,
i = 1, · · · , nm, being the complex information symbols taking
values from QAM (a finite subset ofZ[i]) or HEX (a finite
subset ofZ[ω]) constellations.

Proposition 1: The rate of the STBC whose codeword
matrices have the structure given in (14) is2 complex symbols
per channel use.

Proof: The STBC encodes2nm independent complex
symbols in nm channel uses, hence allowing a rate of2
complex symbols per channel use.

Proposition 2: The STBC-scheme that is based on the
STBCs constructed using the proposed method has the NVD
property if γ ∈ OF andγ

M
∈ OL.

Proof: With L = Q(i) or Q(ω), the ring of integers
in L is eitherZ[i] or Z[ω]. When γ ∈ OF and γ

M
∈ OL,

application of Corollary 1 establishes that for the infinite
STBC whose codewords have the form shown in (14) with
A0 andA1 given by (15) and the symbols taking values from
eitherZ[i] or Z[ω] (see Definition 6), the determinant of any
nonzero codeword matrix lies inZ[i] or Z[ω]. The result of
the proposition follows.

While our proposed scheme can be applied to a wide range
of MIMO configurations, we illustrate its application to4
MIDO configurations3 - 4 × 2, 6 × 2, 8 × 2 and 12 × 2
systems. The reason for choosing these4 configurations is easy
to see - the existence of perfect codes [7] for2, 3, 4, 6 transmit
antennas and the Alamouti code for2 transmit antennas. The
perfect codes of [7] are known for their large coding gain while
the Alamouti code has the least ML-decoding complexity
among STBCs from CDAs in addition to having the best
coding gain among known rate-1 codes for the2× 1 system.
We wish to combine the advantages of both these STBCs
and so, we focus on the four mentioned MIDO systems. The
STBC design procedure for these four MIMO configurations
is briefly outlined as follows, and explicit code constructions
are presented in the following subsections. Fornt = 4, 8, we
chooseL to beQ(i) while for nt = 6, 12, we chooseL to be
Q(ω). K andγ

M
are respectively chosen to be the maximal

subfield and the non-norm element of the division algebra used
to construct the perfect codes fornt/2 transmit antennas. So,
K is of the form L(θ), θ ∈ R. Next, A is chosen to be
A = (K/Q(θ), σ : i 7→ −i,−1) which is a subalgebra of
Hamilton’s quaternion algebraAH = (C/R, σ : i 7→ −i,−1).

3While the constructed STBCs can be used for arbitrary numberof receive
antennas, they are full-rate only for MIDO systems.
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The explicit code construction is illustrated in the following
subsections.

B. 4× 2 MIDO system

We chooseL = Q(i), K = Q(i,
√
5) and γ

M
= i. The

Galois group ofQ(i,
√
5)/Q(i) is {1, τ :

√
5 7→ −

√
5},

and (Q(i,
√
5)/Q(i), τ, i) is the CDA used to construct the

Golden code for 2 transmit antennas.A is chosen to be
(Q(i,

√
5)/Q(

√
5), σ,−1). Note thatγ

M
= i /∈ Q(

√
5). The

STBC for the4×2 system (unnormalized with respect to SNR)
obtained upon application of the construction scheme depicted
in the previous section is given as

S4×2 =













a0 −σ(a1) iτ(a2) −iτσ(a3)
a1 σ(a0) iτ(a3) iτσ(a2)
a2 −σ(a3) τ(a0) −τσ(a1)
a3 σ(a2) τ(a1) τσ(a0)













wherea0 = s01θ1 + s02θ2, a1 = s03θ1 + s04θ2, a2 = s11θ1 +
s12θ2, a3 = s13θ1 + s14θ2 with skj ∈ M -QAM ⊂ Z[i], and
{θ1, θ2|θi ∈ OK} is a suitableQ(i)-basis ofQ(i,

√
5). From

[7], we pick θ1 = α, θ2 = αθ whereα = 1 + i(1 − θ),
θ = (1+

√
5)/2, and{α, αθ} is now a basis of a principal ideal

of OK generated byα. We now wish to prove that the STBC-
scheme that is based onS4×2 has the NVD property. To do so,
it is sufficient from Proposition 2 to prove thatAΥ(A) 6= i,
∀A ∈ A.

Proposition 3: Let A = (Q(i,
√
5)/Q(

√
5), σ,−1). Then,

AΥ(A) 6= i, ∀A ∈ A.
The proof of Proposition 3 is given in Appendix D. So,

S4×2 is a rate-2 STBC with full-diversity and equipped with
the property of non-vanishing determinant.

1) Minimum determinant:When ski, k = 0, 1, i =
1, · · · , 4, take values fromZ[i], from Corollary 1 the determi-
nant of each of the codewords ofS4×2 belongs toZ[i]. So,
the minimum determinant of the unnormalized code is at least
1. However, noting that the entries of theith column of a
codeword matrix,i = 1, · · · , 4, are all respectively multiples
of α, σ(α), τ(α), andστ(α), the minimum determinant4 is
a multiple of |ασ(α)τ(α)στ(α)|2 = |NK/L(α)|4 = 25 (σ
is simply complex conjugation). Whenski take values from
an M -QAM with average energyE units, a normalization
factor (see Note 1 in Section II) of 1√

4E|α|2(1+θ2)
= 1√

20E

has to be taken into account. Further, since the difference
between any two signal points in a QAM constellation is a
multiple of 2, the normalized minimum determinant ofS4×2

is δmin(S4×2) = 25
(

2√
20E

)8

= 1
25E4 .

Note 3: The STBC for the4 × 2 MIDO system in [20,
Section IV-B] makes use ofA = (Q(i,

√
5)/Q(i), σ :

√
5 7→

−
√
5, i), τ = σ, and γ

M
= 1 − i. The constructed STBC

has NVD, but lower normalized minimum determinant than
S4×2. Its normalized minimum determinant can be calculated
to be 256

253E4 , which is
(
4
5

)4
= 0.4096 times the normalized

minimum determinant ofS4×2, which corresponds to a coding
gain that is0.8 times the coding gain ofS4×2.

4The entries of the Golden code are not just fromOK = Z[i, θ] but from
a principal ideal inOK generated byα. For details on this theory, one can
refer to [7].

2) Relation with Srinath-Rajan code:A codeword matrix
of the SR-code is given by

S=

[
A e

iπ
4 C

e
iπ
4 B D

]

where

A =

[
x1I + ix3Q −x2I + ix4Q

x2I + ix4Q x1I − ix3Q

]

,

B =

[
x5I + ix7Q −x6I + ix8Q

x6I + ix8Q x5I − ix7Q

]

,

C =

[
x7I + ix5Q −x8I + ix6Q

x8I + ix6Q x7I − ix5Q

]

,

D =

[
x3I + ix1Q −x4I + ix2Q

x4I + ix2Q x3I − ix1Q

]

with xiI and xiQ being the real and imaginary parts re-
spectively of the complex symbolxi, i = 1, · · · , 8, and

xi = e
i tan−1(2)

2 si, si ∈ Z[i] (i.e., from a suitable QAM
constellation). Denotingtan−1(2)/2 by θg, we have

xi = cos θgsiI − sin θgsiQ + i(sin θgsiI + cos θgsiQ)

= sin θg [cot θgsiI − siQ + i(siI + cot θgsiQ)]

= sin θg [θsiI − siQ + i(siI + θsiQ)]

whereθ = (1 +
√
5)/2. So, it is easy to work out thatS =

US′UHD with U = diag[1, 1, e
iπ
4 , e

iπ
4 ],

S′ =







f0 −σ(f1) iτ(f2) −iστ(f3)
f1 σ(f0) iτ(f3) iστ(f2)
f2 −σ(f3) τ(f0) −στ(f1)
f3 σ(f2) τ(f1) στ(f0)







(16)

where f0 = −s1Q + is3I + θ(s1I + is3Q), f1 = −s2Q +
is4I + θ(s2I + is4Q), f2 = −s5Q + is7I + θ(s5I +
is7Q), f3 = −s6Q + is8I + θ(s6I + is8Q), and D =
diag[sin θg, sin θg, θ sin θg, θ sin θg]. So, fi ∈ Z[i, θ] and it
is easy to observe that a codeword matrixS of S4×2 con-
structed in this subsection has the structureS = S′′D1

whereS′′ has the same algebraic structure asS′ in (16) and
D = diag[ α√

5
, σ(α)√

5
, τ(α)√

5
, στ(α)√

5
] (the scaling factor of1/

√
5

is for energy equalization). Clearly, the SR-code andS4×2

have the same underlying algebraic structure and hence the
same minimum determinant (this follows from the fact that
|det(D)| = |det(D1)| = 1/5) and ML-decoding complexity.
This also establishes that the STBC-scheme that is based on
the SR-code has the NVD property, which had been previously
only conjectured.

C. 6× 2 MIDO system

For this MIDO configuration, we chooseL = Q(ω), K =
Q(ω, θ) and γ

M
= ω, where θ = ζ7 + ζ−1

7 = 2 cos
(
2π
7

)

with ζ7 denoting the primitive7th root of unity. Note that
(Q(ω, θ)/Q(ω), τ, ω) is the CDA used to construct the perfect
code for 3 transmit antennas [7] withτ given by τ : ζ7 +
ζ−1
7 7→ ζ27 + ζ−2

7 . A is chosen to be(Q(ω, θ)/Q(θ), σ : i 7→
−i,−1). Sinceω = (−1 +

√
3i)/2, σ(ω) = ω2. It is to be
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noted thatγ
M

= ω /∈ Q(θ). The rate-2 STBC (unnormalized
with respect to SNR) for6 transmit antennas is given by

S6×2 =











A0 O ωΥ2(A1)
A1 Υ(A0) O
O Υ(A1) Υ2(A0)











where

Ak =





∑3
i=1 skiθi −σ

(
∑3

i=1 sk(i+3)θi

)

∑3
i=1 sk(i+3)θi σ

(
∑3

i=1 skiθi

)





with skj ∈ M -HEX ⊂ Z[ω], k = 0, 1, i = 1, · · · , 6. Here,
{θ1, θ2, θ3} is a basis of a principal ideal inOK generated
by θ1 with [7] θ1 = 1 + ω + θ, θ2 = −1 − 2ω + ωθ2 and
θ3 = (−1 − 2ω) + (1 + ω)θ + (1 + ω)θ2. To prove that the
STBC-scheme which is based onS6×2 has the NVD property,
it is sufficient to prove thatAΥ(A)Υ2(A) 6= ω, ∀A ∈ A.

Proposition 4: AΥ(A)Υ2(A) 6= ω, ∀A ∈ (Q(ω, θ)/Q(θ),
σ,−1).

The proof of Proposition 4 is on similar lines to that of
Proposition 3 and given in Appendix E.

1) Minimum determinant:When ski, k = 0, 1, i =
1, · · · , 6, take values fromZ[ω], from Corollary 1 the determi-
nant of each of the codewords ofS6×2 belongs toZ[ω]. So, the
minimum determinant of the unnormalized code is at least1.
However, the perfect code for 3 antennas has its entries from
a principal ideal inOK generated byθ1. So, the minimum
determinant is|NK/L(θ1)|4 = 72 = 49. When the constel-
lation used isM -HEX (so that the difference between any
two signal points is a multiple of 2), after taking into account
a normalization factor of1/

√

4E(|θ1|2 + |θ2|2 + |θ3|2) =
1/

√
28E, the normalized minimum determinant ofS6×2 is

49
(

2√
28E

)12

= 1
74E6 .

D. 8× 2 MIDO system

L is chosen to beQ(i), andK = Q(i, θ), γ
M

= i, where
θ = ζ15 + ζ−1

15 = 2 cos
(
2π
15

)
with ζ15 denoting the primitive

15th root of unity. Note that withτ given asτ : ζ15 + ζ−1
15 7→

ζ215+ζ−2
15 , (Q(i, θ)/Q(i), τ, i) is the CDA used to construct the

perfect code for 4 transmit antennas [7]. Next,A is chosen to
be(Q(i, θ)/Q(θ), σ,−1). It is to be noted thatγ

M
= i /∈ Q(θ).

The rate-2 STBC (unnormalized with respect to SNR) for8
transmit antennas is given by

S8×2 =













A0 O O iΥ3(A1)
A1 Υ(A0) O O
O Υ(A1) Υ2(A0) O
O O Υ2(A1) Υ3(A0)













where

Ak =





∑4
i=1 skiθi −σ

(
∑4

i=1 sk(i+4)θi

)

∑4
i=1 sk(i+4)θi σ

(
∑4

i=1 skiθi

)





with skj ∈ M -QAM ⊂ Z[i], k = 0, 1, j = 1, · · · , 8.
Here,{θ1, θ2, θ3, θ4} is a basis [7] of a principal ideal inOK

generated byθ1, whereθ1 = α, θ2 = αθ, θ3 = αθ(−3 + θ2),
θ4 = α(−1 − 3θ + θ2 + θ3) with α = 1 − 3i + iθ2. To
prove that the STBC-scheme which is based onS8×2 has the

NVD property, it is sufficient from Proposition 2 to prove that
AΥ(A)Υ2(A)Υ3(A) 6= i, ∀A ∈ A.

Proposition 5: Let A = (Q(i, θ)/Q(θ), σ,−1). Then,
AΥ(A)Υ2(A)Υ3(A) 6= i, ∀A ∈ A.

The proof of Proposition 5 is given in Appendix F.
1) Minimum determinant:When ski, k = 0, 1, i =

1, · · · , 8, take values fromZ[i], from Corollary 1 the deter-
minant of each of the codewords ofS8×2 belongs toZ[i] and
hence the minimum determinant of the unnormalized code is at
least1. However, the perfect code for 4 antennas has its entries
from a principal ideal inOK generated byθ1 whose norm
NK/L(θ1) has modulus equal to

√
45. Hence, the minimum

determinant is|NK/L(θ1)|4 = 452. When the constellation
used isM -QAM, after taking into account a normalization

factor of1/
√

4E
∑4

i=1 |θi|2 = 1/
√
60E, the normalized min-

imum determinant ofS8×2 is (452)
(

2√
60E

)16

= 1
25(15)4E8 .

E. 12× 2 MIDO system

We chooseL is chosen to beQ(ω), andK = Q(ω, θ), γ
M

=
−ω, whereθ = ζ28 + ζ−1

28 = 2 cos
(

π
14

)
with ζ28 denoting

the primitive 28th root of unity. With τ given asτ : ζ28 +
ζ−1
28 7→ ζ228 + ζ−2

28 , (Q(ω, θ)/Q(ω), τ,−ω) is the CDA used
to construct the perfect code for 6 transmit antennas [7].A
is chosen to be(Q(ω, θ)/Q(θ), σ,−1). It is clear thatγ

M
=

−ω /∈ Q(θ). The rate-2 STBC (unnormalized with respect to
SNR) for 12 transmit antennas is given by (17) at the top of
the next page with











zki
τ(zki)
τ2(zki)
τ3(zki)
τ4(zki)
τ5(zki)











= R











sk(6i+1)

sk(6i+2)

sk(6i+3)

sk(6i+4)

sk(6i+5)

sk(6i+6)











, k = 0, 1, i = 0, 1,

whereskj ∈ M -HEX ⊂ Z[ω], k = 0, 1, j = 1, · · · , 24, and
R, defined by (8), is obtained from [7] and shown in (18) at
the top of the next page.

As done for the previous STBCs, to prove that the STBC-
scheme that is based onS12×2 has the NVD property, it is
sufficient to show thatAΥ(A)Υ2(A) · · ·Υ5(A) 6= −ω, ∀A ∈
A.

Proposition 6: AΥ(A)Υ2(A) · · ·Υ5(A) 6= −ω, ∀A ∈
(Q(ω, θ)/Q(θ), σ,−1).

The proof of Proposition 6 is provided in Appendix G.
1) Minimum determinant:From Corollary 1, the minimum

determinant of the unnormalized code is1. Since the entries
of the perfect code for 6 antennas are not in a principal
ideal, a lower bound on the minimum determinant of the
unnormalized code is 1. It can be checked that the norm of
each row ofR is

√
14. So, taking into account a normalization

factor of 1/
√

(4)(14)E =
√
56E, the normalized minimum

determinant ofS12×2 whose symbols take values fromM -

HEX is at least
(

1√
14E

)24

=
(

1
14E

)12
.

Note 4: Among the four STBCs constructed,S4×2 and
S8×2 have orthogonal generator matrices (see Definition 1 and
Definition 3) and hence have cubic shaping while the other two
codes do not.
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S12×2 =

















A0 O O O O −ωΥ5(A1)
A1 Υ(A0) O O O O
O Υ(A1) Υ2(A0) O O O
O O Υ2(A1) Υ3(A0) O O
O O O Υ3(A1) Υ4(A0) O
O O O O Υ4(A1) Υ5(A0)











,Ak =

[
zk0 −σ (zk1)
zk1 σ (zk0)

]







. (17)

R =











1.9498 1.3019− 0.8660i −0.0549− 0.8660i −1.7469− 0.8660i 1.5636 0.8677
0.8677 −1.7469− 0.8660i 1.3019− 0.8660i −0.0549− 0.8660i −1.9498 1.5636
1.5636 −0.0549− 0.8660i −1.7469− 0.8660i 1.3019− 0.8660i −0.8677 −1.9498

−1.9498 1.3019− 0.8660i −0.0549− 0.8660i −1.7469− 0.8660i −1.5636 −0.8677
−0.8677 −1.7469− 0.8660i 1.3019− 0.8660i −0.0549− 0.8660i 1.9498 −1.5636
−1.5636 −0.0549− 0.8660i −1.7469− 0.8660i 1.3019− 0.8660i 0.8677 1.9498











. (18)

V. ML- DECODING COMPLEXITY

In this section, we analyze the ML-decoding complexity
of the constructed STBCs as a function of the constellation
sizeM which is assumed to be a square integer. Consider the
ML-decoding metric given by‖Y − √

ρHS‖2 which is to be
minimized over all possible codewordsS∈ S. We have

‖Y −√
ρHS‖2 = tr

[
(Y −√

ρHS)(Y −√
ρHS)H

]

= tr
(

YYH −√
ρYSHHH

− √
ρHSYH + ρHSSHHH

)

= tr
(
YYH

)
− 2

√
ρRe

{

tr
(

HSYH
)}

+ρ tr
(

HSSHHH
)

.

Now, expressing a codewordS as
∑k

i=1

(
s̄iĀi + šiǍi

)
(see

(3)), wheres̄i, ši ∈
√
M -PAM, we get

tr
(

HSYH
)

=

k∑

i=1

(
s̄itr

(
HĀiY

H
)
+ šitr

(
HǍiY

H
))

,

tr
(

HSSHHH
)

=

k∑

i=1

niis̄
2
i +

k∑

i=1

miiš
2
i

+

k−1∑

i=1

k∑

j=i+1

pij s̄is̄j +

k−1∑

i=1

k∑

j=i+1

qij šišj

+
k∑

i=1

k∑

j=1

rij s̄išj

where

nii = tr
(

HĀiĀ
H
i H

H
)

, mii = tr
(

HǍiǍ
H

i H
H
)

,

pij = tr
(

H

(

ĀiĀ
H
j + ĀjĀ

H
i

)

H
H
)

,

qij = tr
(

H

(

ǍiǍ
H

j + ǍjǍ
H

i

)

H
H
)

,

rij = tr
(

H

(

ĀiǍ
H

j + ǍjĀ
H
i

)

H
H
)

.

Therefore, the only term in the ML-decoding metric that has an
entanglement of the information symbols isρ tr

(

HSSHHH
)

.

Hence, SSH defines the ML-decoding complexity of the
STBC. Now, letz1 =

∑n
i=1 s1iθi, z2 =

∑n
i=1 s2iθi, whereski

take values from either QAM or HEX constellations,θi ∈ C.
If the transmitted codeword is

S=

[
z1 −σ(z2)
z2 σ(z1)

]

where σ performs complex conjugation,SSH = (|z1|2 +
|z2|2)I . Hence, the group of symbols{s1i, i = 1, · · · , n} that
z1 consists of are disentangled in the decoding metric from
{s2i, i = 1, · · · , n} thatz2 consists of. So,{s1i, i = 1, · · · , n}
can be decoded independently of{s2i, i = 1, · · · , n}. In
addition, if ski take values from a square QAM constellation
andθi, i = 1, · · · , n, are of the formθi = αθ′i whereα ∈ C
and θ′i ∈ R, then within each group{ski, i = 1, · · · , n},
k = 1, 2, the group comprising the real parts of each symbol
is separable from the group comprising the imaginary parts.
Hence,

1) when ski take values from a square QAM, the four
groups - {Re(s1i), i = 1, · · · , n}, {Im(s1i), i =
1, · · · , n}, {Re(s2i), i = 1, · · · , n} and {Im(s2i), i =
1, · · · , n}, are independently decodable of one another.

2) whenski take values from a HEX constellation, the two
groups{s1i, i = 1, · · · , n} and {s2i, i = 1, · · · , n} are
independently decodable of one another.

So, we have the following proposition.
Proposition 7: Let the codeword matrices of an STBCS be

block diagonal of the formS= diag
[
A,Υ(A), · · · ,Υn−1(A)

]

where

A =

[ ∑n
i=1 s1iθi −σ(

∑n
i=1 s2iθi)∑n

i=1 s2iθi σ(
∑n

i=1 s1iθi)

]

,

Υl(A) =

[
τ l (
∑n

i=1 s1iθi) −στ l (
∑n

i=1 s2iθi)
τ l (
∑n

i=1 s2iθi) στ l (
∑n

i=1 s1iθi))

]

and {θi, i = 1, · · · , n|θi ∈ OK} is a Q(i)-basis (orQ(ω)-
basis) of a number fieldK which is a Galois extension of
degreen over Q(i) (respectivelyQ(ω)) with Galois group
〈τ〉. If θi, i = 1, · · · , n, are of the formθi = αθ′i where
α ∈ C andθ′i ∈ R, thenS is

1) four-group decodable ifski take values from QAM.
2) two-group decodable ifski take values from HEX.
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Fig. 1. CER performance of various rate-2 STBCs for the4×2 system with
4-/16-QAM

Proof: The proof is trivial and follows from the argument
preceding the proposition.

Following Proposition 7, the ML-decoding complexity of
the codes constructed in this paper is easy to analyze. We
express a codeword matrix of the STBC asS= S(A0)+S(A1),
whereS(A0) = diag

[
A0,Υ(A0), · · · ,Υn−1(A0)

]
, n = nt/2,

and

S(A1) =










O O . . . γ
M
Υn−1(A1)

A1 O . . . O
O Υ(A1) . . . O
...

...
. . .

...
O O Υn−2(A1) O










.

Both S(A0) andS(A0) containnt complex information sym-
bols each. So,

min
S∈S

{

‖Y −√
ρHS‖2

}

= min
S(A1)

{

min
S(A0)

{

‖Y′ −√
ρHS(A0)‖2

}

}

whereY′ = Y−ρHS(A1). Assuming that the complex constel-
lations used areM -QAM or M -HEX, from Proposition 7, it
can be noted that calculatingminS(A0)

{
‖Y′ −√

ρHS(A0)‖2
}

requires onlyO
(

M
nt
4

)

calculations (fornt = 4, 8) and

O
(

M
nt
2

)

calculations (fornt = 6, 12). Therefore, the overall

ML-decoding complexity of the STBCs isO
(

Mnt M
nt
4

)

=

O
(

M
5nt
4

)

for nt = 4, 8, while for nt = 6, 12, it is

O
(

Mnt M
nt
2

)

= O
(

M
3nt
2

)

. In addition, hard-limiting
(see [2] for details) further reduces the overall ML-decoding
complexity by a factor of

√
M . Table I captures the salient

features of the constructed codes along with their comparison
with some of the best known STBCs.

VI. COMPARISON WITH EXISTINGSTBCS

We compare the performance of the STBCs constructed in
this paper with some of the best known STBCs.
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Fig. 2. CER performance of some well-known rate-2 STBCs for the6× 2
system at 4 bits per channel use

A. 4× 2 MIDO system

As rival codes forS4×2, we consider the following four
STBCs - the punctured perfect code for4 transmit antennas
(two of its layers have zero entries), the BHV code [15], the
rate-2 STBC calledA4 code which is obtained in [1, Section
VIII-A], and a new STBC obtained by puncturingC4 [34]. A4

has been shown [1] to be the best performing code among
all the linear STBCs proposed in [1] for the4 × 2 MIDO
system. The fourth rival code is obtained fromC4 by simply
puncturing the symbols corresponding to the basis elements
ζ25 andζ35 , i.e., the entries of the first column of the codeword
matrices are of the formsi1 + si2ζ5. This STBC has the best
coding gain which can be explicitly calculated and is shown
in Table I. Even though the BHV code is not a full-diversity
STBC, it is considered here since it is the first fast-decodable
STBC proposed for the4×2 system, having an ML-decoding
complexity of O(M4.5) for squareM -QAM. We have not
considered the other full-diversity STBCs proposed in [16]
- [20] since these codes have not been constructed with a
focus on coding gain but only with an intention of having
fast-decodability with a proven NVD. The constellations used
in our simulations are4-QAM and 16-QAM.

Fig. 1 reveals thatS4×2 has the best error performance
among all codes under comparison, although puncturedC4
has the best coding gain. This can possibly be attributed to
the multiplicity of the minimum determinant - the number of
codeword-difference matrices whose squared absolute value of
determinant is the actual minimum determinant. We believe
that puncturedC4 has more such pairs since it is obtained
by puncturingC4 and our method of puncturing might not be
efficient. PuncturedC4 loses only slightly toS4×2 and these
two codes beat the other three STBCs for both4- and 16-
QAM.

B. 6× 2 MIDO system

For this system, the rival codes forS6×2 are the punc-
tured perfect code for6 antennas [7] (4 layers punctured),
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puncturedC6 [34], and two versions of the VHO-code for
6 transmit antennas [1, Section X-C].C6 is obtained from
the CDA (Q(ω, ζ7)/Q(ω), τ : ζ7 7→ ζ37 ,−ω), where ζ7
is the primitive 7th root of unity. The entries of the first
column of the codeword matrices of the puncturedC6 are of
the form si1 + si2ζ7, sij ∈ M -HEX. The VHO-code for6
transmit antennas is a rate-3 STBC obtained from the CDA
Q(ζ7/Q, σ : ζ7 7→ ζ37 ,−3/4). The first version of the VHO-
code for the6× 2 system is obtained by puncturing the rate-
3 VHO-code to obtain a rate-2 STBC, with the method of
puncturing as depicted in [1, Section X-C]. This STBC has an
ML-decoding complexity ofO

(
M8.5

)
. The second version

of the rate-2 VHO-code is obtained by using theQ-basis of
Q(ζ7) to be{ζ7+ ζ67 , ζ7 − ζ67 , ζ

2
7 + ζ57 ,

ζ2
7−ζ5

7

2 ,
ζ3
7+ζ4

7

2 , ζ37 − ζ47}
instead of the integral basis{1, ζ7, ζ27 , ζ37 , ζ47 , ζ57}. This change
of basis results in the overall ML-decoding complexity being
only O(M7) (Note that all the ML-decoding complexities are
calculated after employing hard-limiting). Both versionsof the
VHO-code use4-QAM while the other STBCs use4-HEX
constellation.

Fig 2 shows thatS6×2, the punctured perfect code, and
the first version of the VHO-code (marked as “VHO-code
-Puncturing 1” in the figure) have a very similar error per-
formance. The second version of the VHO-code has poorer
error performance but lower ML-decoding complexity. The
best performance is that of puncturedC6 which has the largest
normalized minimum determinant.

VII. D ISCUSSION

In this paper, we proposed a new method to obtain full-
diversity, rate-2 STBCs from nonassociative algebras. We then
constructed rate-2, fast-decodable STBCs for4×2, 6×2, 8×2
and 12 × 2 systems which have large normalized minimum
determinants, and STBC-schemes consisting of these STBCs
have a non-vanishing determinant (NVD) so that they are
DMT-optimal for their respective MIDO systems. We also
showed that the Srinath-Rajan code has the same algebraic
structure as the STBC constructed in this paper for the4× 2
system, thereby proving a previous conjecture that the STBC-
scheme based on the Srinath-Rajan code has the NVD property
and hence is DMT-optimal for the4×2 system. However, there
is still scope for improvement. Firstly, with the exceptionof
the STBC for4 × 2 MIDO system, the remaining STBCs in
this paper have a lot of zero entries and naturally, there is
the issue of high peak to average power ratio (PAPR) which
needs to be lowered. Secondly, it is natural to seek conditions
that enable the construction of higher rate codes (rate> 2)
with high coding gain and fast-decodability on the lines of
the STBCs constructed in this paper. These are the possible
directions for future research.

APPENDIX A
PROOF OFTHEOREM 1

From Lemma 1, we know thatA0+ iA1, when it has a right
inverse, has a unique right inverse if and only if it is not a
left zero divisor. To prove the theorem, we first show that any
elementA0 + iA1 ∈ MA is a left zero divisor if and only if

equality holds in (13). Following this, we show the existence
of the right inverse to complete the proof of the theorem.

Suppose thatA0 + iA1 is a left zero divisor of an element
B0 + iB1 + · · · + in−1Bn−1, Bi ∈ A. SinceA0 andA1 are
from A which is a CDA, we can assume that neither ofA0

andA1 is zero since otherwise the unique right inverse always
exists. Now, from our assumption,

(A0 + iA1)(B0 + iB1 + · · ·+ in−1Bn−1) = 0.

So, noting thatA1 is invertible with its right inverse denoted
by A−1

1 (also its left inverse as elements of a CDA have the
same left and right inverses), we have

(A′
0 + i)(B′

0 + iB′
1 + · · ·+ in−1B′

n−1) = 0

whereA′
0 = A0A

−1
1 , B′

i = Υi(A1)Bi, i = 0, 1, · · · , n − 1.
Due to the linear independence of1, i, · · · , in−1 overA, we
have

A′
0B

′
0 + γ

M
B′

n−1 = 0, (19)

B′
k−1 +Υk(A′

0)B
′
k = 0, k = 1, · · · , n− 1. (20)

From (19), (20) and the fact thatA′
0 6= 0, it is clear that

B′
i 6= 0, i = 0, 1, · · · , n − 1. Solving (20), we arrive

at B′
0 = (−1)n−1Υ(A′

0)Υ
2(A′

0) · · ·Υn−1(A′
0)B

′
n−1 using

which in (19), we obtain
[
(−1)n−1A′

0Υ(A′
0)Υ

2(A′
0) · · ·Υn−1(A′

0) + γ
M

]
B′

n−1 = 0.

SinceB′
n−1 6= 0, we haveA′

0Υ(A′
0)Υ

2(A′
0) · · ·Υn−1(A′

0) =
(−1)nγ

M
. Taking−A′

0 = C, we have

CΥ(C)Υ2(C) · · ·Υn−1(C) = γ
M
. (21)

So, elements of the formA0 + iA1 are left zero divisors if
and only if (21) is satisfied. Therefore, if noC ∈ A satisfies
(21), any element of the formA0 + iA1 has a unique right
inverse which can be computed by equating the left hand side
of (19) with 1. The resulting right inverse is obtained to be
B = B0 + iB1 + · · ·+ in−1Bn−1 where

Bi =
[
Υi(A1)

]−1
B′

i, i = 0, 1, · · · , n− 1, (22)

B′
n−1 =

[

(−1)n−1
n−1∏

i=0

Υi(A′
0) + γ

M

]−1

, (23)

B′
n−k = (−1)k−1

(
n−1∏

i=n−k+1

Υi(A′
0)

)

B′
n−1 (24)

andA′
0 = A0A

−1
1 . This completes the proof of Theorem 1.

APPENDIX B
PROOF OFLEMMA 2

For convenience, we denoteCΥ(C)Υ2(C) · · ·Υn−1(C) by
NC ∈ Km×m. We first note thatNC − γ

M
I is not invertible

if and only if γ
M

is an eigenvalue ofNC . This is because if
γ

M
is indeed an eigenvalue ofNC , thenNCx = γ

M
x so that

NC − γ
M

I is not full-ranked. Conversely, ifNC − γ
M

I is not
full-ranked, we haveγ

M
to be one of its eigenvalues. We now

proceed to prove thatγ
M

is not an eigenvalue ofNC when
CΥ(C)Υ2(C) · · ·Υn−1(C) , NC 6= γ

M
for anyC ∈ A.
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Suppose thatγ
M

is an eigenvalue ofNC . We first establish
that the eigenvector ofNC associated withγ

M
has entries5 in

K. Sinceγ
M

is an element of the maximal subfieldK, the
entries of the rank-deficient matrixNC −γ

M
I are all elements

of K. Hence,NC−γ
M

I can be viewed as the matrix of a linear
transformation from them-dimensional vector spaceKm×1

(overK) to itself with the kernel of the transformation being
nontrivial and consisting of the eigenvectors ofNC associated
with γ

M
. We choose one such eigenvector and denote it bye.

So, we have
NCe= γ

M
e. (25)

Now, we note thatNC is also obtained by left regular
representation [27] as the matrix of the linear transformation
λNC

: A → A, with λNC
(B) = NcB, ∀B ∈ A. Observing

that any element ofA can be expressed as[1, j , · · · , jm−1]k,
k ∈ Km×1, let E = [1, j , · · · , jm−1]e, with e defined in
(25). So,

λNC
(E) = NcE = [1, j , · · · , jm−1]NCe (26)

= [1, j , · · · , jm−1]γ
M

e (27)

= Eγ
M
, (28)

where (26) is by definition of left regular representation, (27)
is due to (25), and (28) follows by noting thatγ

M
is an element

of K. Hence,E−1NCE = γ
M

. Since we have denoted
CΥ(C)Υ2(C) · · ·Υn−1(C) by NC , we have

γ
M

= E−1CΥ(C)Υ2(C) · · ·Υn−1(C)E

= E−1C
(

Υ(E) (Υ(E))
−1
)

Υ(C)

×
(

Υ2(E)
(
Υ2(E)

)−1
)

Υ2(C)

× · · ·
(

Υn−1(E)
(
Υn−1(E)

)−1
)

Υn−1(C)E

= C′Υ(C′)Υ2(C′) · · ·Υn−1(C′) (29)

where C′ , E−1CΥ(E) and (29) is obtained using (11)
and (12) and also noting that(Υ(E))

−1
= Υ(E−1) (since

Υ(E)Υ(E−1) = Υ(EE−1) = 1). But (29) leads to
a contradiction since there exists noC ∈ A such that
CΥ(C)Υ2(C) · · ·Υn−1(C) = γ

M
. Therefore,γ

M
is never

an eigenvalue ofCΥ(C)Υ2(C) · · ·Υn−1(C) which proves
Lemma 2.

APPENDIX C
PROOF OFTHEOREM 2

Let Amat be the ring ofm × m sized invertible matrices
that are representations of elements ofA, i.e.,

Amat = {A|A is the matrix representation ofA ∈ A}.

We have already assumed thatγ
M

does not belong to the
centre ofA and so does not commute with every element ofA
because of whichMA does not have a matrix representation
in Mmn(K). But every element ofAmat commutes withγ

M
I

(which is not the matrix representation ofγ
M

in Mm(K) and

5In general, for any square matrix with entries from a fieldK, its
eigenvalues and the entries of the associated eigenvectorsneed not be inK
but will be in the algebraic closure ofK.

does not belong toAmat). For any finite or infinite setP
of m × m sized matrices, we use the notationAmat[P ] to
denote the ring ofm×m matrices generated byP overAmat.
We now consider the ringAmat[γM

I ] which is not a division
ring (for example, ifΓM denotes the matrix representation
of γ

M
in Mm(K), then ΓM − γ

M
I is not invertible). Let

Ainv−mat[γM
I ] = {B|B−1 ∈ Amat[γM

I ]}, i.e., the set
of inverses of all invertible matrices inAmat[γM

I ]. Next,
consider the infinite ringM whose elements are matrices of
the form

B =












B0 γ
M
Υ(Bn−1) · · · γ

M
Υn−1(B1)

B1 Υ(B0) · · · γ
M
Υn−1(B2)

B2 Υ(B1) · · · γ
M
Υn−1(B3)

B3 Υ(B2) · · · γ
M
Υn−1(B4)

...
...

. . .
...

Bn−1 Υ(Bn−2) · · · Υn−1(B0)












(30)

with Bi ∈ Amat[{γM
I} ∪ Ainv−mat[γM

I ]], i = 0, · · · , n− 1.
With these facts developed, we proceed with the proof of the
theorem as follows.

1) Proof that M is invertible: Let B = B0 + iB1 + · · · +
in−1Bn−1 be the unique right inverse ofA0 + iA1 given by
(22) - (24) withA0, A1, B0, · · · , Bn−1 ∈ A. Let

A′
0 , A0A−1

1 , (31)

B′
n−1 ,

[

(−1)n−1
n−1∏

i=0

Υi(A′
0) + γ

M
I

]−1

, (32)

B′
n−k , (−1)k−1

(
n−1∏

i=n−k+1

Υi(A′
0)

)

B′
n−1, (33)

Bi ,
[
Υi(A1)

]−1
B′
i, i = 0, 1, · · · , n− 1. (34)

The existence ofB′
n−1 can be verified by applying Theorem

1 and Lemma 2 in that order. The inverse ofM has the form
shown in (30) withBi obtained using (31)-(34). To check that
this matrix, denoted byM inv, is indeed the inverse ofM , note
that bothM andM inv belong toM and hence their product
also is inM. So, it only suffices to check that the firstm
columns of the product ofM andM inv are[I ,O,O, · · · ,O]T ,
which follows upon using (31)-(34).

2) Proof that det(M) ∈ L: It can be noted thatM ∈
Knm×nm so that det(M ) ∈ K. Also, τ i (det(M )) =
det
(
Υi(M)

)
where, as mentioned before,Υi(M ) refers to

the matrix obtained by applyingτ i to each entry ofM ,
i = 0, 1, · · · , n − 1. To prove thatdet(M ) ∈ L, it suffices
to show thatdet (Υ(M)) = det(M ) since the only elements
fixed byGal(K/L) = 〈τ〉 are the elements ofL. Let P(i, j)
denote the(i, j)th entry of a matrixP. Consider permutation
matricesP1 andP2 whose nonzero elements are

P1(k, (n− 1)m+ k) = 1, k = 1, 2, · · · ,m,

P1(k, k −m) = 1, k = m+ 1,m+ 2, · · · , nm,

P2(k,m+ k) = 1, k = 1, 2, · · · , (n− 1)m,

P2(k, k − (n− 1)m) = 1, k = (n− 1)m+ 1, · · · , nm.
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Now, P1Υ(M)P2 has the following structure.















A0 O · · · O · · · Υn−1(A1)
γ

M
A1 Υ(A0) · · · O · · · O

O Υ(A1) · · ·
... · · · O

O O · · · Υi−1(A0) · · · O
...

... · · · Υi−1(A1) · · · O
...

...
... · · · · · · O

O O · · · O · · · Υn−1(A0)
















.

(35)
Therefore, with diagonal matricesG1 andG2 whose nonzero
diagonal elements are defined as

G1(k, k) = γM , k = 1, 2, · · · ,m,

G1(k, k) = 1, k = m+ 1, · · · , nm,

G2(k, k) = γ−1
M , k = 1, 2, · · · ,m,

G2(k, k) = 1, k = m+ 1, · · · , nm,

we observe thatM = G1P1Υ(M )P2G2 so thatdet(M ) =
det (Υ(M)) (for det(G1)det(G2) = 1 and P1 and P2 are
permutation matrices). Thereforedet(M ) ∈ L.

APPENDIX D
PROOF OFPROPOSITION3

Let A = a+ jb, a, b ∈ Q(i,
√
5). Suppose that

AΥ(A) = i. (36)

Now, if b = 0, thenaτ(a) = i which is not a possibility in
(Q(i,

√
5)/Q(i), τ, i) (which hasi as its non-norm element).

If a = 0, we havejbjτ(b) = i so that

σ(b)τ(b) = −i. (37)

Applying σ throughout in (37), we getbστ(b) = i. Next,
applying τ throughout in (37), we getbστ(b) = −i which
leads to a contradiction. So, (37) is not true (Note thatτ2 is
identity andτσ = στ ) and we can assume thata, b 6= 0. Now,
applyingΥ throughout in (36), we obtainΥ(A)A = i. Hence,

(a+ jb)(τ(a) + jτ(b)) = (τ(a) + jτ(b))(a + jb)

which leads to

σ(b)

στ(b)
= σ

(
b

τ(b)

)

=
b

τ(b)
(38)

Hence, b/τ(b) is invariant underσ and hence belongs to
Q(

√
5). Also, from (36), we have

aτ(a)− σ(b)τ(b) = i (39)

bτ(a) + σ(a)τ(b) = 0

so that
b

τ(b)
= −σ(a)

τ(a)
. (40)

Using (40) in (39), we obtain

τ(a)

σ(a)
(aσ(a) + bσ(b)) = i.

Now, aσ(a) + bσ(b) is invariant underσ and hence is in
Q(

√
5). So,τ(a)/σ(a) is imaginary and belongs toQ(i,

√
5)

using which in (40), we note thatb/τ(b) is also imaginary.
This contradicts the earlier result obtained below (38). There-
fore, our assumption thatAΥ(A) = i is false which proves
the lemma.

APPENDIX E
PROOF OFPROPOSITION4

Let A = a+ jb, a, b ∈ Q(ω, θ) such that

AΥ(A)Υ2(A) = ω. (41)

Firstly, a 6= 0 since otherwise(jb)(jτ(b))(jτ2(b)) = ω which
is not possible. Secondly,b 6= 0 since aτ(a)τ2(a) 6= ω
for any a ∈ Q(ω, θ) (for ω is a non-norm element in
(Q(ω, θ)/Q(ω), τ, ω)). Hence, we assume thata, b 6= 0.
ApplyingΥ2 throughout in (41), we obtainΥ2(A)AΥ(A) = ω
so thatAΥ(A)Υ2(A) = Υ2(A)AΥ(A). Now, AΥ(A) = x+
jσ(y) wherex = aτ(a)−σ(b)τ(b), σ(y) = bτ(a)+σ(a)τ(b).
So,

(x+ jσ(y)) (τ2(a) + jτ2(b)) = (τ2(a) + jτ2(b)) (x+ jσ(y))

from which we have

σ(y)τ2(a) + σ(x)τ2(b) = στ2(a)σ(y) + xτ2(b). (42)

From (41), we obtain

xτ2(a)− yτ2(b) = ω (43)

σ(x)τ2(b) + σ(y)τ2(a) = 0. (44)

If x = 0, theny = 0 (sincea 6= 0) and (43) is not true. So,
we can assumex 6= 0. Using (42) and (44), we get

σ(y)

τ2(b)
= − x

στ2(a)
= − σ(x)

τ2(a)

so that x
στ2(a) = σ

(
x

στ2(a)

)

. Therefore,x/στ2(a) is real-

valued and belongs toQ(θ). Now, using (44) in (43), we get

τ2(a)

σ(x)

[
xσ(x) + yσ(y)

]
= ω

Since xσ(x) + yσ(y) is invariant underσ and hence real-
valued, τ

2(a)
σ(x) must be complex-valued which contradicts the

previous result. Hence, (41) is false and there exists noA ∈ A
such thatAΥ(A)Υ2(A) = ω.

APPENDIX F
PROOF OFPROPOSITION5

Let A = a+ jb, a, b ∈ Q(i, θ) such that

AΥ(A)Υ2(A)Υ3(A) = i. (45)

Applying Υ2 throughout (45), we obtain
Υ2(A)Υ3(A)AΥ(A) = i so that AΥ(A)Υ2(A)Υ3(A) =
Υ2(A)Υ3(A)AΥ(A). Let AΥ(A) = x + jy where
x = aτ(a) − σ(b)τ(b), y = bτ(a) + σ(a)τ(b). So, we
have

(x+ jy) (τ2(x) + jτ2(y)) = (τ2(x) + jτ2(y)) (x+ jy)
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from which we obtain

yτ2(x) + σ(x)τ2(y) = στ2(x)y + xτ2(y). (46)

From (45), we obtain

xτ2(x)− σ(y)τ2(y) = i (47)

σ(x)τ2(y) + yτ2(x) = 0. (48)

Now, if x = 0,
σ(y)τ2(y) = −i. (49)

By applyingσ and τ2 separately throughout (49), we obtain
yστ2(y) = i and yστ2(y) = −i which contradict each
other. Hence,x 6= 0. On the other hand, ify = 0, then
xτ2(x) = i and applyingτ we get τ(x)τ3(x) = i so
that xτ2(x)τ(x)τ3(x) = (i)(i) = −1. Since x ∈ Q(i, θ),
this implies that there exists somex ∈ Q(i, θ) such that
NQ(i,θ)/Q(i)(x) = −1. This is not true sinceit is not a norm
of any field element ofQ(i, θ) for t = 1, 2, 3. Hence, we can
assume thatx, y 6= 0. Using (46) and (48), we get

−στ2(x)

x
=

τ2(y)

y
= −τ2(x)

σ(x)

so thatτ
2(x)
σ(x) = σ

(
τ2(x)
σ(x)

)

. Therefore,τ
2(x)
σ(x) is real-valued and

belongs toQ(θ). Now, using (48) in (47), we get

τ2(x)

σ(x)

[
xσ(x) + yσ(y)

]
= i.

Since xσ(x) + yσ(y) is invariant underσ and hence real-
valued, it must be thatτ

2(x)
σ(x) is complex-valued which contra-

dicts the previous result. Hence, (45) is false and there exists
no A ∈ A such thatAΥ(A)Υ2(A)Υ3(A) = i.

APPENDIX G
PROOF OFPROPOSITION6

Let A = a+ jb, a, b ∈ Q(ω, θ) such that

AΥ(A)Υ2(A) · · ·Υ5(A) = −ω. (50)

Applying Υ3 throughout (50), we observe thatAΥ(A)Υ2(A)
andΥ3(A)Υ4(A)Υ5(A) commute. LetAΥ(A)Υ2(A) = x +
jy wherex = x′τ2(a)−σ(y′)τ2(b), y = y′τ2(a)+σ(x′)τ2(b)
with x′ = aτ(a) − σ(b)τ(b), y′ = bτ(a) + σ(a)τ(b). So, we
have

(x+ jy) (τ3(x) + jτ3(y)) = (τ3(x) + jτ3(y)) (x+ jy)

from which we obtain

yτ3(x) + σ(x)τ3(y) = στ3(x)y + xτ3(y). (51)

From (50), we obtain

xτ3(x)− σ(y)τ3(y) = −ω (52)

σ(x)τ3(y) + yτ3(x) = 0. (53)

Now, if x = 0,
σ(y)τ3(y) = ω. (54)

By applyingσ and τ3 separately throughout (54), we obtain
yστ3(y) = ω2 (for σ(ω) = ω2) and yστ3(y) = ω, which
contradict each other. Hence,x 6= 0. On the other hand, if

y = 0, thenxτ3(x) = −ω and therefore,τ(x)τ4(x) = −ω,
τ2(x)τ5(x) = −ω. Using these results, we arrive at
(
xτ3(x)

) (
τ(x)τ4(x)

) (
τ2(x)τ5(x)

)
= (−ω)3 = −1. (55)

Sincex ∈ Q(ω, θ), (55) implies that there exists somex ∈
Q(ω, θ) such thatNQ(ω,θ)/Q(ω)(x) = −1. This is not true
since(−ω)t is not a norm of any field element ofQ(ω, θ) for
t = 1, · · · , 5. Hence, we can assume thatx, y 6= 0. Using (51)
and (53), we get

−στ3(x)

x
=

τ3(y)

y
= −τ3(x)

σ(x)

so thatτ
3(x)
σ(x) = σ

(
τ3(x)
σ(x)

)

. Therefore,τ
3(x)
σ(x) is real-valued and

belongs toQ(θ). Now, using (53) in (52), we get

τ3(x)

σ(x)

[
xσ(x) + yσ(y)

]
= ω.

Since xσ(x) + yσ(y) is invariant underσ and hence real-
valued, τ

3(x)
σ(x) has to be complex-valued which contradicts the

previous result. Hence, (50) is false and there exists noA ∈ A
such thatAΥ(A)Υ2(A) · · ·Υ5(A) = −ω.
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