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Abstract

In this paper, we propose an opportunistic downlink interference alignment (ODIA) for interference-
limited cellular downlink, which intelligently combines user scheduling and downlink IA techniques.
The proposed ODIA not only efficiently reduces the effect of inter-cell interference from other-cell
base stations (BSs) but also eliminates intra-cell interference among spatial streams in the same
cell. We show that the minimum number of users required to achieve a target degrees-of-freedom
(DoF) can be fundamentally reduced, i.e., the fundamental user scaling law can be improved by
using the ODIA, compared with the existing downlink IA schemes. In addition, we adopt a limited
feedback strategy in the ODIA framework, and then analyze the required number of feedback bits
leading to the same performance as that of the ODIA assuming perfect feedback. We also modify the
original ODIA in order to further improve sum-rate, which achieves the optimal multiuser diversity
gain, i.e., log logN , per spatial stream even in the presence of downlink inter-cell interference,
whereN denotes the number of users in a cell. Simulation results show that the ODIA significantly
outperforms existing interference management techniquesin terms of sum-rate in realistic cellular
environments. Note that the ODIA operates in a distributed and decoupled manner, while requiring
no information exchange among BSs and no iterative beamformer optimization between BSs and
users, thus leading to an easier implementation.

Index Terms

Inter-cell interference, interference alignment, degrees-of-freedom (DoF), transmit & receive
beamforming, limited feedback, multiuser diversity, userscheduling.

H. J. Yang is with the School of Electrical and Computer Engineering, UNIST, Ulsan 689-798, Republic of Korea (E-mail:
hjyang@unist.ac.kr).

W.-Y. Shin is with the Department of Computer Science and Engineering, Dankook University, Yongin 448-701, Republic
of Korea (E-mail: wyshin@dankook.ac.kr).

B. C. Jung (corresponding author) is with the Department of Information and Communication Engineering, Gyeongsang
National University, Tongyeong 650-160, Republic of Korea(E-mail: bcjung@gnu.ac.kr).

C. Suh is with the Department of Electrical Engineering, KAIST, Daejeon 305-701, Republic of Korea (E-mail:
chsuh@kaist.ac.kr).

A. Paulraj is with the Department of Electrical Engineering, Stanford University, Stanford, CA 94305 (email:
apaulraj@stanford.edu).

http://arxiv.org/abs/1312.7198v2


SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 2

I. INTRODUCTION

Interference management has been taken into account as one of the most challenging
issues to increase the throughput of cellular networks serving multiple users. In multiuser
cellular environments, each receiver may suffer from intra-cell and inter-cell interference.
Interference alignment (IA) was proposed by fundamentallysolving the interference problem
when there are multiple communication pairs [1]. It was shown that the IA scheme can
achieve the optimal degrees-of-freedom (DoF)1 in the multiuser interference channel with
time-varying channel coefficients. Subsequent studies have shown that the IA is also useful
and indeed achieves the optimal DoF in various wireless multiuser network setups: multiple-
input multiple-output (MIMO) interference channels [2], [3] and cellular networks [4], [5].
In particular, IA techniques [4], [5] for cellular uplink and downlink networks, also known
as the interfering multiple-access channel (IMAC) or interfering broadcast channel (IBC),
respectively, have received much attention. The existing IA framework for cellular networks,
however, still has several practical challenges: the scheme proposed in [5] requires arbitrarily
large frequency/time-domain dimension extension, and thescheme proposed in [4] is based on
iterative optimization of processing matrices and cannot be optimally extended to an arbitrary
downlink cellular network in terms of achievable DoF.

In the literature, there are some results on the usefulness of fading in single-cell downlink
broadcast channels, where one can obtain multiuser diversity gain along with user schedul-
ing as the number of users is sufficiently large: opportunistic scheduling [6], opportunistic
beamforming [7], and random beamforming [8]. Scenarios exploiting multiuser diversity gain
have been studied also in ad hoc networks [9], cognitive radio networks [10], and cellular
networks [11].

Recently, the concept of opportunistic IA (OIA) was introduced in [12]–[14] for theK-cell
uplink network (i,e., IMAC model), where there are oneM-antenna base station (BS) and
N users in each cell. The OIA scheme incorporates user scheduling into the classical IA
framework by opportunistically selectingS (S ≤ M) users amongst theN users in each cell
in the sense that inter-cell interference is aligned at a pre-defined interference space. It was
shown in [13], [14] that one can asymptotically achieve the optimal DoF if the number of
users in a cell is beyond a certain value, i.e., if a certain user scaling condition is guaranteed.
For theK-cell downlink network (i.e., IBC model) assuming oneM-antenna base station
(BS) andN per-cell users, studies on the OIA have been conducted in [15]–[20]. More
specifically, the user scaling condition for obtaining the optimal DoF was characterized for
the K-cell multiple-input single-output (MISO) IBC [15], and then such an analysis of the
DoF achievability was extended to theK-cell MIMO IBC with L receive antennas at each
user [16]–[20]—full DoF can be achieved asymptotically, provided thatN scales faster than
SNRKM−L, for theK-cell MIMO IBC using OIA [19], [20], where SNR denotes the received
signal-to-noise ratio.

In this paper, we propose anopportunistic downlink IA (ODIA) framework as a promising
interference management technique forK-cell downlink networks, where each cell consists of
one BS withM antennas andN users havingL antennas each. The proposed ODIA jointly
takes into account user scheduling and downlink IA issues. In particular, inspired by the
precoder design in [4], we use two cascaded beamforming matrices to construct our precoder at
each BS. To design the first transmit beamforming matrix, we use a user-specific beamforming,
which conducts a linear zero-forcing (ZF) filtering and thuseliminates intra-cell interference
among spatial streams in the same cell. To design the second transmit beamforming matrix,

1It is referred that ‘optimal’ DoF is achievable if the outer-bound on DoF for given network configuration is achievable.
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we use a predetermined reference beamforming matrix, whichplays the same role of random
beamforming for cellular downlink [15], [19], [20] and thusefficiently reduces the effect
of inter-cell interference from other-cell BSs. On the other hand, the receive beamforming
vector is designed at each user in the sense of minimizing thetotal amount of received
inter-cell interference usinglocal channel state information (CSI) in a decentralized manner.
Each user feeds back both the effective channel vector and the quantity of received inter-cell
interference to its home-cell BS. The user selection and transmit beamforming at the BSs
and the design of receive beamforming at the users are completely decoupled. Hence, the
ODIA operates in a fully distributed manner while requiringno information exchange among
BSs and no iterative optimization between transmitters andreceivers, thereby resulting in an
easier implementation.

The main contribution of this paper is four-fold as follows.
• We first show that the minimum number of users required to achieveS DoF (S ≤ M)

can be fundamentally reduced toSNR(K−1)S−L+1 by using the ODIA at the expense
of acquiring perfect CSI at the BSs from users, compared to the existing downlink IA
schemes requiring the user scaling lawN = ω(SNRKS−L) [19], [20],2 whereS denotes
the number of spatial streams per cell. The interference decaying rate with respect toN
for given SNR is also characterized in regards to the deriveduser scaling law.

• We introduce a limited feedback strategy in the ODIA framework, and then analyze the
required number of feedback bits leading to the same DoF performance as that of the
ODIA assuming perfect feedback, which is given byω (log2 SNR).

• We modify the user scheduling part of the ODIA to achieve optimal multiuser diversity
gain, i.e.,log logN per stream even in the presence of downlink inter-cell interference.

• To verify the ODIA schemes, we perform numerical evaluationvia computer simulations.
Simulation results show that the proposed ODIA significantly outperforms existing in-
terference management and user scheduling techniques in terms of sum-rate in realistic
cellular environments.

The remainder of this paper is organized as follows. SectionII describes the system and
channel models. Section III presents the overall procedureof the proposed ODIA. In Section
IV, the DoF achievablility result is shown. Section V presents the ODIA scheme with limited
feedback. In Section VI, the achievability of the spectrally efficient ODIA leading to a better
sum-rate performance is characterized. Numerical resultsare shown in Section VII. Section
VIII summarizes the paper with some concluding remarks.

II. SYSTEM AND CHANNEL MODELS

We consider aK-cell MIMO IBC where each cell consists of a BS withM antennas andN
users withL antennas each. The number of selected users in each cell is denoted byS(≤ M).
It is assumed that each selected user receives a single spatial stream. To consider nontrivial
cases, we assume thatL < (K−1)S+1, because all inter-cell interference can be completely
canceled at the receivers (i.e., users) otherwise. The channel matrix from thek-th BS to the
j-th user in thei-th cell is denoted byH[i,j]

k ∈ CL×M , where i, k ∈ K , {1, . . . , K} and
j ∈ N , {1, . . . , N}. Each element ofH[i,j]

k is assumed to be independent and identically
distributed (i.i.d.) according toCN (0, 1). In addition, quasi-static frequency-flat fading is
assumed, i.e., channel coefficients are constant during onetransmission block and change
to new independent values for every transmission block. Owing to the channel reciprocity

2f(x) = ω(g(x)) implies thatlimx→∞

g(x)
f(x)

= 0.
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Fig. 1. The MIMO IBC model, whereK = 3, M = 3, S = 2, L = 3, andN = 2.

of time-division duplexing (TDD) systems, thej-th user in thei-th cell can estimate the
channelsH[i,j]

k , k = 1, . . . , K, using pilot signals sent from all the BSs, i.e., the local CSI
at the transmitters is available. Figure 1 shows an example of the MIMO IBC model, where
K = 3, M = 3, S = 2, L = 3, andN = 2. The details in the figure will be described in the
subsequent section.

III. PROPOSEDODIA

We first describe the overall procedure of our proposed ODIA scheme for the MIMO IBC,
and then define its achievable sum-rate and DoF.

A. Overall Procedure

The ODIA scheme is described according to the following foursteps.
1) Initialization (Broadcast of Reference Beamforming Matrices): First, as illustrated in

Fig. 1, the precoding matrix at each BS is composed of the product of a predetermined
reference beamforming matrix, denoted byPk, and a user-specific beamforming matrix,
denoted byVk. In this step, we mainly focus on the design ofPk. Specifically, the reference
beamforming matrix at the BS in thek-th cell is given byPk = [p1,k, . . . ,pS,k], where
ps,k ∈ CM×1 is an orthonormal basis fork ∈ K and s = 1, . . . , S. Each BS independently
generatespk,s according to the isotropic distribution over theM-dimensional unit sphere.
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If the reference beamforming matrix is generated in a pseudo-random fashion, BSs do not
need to broadcast them to users. Then, thej-th user in thei-th cell obtainsH[i,j]

k andPk,
k = 1, . . . , K.

2) Receive Beamforming & Scheduling Metric Feedback: In the second step, we explain
how to decide a user scheduling metric at each user along withgiven receive beamforming,
where the design of receive beamforming will be explained inSection IV. Letu[i,j] ∈ CL×1

denote the unit-norm weight vector at thej-th user in thei-th cell, i.e.,
∥
∥u[i,j]

∥
∥
2
= 1. Since

the user-specific beamformingVk will be utilized only to cancel intra-cell interference out,
Vk does not change the inter-cell interference level at each user, which will be specified later.
Thus, from the notion ofPk andH[i,j]

k , thej-th user in thei-th cell can compute the quantity
of received interference from thek-th BS while using its receive beamforming vectoru[i,j],
which is given by

η̃
[i,j]
k =

∥
∥
∥u

[i,j]HH
[i,j]
k Pk

∥
∥
∥

2

, (1)

wherei ∈ K, j ∈ N , andk ∈ K \ i = {1, . . . , i− 1, i+ 1, . . . , K}. Using (1), the scheduling
metric at thej-th user in thei-th cell, denoted byη[i,j], is defined as the sum of received
interference power from other cells. That is,

η[i,j] =
K∑

k=1,k 6=i

η̃
[i,j]
k . (2)

As illustrated in Fig. 1, each user feeds the metric in (2) back to its home-cell BS. In
addition to the scheduling metric in (2), each user needs to feed its effective channel vector
back, so that the user-specific beamformingVk is designed at each BS. The effective channel
vector of thej-th user in thei-th cell is given by

f
[i,j]
i ,

(

u[i,j]HH
[i,j]
i Pi

)H

. (3)

3) User Scheduling: Upon receivingN users’ scheduling metrics in the serving cell, each
BS selectsS users having the metrics up to theS-th smallest one. Without loss of generality,
the indices of selected users in every cell are assumed to be(1, . . . , S). In this and subsequent
sections, we focus on how to simply design a user scheduling method to guarantee the optimal
DoF. An enhanced scheduling algorithm jointly taking into account the effective channel in
(3) and the received interference level in (2) may provide a better performance in terms of
sum-rate, which shall be discussed in Section VI.

4) Transmit Beamforming & Downlink Data Transmission: The signal vector at thei-th
BS transmitted to thej-th user in thei-th cell is given byv[i,j]x[i,j], wherex[i,j] is the transmit
symbol with power of1/S, and the user-specific beamforming matrix forS users is given
by Vi =

[
v[i,1], . . . ,v[i,S]

]
, wherev[i,s] ∈ C

S×1, i ∈ K. Denoting the transmit symbol vector

of the i-th cell by xi =
[
x[i,1], . . . , x[i,S]

]T
, the received signal vector at thej-th user in the
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i-th cell is then written as

y[i,j] = H
[i,j]
i PiVixi +

K∑

k=1,k 6=i

H
[i,j]
k PkVkxk + z[i,j]

= H
[i,j]
i Piv

[i,j]x[i,j]

︸ ︷︷ ︸

desired signal

+
S∑

s=1,s 6=j

H
[i,j]
i Piv

[i,s]x[i,s]

︸ ︷︷ ︸

intra-cell interference

+
K∑

k=1,k 6=i

H
[i,j]
k PkVkxk

︸ ︷︷ ︸

inter-cell interference

+z[i,j], (4)

wherez[i,j] ∈ CL×1 denotes the additive white Gaussian noise vector, each element of which
is i.i.d. complex Gaussian with zero mean and the variance ofSNR−1. The received signal
vector at thej-th user in thei-th cell after receive beamforming, denoted byỹ[i,j] = u[i,j]Hy[i,j],
can be rewritten as:

ỹ[i,j] = f
[i,j]
i

H

v[i,j]x[i,j] + f
[i,j]
i

H
S∑

s=1,s 6=j

v[i,s]x[i,s]

+
K∑

k=1,k 6=i

f
[i,j]
k

H

Vkxk + u[i,j]Hz[i,j], (5)

where f
[i,j]
k

H

= u[i,j]HH
[i,j]
k Pk. By selecting users with smallη[i,j] in (2), H[i,j]

k Pk tends to
be orthogonal to the receive beamforming vectoru[i,j]; thus, inter-cell interference channel
matricesH[i,j]

k PkVk in (5) also tend to be orthogonal tou[i,j] as illustrated in Fig. 1.
To cancel out intra-cell interference, the user-specific beamforming matrixVi ∈ CS×S is

given by

Vi = [v[i,1],v[i,2], . . . ,v[i,S]]

=









u[i,1]HH
[i,1]
i Pi

u[i,2]HH
[i,2]
i Pi

...

u[i,S]HH
[i,S]
i Pi









−1

·








√

γ[i,1] 0 · · · 0

0
√

γ[i,2] · · · 0
...

...
. . .

...
0 0 · · ·

√

γ[i,S]







, (6)

where
√

γ[i,j] denotes a normalization factor for satisfying the unit-transmit power constraint.
In consequence, the received signal can be simplified to

ỹ[i,j] =
√

γ[i,j]x[i,j]

+

K∑

k=1,k 6=i

f
[i,j]
k

H

Vkxk

︸ ︷︷ ︸

inter-cell interference

+u[i,j]Hz[i,j], (7)

which thus does not contain the intra-cell interference term.
As in [13], [21]–[25], we assume no loss in exchanging signaling messages such as
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information of effective channels, scheduling metrics, and receive beamforming vectors.

B. Achievable Sum-Rate and DoF

From (7), the achievable rate of thej-th user in thei-th cell is given by

R[i,j] = log2




1 +

γ[i,j] · |x[i,j]|2
∣
∣
∣u[i,j]Hz[i,j]

∣
∣
∣

2

+ Ĩ [i,j]






= log2




1 +

γ[i,j]

S
SNR

+
∑K

k=1,k 6=i

∑S
s=1

∣
∣
∣f

[i,j]
k

H

v[k,s]

∣
∣
∣

2




 , (8)

where Ĩ [i,j] ,
∑K

k=1,k 6=i

∣
∣
∣f

[i,j]
k

H

Vkxk

∣
∣
∣

2

. Using (8), the achievable total DoF can be defined as

DoF= lim
SNR→∞

∑K
i=1

∑S
j=1R

[i,j]

logSNR
. (9)

IV. DOF ACHIEVABILITY

In this section, we characterize the DoF achievability in terms of the user scaling law with
the optimal receive beamforming technique. To this end, we start with the receive beamforming
design that maximizes the achievable DoF. For given channelinstance, from (8), each user can

attain the maximum DoF of 1 if and only if the interference
∑K

k=1,k 6=i

∑S
s=1

∣
∣
∣f

[i,j]
k

H

v[k,s]
∣
∣
∣

2

·SNR

remains constant for increasing SNR. Note thatR[i,j] can be bounded as

R[i,j] ≥ log2




1 +

γ[i,j]

S
SNR

+
∑K

k=1,k 6=i

∑S
s=1

∥
∥
∥f

[i,j]
k

∥
∥
∥

2

‖v[k,s]‖
2




 (10)

≥ log2




1 +

γ[i,j]

S
SNR

+
∑K

k 6=i

∑S
s=1

∥
∥
∥f

[i,j]
k

∥
∥
∥

2 ∥∥
∥v

(max)
i

∥
∥
∥

2




 (11)

= log2 (SNR) + log2







1

SNR
+

γ[i,j]
∥

∥

∥
v
(max)
i

∥

∥

∥

2

S
∥

∥

∥

v
(max)
i

∥

∥

∥

2 + I [i,j]







(12)

wherev(max)
i in (11) is defined by

v
(max)
i = argmax

{∥
∥
∥v

[i′,j′]
∥
∥
∥

2

: i′ ∈ K \ i, j′ ∈ S

}

, (13)

S , {1, . . . , S}, andI [i,j] in (12) is defined by

I [i,j] ,
K∑

k=1,k 6=i

S∑

s=1

∥
∥
∥f

[i,j]
k

∥
∥
∥

2

· SNR. (14)
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Here,v(max)
i is fixed for given channel instance, becausev[i,j] is determined byH[i,j]

i , j =
1, . . . , S. Recalling that the indices of the selected users are(1, . . . , S) for all cells, we can
expect the DoF of 1 for each user if and only if for some0 ≤ ǫ < ∞,

I [i,j] < ǫ, ∀j ∈ S, i ∈ K. (15)

To maximize the achievable DoF, we aim to minimize the sum-interference
∑K

i=1

∑S
j=1 I

[i,j]

through receive beamforming at the users. SinceI [i,j] =
∑S

s=1 η
[i,j]SNR, we have

K∑

i=1

S∑

j=1

I [i,j] = S
K∑

i=1

S∑

j=1

η[i,j]SNR. (16)

This implies that the collection of distributed effort to minimizeη[i,j] at the users can reduce
the sum of received interference. Therefore, each user findsthe beamforming vector that
minimizesη[i,j] from

u[i,j] = argmin
u

η[i,j] = argmin
u

K∑

k=1,k 6=i

∥
∥
∥u

HH
[i,j]
k Pk

∥
∥
∥

2

(17)

= argmin
u

∥
∥G[i,j]u

∥
∥
2
, (18)

where

G[i,j] ,

[
(

H
[i,j]
1 P1

)

, . . . ,
(

H
[i,j]
i−1Pi−1

)

,

(

H
[i,j]
i+1Pi+1

)

, . . . ,
(

H
[i,j]
K PK

)
]H

∈ C
(K−1)S×L. (19)

Let us denote the singular value decomposition ofG[i,j] as

G[i,j] = Ω[i,j]Σ[i,j]V[i,j]H, (20)

whereΩ[i,j] ∈ C(K−1)S×L andV[i,j] ∈ CL×L consist ofL orthonormal columns, andΣ[i,j] =

diag
(

σ
[i,j]
1 , . . . , σ

[i,j]
L

)

, whereσ[i,j]
1 ≥ · · · ≥ σ

[i,j]
L . Then, the optimalu[i,j] is determined as

u[i,j] = v
[i,j]
L , (21)

wherev[i,j]
L is theL-th column ofV[i,j]. With this choice the scheduling metric is simplified

to
η[i,j] = σ

[i,j]
L

2
. (22)

Since each column ofPk is isotropically and independently distributed, each element of the
effective interference channel matrixG[i,j] is i.i.d. complex Gaussian with zero mean and unit
variance.

We start with the following lemma for the probabilistic interference level of the ODIA,
which shall be frequently used in the sequel.

Lemma 1: The sum-interference remains constant with high probability for increasing
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SNR, that is,

lim
SNR→∞

P , lim
SNR→∞

Pr

{
K∑

i=1

S∑

j=1

I [i,j] ≤ ǫ

}

= 1 (23)

for any 0 < ǫ < ∞, if
N = ω

(

SNR(K−1)S−L+1
)

. (24)

Proof: Since the cumulative density function (CDF) ofη[i,j] is the same as that of the
scheduling metric of the MIMO IMAC [14], the lemma can be readily proved by following
the footsteps of Lemma 1 and Theorem 2 of [14].

Now, the following theorem establishes the DoF achievability of the proposed ODIA.
Theorem 1 (User scaling law): The proposed ODIA scheme with the scheduling metric

(22) achieves the optimalKS DoF for givenS with high probability if

N = ω
(

SNR(K−1)S−L+1
)

. (25)

Proof: If the sum-interference remains constant with probabilityP as defined in (23),
the achievable rate in (12) can be further bounded by

R[i,j] ≥






log2 (SNR) + log2







1

SNR
+

γ[i,j]
∥

∥

∥
v
(max)
i

∥

∥

∥

2

S
∥

∥

∥
v
(max)
i

∥

∥

∥

2 + ǫ












· P, (26)

for any 0 ≤ ǫ < ∞. Thus, the achievable DoF can be bounded by

DoF= lim
SNR→∞

∑K
i=1

∑S
j=1R

[i,j]

logSNR
≥ lim

SNR→∞
KS · P. (27)

From Lemma 1, it is immediate to show thatP tends to 1, and henceKS DoF is achievable
if N = ω

(

SNR(K−1)S−L+1
)

, which proves the theorem.

Compared to the previous results ofN = ω
(
SNRKS−L

)
[15], [19], [20], the exponent of

SNR is reduced byS − 1 using the proposed ODIA, owing to perfect CSI of the selected
users at each BS, resulting in a slightly increased overhead. The essence of the ODIA is that
the design of the precoderVi can be decoupled from the design of the receive beamforming
vectoru[i,j], because the scheduling metricη[i,j] is calculated at the user side in a distributed
fashion without the knowledge ofVi. Even with this decoupled approach, interference can
still be minimized due to the cascaded precoder design. As a result, optimal DoF can be
achieved without any iterative precoder and receive beamforming vector optimization as done
in [4]. In addition, the proposed ODIA applies to arbitraryM , L, andK, whereas the optimal
DoF is achievable only in a few special cases in the scheme proposed in [4].

The following remark discusses the uplink and downlink duality within the OIA framework.

Remark 1 (Uplink-downlink duality): The same scaling condition ofN = ω
(

SNRK(S−1)−L+1
)

was achieved to obtainKS DoF in the uplink interference channel [14]. Therefore, Theorem
1 implies that a duality holds true for the uplink and downlink OIA frameworks in terms of
the user scaling law.

The user scaling law characterizes the trade-off between the asymptotic DoF and number
of users, i.e., the more number of users, the more achievableDoF. In addition, we relate the
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derived user scaling law to the interference decaying rate with respect toN for given SNR.
We start with the following lemma.

Lemma 2: The interference decaying rate of a selectedjth user in thei-th cell with respect
to N is given by

E

{
1

η[i,j]

}

≥ Θ
(
N1/((K−1)S−L+1)

)
. (28)

Here,f(x) = Θ(g(x)) if f(x) = O(g(x)) andg(x) = O(f(x)).
Proof: The lemma can be shown by following the footsteps of the proofof [16, Theorem

3]. The detailed proof is provided in Appendix A.
Theorem 2 (Interference decaying rate): If the user scaling condition to achieve a target

DoF is given byN = ω
(

SNRτ ′
)

for someτ ′ > 0, then the interference decaying rate is
given by

E

{
1

η[i,j]

}

≥ Θ
(

N1/τ ′
)

. (29)

Proof: Since both the user scaling law and interference decaying rate are determined by
the tail CDF of the scheduling metric, the theorem can be readily proved by the proofs of
Theorem 1 and Lemma 2.

Therefore, from Theorem 2, the user scaling law also provides an insight on the interference
decaying rate with respect toN for given SNR; that is, the smaller SNR exponent of the user
scaling law, the faster interference decreasing rate with respect toN .

V. ODIA WITH L IMITED FEEDBACK

In the proposed ODIA scheme, the effective channel vectors (u[i,j]HH
[i,j]
i Pi) in (3) can be

fed back to the corresponding BS using pilots rotated by the effective channels [26]. However,
this analog feedback requires two consecutive pilot phasesfor each user: regular pilot for
uplink channel estimation and analog feedback for effective channel estimation. Hence, pilot
overhead grows with respect to the number of users in the network. As a result, in practical
systems with massive users, it is more preferable to follow the widely-used limited feedback
approach [27], in which effective channels are fed back using codebooks.

For limited feedback of effective channel vectors, we definethe codebook by

Cf =
{
c1, . . . , cNf

}
, (30)

whereNf is the codebook size andck ∈ CS×1 is a unit-norm codeword, i.e.,‖ci‖2 = 1.
Hence, the number of feedback bits used is given by

nf = ⌈log2Nf⌉(bits) (31)

For the effective channelf [i,j]i

H

= u[i,j]HH
[i,j]
i Pi, each user quantizes the normalized effective

channel for givenCf from

f
[i,j]
i = argmax{w=ck :1≤k≤Nf}

∣
∣
∣f

[i,j]
i

H

w

∣
∣
∣

2

∥
∥
∥f

[i,j]
i

∥
∥
∥

2 . (32)
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Now, the user feeds back three types of information: 1) indexof f
[i,j]
i , 2) channel gain of

∥
∥
∥f

[i,j]
i

∥
∥
∥

2

, and 3) scheduling metricη[i,j]. Note that the channel gains and scheduling metrics are
real scalar values, and thus can be accurately fed back as uplink data. Then, BSi constructs
the quantized effective channel vectorsf̂ [i,j] from

f̂ [i,j] ,
∥
∥
∥f

[i,j]
i

∥
∥
∥

2

· f [i,j]i , i = 1, . . . , S, (33)

and the precoding matrix̂Vi from

V̂i = F̂−1
i Γi, (34)

whereΓi = diag
(√

γ[i,1], . . . ,
√

γ[i,S]
)

and F̂i =
[

f̂ [i,1], . . . , f̂ [i,S]
]H

.
With limited feedback, the received signal vector after receive beamforming is written by

ỹ[i,j] = f
[i,j]
i

H

V̂ixi + ·
K∑

k=1,k 6=i

f
[i,j]
k

H

V̂kxk

+ u[i,j]Hz[i,j] (35)

=
√

γ[i,j]x[i,j] +
(

f
[i,j]
i

H

V̂ixi −
√

γ[i,j]x[i,j]
)

︸ ︷︷ ︸

residual intra-cell interference

+

K∑

k=1,k 6=i

f
[i,j]
k

H

V̂kxk + u[i,j]Hz[i,j], (36)

where the residual intra-cell interference is non-zero dueto the quantization error in̂Vi.
It is important to note that the residual intra-cell interference is a function of̂Vi, which

includes other users’ channel information, and thus each user treats this term as unpredictable
noise and calculates only the inter-cell interference for the scheduling metric as in (2); that
is, the scheduling metric is not changed for the ODIA with limited feedback.

The following theorem establishes the user scaling law for the ODIA with limited feedback.

Theorem 3: The ODIA with a Grassmannian or random codebook achieves thesame user
scaling law of the ODIA with perfect CSI described in Theorem1, if

nf = ω (log2 SNR) . (37)

That is,KS DoF is achievable with high probability ifN = ω
(

SNR(K−1)S−L+1
)

and (37)
holds true.

Proof: Without loss of generality, the quantized effective channel vector f̂ [i,j] can be
decomposed as

f̂ [i,j] =
∥
∥
∥f

[i,j]
i

∥
∥
∥

2

· f [i,j]i

=

√

1− d[i,j]
2
· f [i,j]i + d[i,j]

∥
∥
∥f

[i,j]
i

∥
∥
∥

2 (
t[i,j]

)
, (38)

wheret[i,j] is a unit-norm vector i.i.d. over null
(

f
[i,j]
i

)

[21]. At this point, we consider the
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worse performance case where each user findsf̂ [i,j] such that with a slight abuse of notation

f̂ [i,j] =

√

1− dmax
i

2 · f [i,j]i + dmax
i νi · t

[i,j], (39)

where
dmax
i = max

{
d[i,1], . . . , d[i,S]

}
, (40)

νi = max

{∥
∥
∥f

[i,j]
i

∥
∥
∥

2

, j = 1, . . . , S

}

. (41)

Note that more quantization error only degrades the achievable rate, and hence the quantization
via (39) yields a performance lower-bound. Inserting (39) to (34) gives us

V̂i =

(√

1− dmax
i

2Fi + dmax
i νiTi

)−1

Γi, (42)

whereFi =
[

f
[i,1]
i , . . . , f

[i,S]
i

]H

andTi =
[
t[i,1], . . . , t[i,S]

]H
.

The Taylor expansion of

(√

1− dmax
i

2Fi + dmax
i νiT

)−1

in (34) gives us

(√

1− dmax
i

2Fi + dmax
i νiTi

)−1

= F−1
i − F−1

i TiF
−1
i νid

max
i +

∞∑

k=2

Ak (d
max
i )k , (43)

whereAk is a function ofFi andTi. Thus,V̂i can be written by

V̂i = F−1
i Γi − dmax

i νiF
−1
i TiF

−1
i Γi +

∞∑

k=2

(dmax
i )k AkΓi (44)

Inserting (44) to (35) yields

ỹ[i,j] =
√

γ[i,j]x[i,j]

−dmax
i νit

[i,j]HF−1
i Γixi +

∞∑

k=2

(dmax
i )k f

[i,j]
i

H

AkΓixi

︸ ︷︷ ︸

residual intra-cell interference

+

K∑

k=1,k 6=i

f
[i,j]
k

H

V̂kxk + u[i,j]Hz[i,j]. (45)

Consequently, the rateR[i,j] in (8) is given by

R[i,j] = log2




1 +

γ[i,j]

S+∆[i,j]

SNR
+
∑K

k 6=i

∑S
s=1

∣
∣
∣f

[i,j]
k

H

v[k,s]

∣
∣
∣

2




 , (46)
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where

∆[i,j] = (dmax
i )2 δ1 · SNR +

∞∑

k=2

(dmax
i )2k δk · SNR, (47)

δ1 =
(

ν2
i t

[i,j]HF−1
i Γi

2F−H

i t[i,j]
)

, (48)

δk =
(

f
[i,j]
i

H

AkΓ
2
iA

H

k f
[i,j]
i

)

(49)

As in (10) to (12), the achievable rate can be bounded by

R[i,j] ≥






log2 (SNR) + log2







1

SNR
+

γ[i,j]
∥

∥

∥
v
(max)
i

∥

∥

∥

2

1
∥

∥

∥
v
(max)
i

∥

∥

∥

2 + 2ǫ












· P ′, (50)

where

P ′ , Pr

{(
K∑

i=1

S∑

j=1

I [i,j] ≤ ǫ

)

&

(

∆[i,j]/
∥
∥
∥v

(max)
i

∥
∥
∥

2

≤ ǫ

)

,

∀i ∈ K, j ∈ S

}

(51)

= Pr

{
K∑

i=1

S∑

j=1

I [i,j] ≤ ǫ, ∀i ∈ K, j ∈ S

}

× Pr

{

∆[i,j] ≤ ǫ′, ∀i ∈ K, j ∈ S

}

, (52)

whereǫ′ , ǫ ·
∥
∥
∥v

(max)
i

∥
∥
∥

2

. Here, (52) follows from the fact that the inter-cell interferenceI [i,j]

and residual intra-cell interference∆[i,j] are independent each other. Note also that the level
of residual intra-cell interference does not affect the user selection and is determined only by
the codebook sizeNf . Hence, the user selection result does not change for differentNf .

The achievable DoF is given by

DoF≥ lim
SNR→∞

KS · P ′. (53)

If N = ω
(

SNR(K−1)S−L+1
)

, the first term of (52) tends to 1 according to Lemma 1. Thus,

the maximum DoF can be obtained if and only if∆[i,j] ≤ ǫ′ for all selected users for increasing
SNR.

In Appendix B, it is shown that∆[i,j] ≤ ǫ′ for all selected users ifnf = ω (log2 SNR)

for both Grassmannian and random codebooks. Therefore, ifN = ω
(

SNR(K−1)S−L+1
)

and

nf = ω (log2 SNR), P
′ in (52) tends to 1, which proves the theorem.

From Theorem 3, the minimum number of feedback bitsnf is characterized to achieve
the optimalKS DoF, which increases with respect tolog2(SNR). It is worthwhile to note
that the results are the same for the Grassmannian and randomcodebooks. In the previous
works on limited feedback systems, the performance analysis was focused on the average
SNR or the average rate loss [28]. In an average sense, the Grassmannian codebook is in



SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 14

general outperforms the random codebook. However, our scheme focuses on the asymptotic
codebook performance for given channel instance for increasing SNR, and it turned out that
this asymptotic behaviour is the same for the two codebooks.In fact, this result agrees with
the previous works e.g., [29], in which the performance gap between the two codebooks was
shown to be negligible asnf increases through computer simulations.

We conclude this section by providing the following comparison to the well-known con-
ventional result on limited feedback systems.

Remark 2: For the MIMO broadcast channel with limited feedback, wherethe transmitter
hasL antennas and employs the random codebook, it was shown [21] that the achievable rate
loss for each user, denoted by∆R, due to the finite size of the codebook is lower-bounded
by

∆ < log2
(
1 + SNR· 2−nf/(L−1)

)
. (54)

Thus, to achieve the maximum 1 DoF for each user, or to make therate loss negligible as the
SNR increases, the term SNR· 2−nf/(L−1) should remain constant for increasing SNR. That
is, nf should scale faster than(L− 1) log2(SNR). Though the system is different, our results
of Theorem 3 are consistent with this previous result.

VI. SPECTRALLY EFFICIENT ODIA (SE-ODIA)

In this section, we propose a spectrally efficient OIA (SE-ODIA) scheme and show that
the proposed SE-ODIA achieves the optimal multiuser diversity gain log logN . For the DoF
achievability, it was enough to design the user scheduling in the sense to minimize inter-
cell interference. However, to achieve optimal multiuser diversity gain, the gain of desired
channels also needs to be considered in user scheduling. Theoverall procedure of the SE-
ODIA follows that of the ODIA described in Section III exceptthe the third stage ‘User
Scheduling’. In addition, we assume the perfect feedback ofthe effective desired channels
u[i,j]HH

[i,j]
i Pi for the SE-ODIA. We incorporate the semiorthogonal user selection algorithm

proposed in [30] to the ODIA framework taking into consideration inter-cell interference.
Specifically, the algorithm for the user scheduling at the BSside is as follows:

• Step 1: Initialization:

N1 = {1, . . . , N}, s = 1 (55)

• Step 2: For each userj ∈ Ns in the i-th cell, thes-th orthogonal projection vector,
denoted bỹb[i,j]

s , for given
{

b
[i]
1 , . . . ,b

[i]
s−1

}

is calculated from:

b̃[i,j]
s = f

[i,j]
i −

s−1∑

s′=0

b
[i]
s′

H

f
[i,j]
i

‖b[i]
s′ ‖

2
b
[i]
s′ (56)

Note that ifs = 1, b̃[i,j]
1 = f

[i,j]
i .

• Step 3: For thes-th user selection, a user is selected at random from the userpool Ns

that satisfies the following two conditions:

C1 :η
[i,j] ≤ ηI , C2 : ‖b̃

[i,j]
s ‖2 ≥ ηD (57)

Denote the index of the selected user byπ(s) and define

b[i]
s = b̃[i,π(s)]

s . (58)
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• Step 4: Ifs < S, then find the(s+ 1)-th user poolNs+1 from:

Ns+1 =







j : j ∈ Ns, j 6= π(s),

∣
∣
∣f

[i,j]
i

H

b
[i]
s

∣
∣
∣

‖f [i,j]i ‖‖b[i]
s ‖

< α







, (59)

s = s+ 1, (60)

whereα > 0 is a positive constant. Repeat Step 2 to Step 4 untils = S.
To show the SE-ODIA achieves the optimal multiuser diversity gain, we start with the

following lemma for the bound on|Ns|.
Lemma 3: The cardinality ofNs can be bounded by

|Ns| & N · α2(S−1). (61)

The approximated inequality becomes tight asN increases.
Proof: See Appendix C.

We also introduce the following useful lemma.
Lemma 4: If x ∈ CM×1 has its element i.i.d. according toCN (0, σ2) andA is an idem-

potent matrix of rankr (i.e., A2 = A), thenxHAx/σ2 has a Chi-squared distribution with
2r degrees-of-freedom.

Proof: See [31].
In addition, the following lemma on the achievable rate of the SE-ODIA will be used to

show the achievability of optimal multiuser diversity gain.
Lemma 5: For thej-th selected user in thei-th cell, the achievable rate is bounded by

R[i,j] ≥ log2







1 +

∥

∥

∥
b
[i]
j

∥

∥

∥

2

1+
(S−1)4α2

1−(S−1)α2

S
SNR

+
∑K

k 6=i

∑S
s=1

∣
∣
∣f

[i,j]
k

H

v[k,s]

∣
∣
∣

2








. (62)

Proof: Since the chosen channel vectors are not perfectly orthogonal, there is degradation
in the effective channel gainγ[i,j]. Specifically, for thej-th selected user in thei-th cell, we
have

γ[i,j] =
1

[(
FiF

H
i

)−1
]

j,j

>

∥
∥
∥b

[i]
j

∥
∥
∥

2

1 + (S−1)4α2

1−(S−1)α2

, (63)

which follows from [30, Lemma 2]. Inserting (63) to the sum-rate lower bound in (8) proves
the lemma.

Now the following theorem establishes the achievability ofthe optimal multiuser diversity
gain.

Theorem 4: The proposed SE-ODIA scheme with

ηD = ǫD log SNR (64)

ηI = ǫISNR
−1 (65)

for any ǫD, ǫI > 0 achieves the optimal multiuser diversity gain given by

R[i,j] = Θ (log (SNR · logN)) , (66)
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with high probability for all selected users in the high SNR regime if

N = ω

(

SNR
(K−1)S−L+1

1−(ǫD/2)

)

. (67)

Proof: Amongst|Ns| users, there should exist at least one user satisfying the conditions
C1 andC2 to make the proposed user scheduling for the SE-ODIA valid. Thus, we first show
the probability that there exist at least one valid user, denoted byps, converges to 1, for the
s-th user selection, ifN scales according to (67) with the choices (64) and (65).

The probability that each user satisfies the two conditions is given by Pr{C1} · Pr{C2},
because the two conditions are independent of each other. Consequently,ps is given by

ps = 1− (1− Pr{C1} · Pr{C2})
|Ns| (68)

& 1− (1− Pr{C1} · Pr{C2})
N ·α2(S−1)

. (69)

Note that each element off [i,j]i

H

= u[i,j]HH
[i,j]
i Pi is i.i.d. according toCN (0, 1), because each

column ofPi is a random orthogonal unit vector and becauseu[i,j]H is designed independently

of H[i,j]
i and isotropically distributed over a unit sphere. Thus,f

[i,j]
i

H

= u[i,j]HH
[i,j]
i Pi has its

element i.i.d. according toCN (0, 1).
Let us defineP by

P ,

(

I−
s−1∑

s′=0

b
[i]
s′b

[i]
s′

H

‖b[i]
s′ ‖

2

)

, (70)

which is a symmetric idempotent matrix with rank(S − s + 1). Sinceb[i]
s = Pf

[i,j]
i , from

Lemma 4,
∥
∥
∥b

[i]
s

∥
∥
∥

2

is a Chi-squared random variable with2(S − s+ 1) degrees-of-freedom.
In Appendix D, forηD > 2, we show that

lim
SNR→∞

ps = 1, if N = ω

(

SNR
(K−1)S−L+1

1−(ǫD/2)

)

. (71)

Now, given that there always exist at least one user that satisfies the conditionsC1 andC2,
the achievable sum-rate can be bounded from Lemma 5 by

R[i,j] ≥ log2







1 +

∥

∥

∥
b
[i]
j

∥

∥

∥

2

1+ (S−1)4α2

1−(S−1)α2

· 1

‖vmax
i ‖

2

S

SNR‖vmax
i ‖

2 +
∑K

k 6=i

∑S
s=1

∥
∥
∥f

[i,j]
k

∥
∥
∥

2








(72)

≥ log2







1 +

∥

∥

∥
b
[i]
j

∥

∥

∥

2

1+
(S−1)4α2

1−(S−1)α2

· SNR/ ‖vmax
i ‖2

S/ ‖vmax
i ‖2 +KSǫI








(73)

= log2

(

1 +
∥
∥
∥b

[i]
j

∥
∥
∥

2

SNR · ξ

)

(74)

≥ log2 (1 + ǫD(logN) · SNR) , (75)

where (73) follows from the fact that the sum-interference for all selected users, given
by
∑S

j=1

∑K
i=1 η

[i,j]SNR (See (16)), does not exceedKSǫI by choosingηI = ǫISNR
−1.
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Furthermore,ξ is a constant given by

ξ =
1

‖vmax
i ‖2

(

1 + (S−1)4α2

1−(S−1)α2

) (
S/ ‖vmax

i ‖2 +KSǫI
) , (76)

and (75) follows from‖b[i]
j ‖

2 ≥ ηD = ǫD logN . Therefore, the proposed SE-ODIA achieves

the optimal multiuser diversity gainlog logN in the high SNR regime, ifN = ω

(

SNR
(K−1)S−L+1

1−(ǫD/2)

)

.

Therefore, the optimal multiuser gain oflog logN is achieved using the proposed SE-ODIA
with the choices of (64) and (65). Note that since smallǫD suffices to obtain the optimal
multiuser gain, the condition onN does not dramatically change compared with that required
to achieveKS DoF (See Theorem 1). Combining the results in Theorem 1 and 4,we can
conclude the achievability of the optimal DoF and multiusergain as follows.

Remark 3: In fact, the ODIA described in Section III can be implementedusing the SE-
ODIA approach by choosingηD = 0, α = 1, and η

[i]
I = min

{
η[i,1], . . . , η[i,N ]

}
, whereη[i]I

denotesηI at thei-th cell. In summary, the optimalKM DoF and optimal multiuser gain of
log logN can be achieved using the proposed ODIA framework, if the number of users per

cell increases according toN = ω

(

SNR
(K−1)M−L+1

1−(ǫD/2)

)

for any ǫD > 0.

VII. N UMERICAL RESULTS

In this section, we compare the performance of the proposed ODIA with two conventional
schemes which also utilize the multi-cell random beamforming technique at BSs. First, we
consider “max-SNR” technique, in which each user designs the receive beamforming vector
in the sense to maximize the desired signal power, and feeds back the maximized signal power
to the corresponding BS. Each BS selectsS users who have higher received signal power.
Second, “min-INR” technique is considered, in which each user performs receive beamforming
in order to minimize the sum of inter-cell interference and intra-cell interference [19], [20].
Hence, intra-cell interference does not vanish at users, while the proposed ODIA perfectly
eliminates it via transmit beamforming. Specifically, from(5), the j-th user in thei-th cell
should calculate the followingS scheduling metrics

η
[i,j]
min-INR,m =

∥
∥
∥u

[i,j],mH

H
[i,j]
i P̃i,m

∥
∥
∥

2

︸ ︷︷ ︸

intra-cell interference

+

K∑

k=1,k 6=i

∥
∥
∥u

[i,j],mH

H
[i,j]
k Pk

∥
∥
∥

2

︸ ︷︷ ︸

inter-cell interference

, (77)

for m = 1, . . . , S, whereP̃i,m , [p1,i, . . . ,pm−1,i,pm+1,i, . . . ,pS,i]. For eachm, the receive
beamforming vectoru[i,j],m is assumed to be designed such thatη

[i,j]
min-INR,m is minimized. Each

user feedbacksS scheduling metrics to the corresponding BS, and the BS selects the user
having the minimum scheduling metric for them-th spatial stream,m = 1, . . . , S. For more
details about the min-INR scheme, refer to [19], [20].

Fig. 2 shows the sum-interference at all users for varying number of users per cell,N ,
whenK = 3, M = 4, L = 2, and SNR=20dB. The solid lines are obtained from Theorem
2 with proper biases, and thus only the slopes of the solid lines are relevant. The decaying
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Fig. 2. Normalized sum-interference vs.N whenK = 3, M = 4, L = 2.

rates of sum-interference of the proposed ODIA are higher than those of the min-INR scheme
since intra-cell interference is perfectly eliminated in the proposed ODIA. In addition, the
interference decaying rates of the proposed ODIA are consistent with the theoretical results
of Theorem 2, which proves that the user scaling condition derived in Theorem 1 and the
interference bound in Theorem 2 are in fact accurate and tight.

To evaluate the sum-rates of the proposed ODIA schemes, the parametersηI , ηD, andα
need to be optimized for the SE-ODIA. Fig. 3 shows the sum-rate performance of the proposed
SE-ODIA for varyingηI or ηD with two differentα values whenK = 3, M = 4, L = 2,
S = 2, andN = 20. To obtain the sum-rate according toηI , ηD was fixed to1. Similarly,
for the sum-rate according toηD, ηI was fixed to1. If ηI is too small, then there may not
be eligible users that satisfy the conditionsC1 and C2 in (57). Thus,scheduling outage 3

can occur frequently and the achievable sum-rate becomes low. On the other hand, ifηI is
too large, then the received interference at users may not besufficiently suppressed. Thus,
the achievable sum-rate converges to that of the system without interference suppression.
Similarly, if ηD is too large, then the scheduling outage occurs; and ifηD is too small, then
desired channel gains cannot be improved. The orthogonality parameterα plays a similar
role; if α is too small, the cardinality of the user pool|Ns| often becomes smaller thanS,
and scheduling outage happens frequently. Ifα is too large, then the orthogonality of the
effective channel vectors of the selected users is not takeninto account for scheduling. In
short, the parametersηI , ηD, andα need to be carefully chosen to improve the performance
of the proposed SE-ODIA. In subsequent sum-rate simulations, proper sets ofηI , ηD, and
α were numerically found for variousN and SNR values and applied to the SE-ODIA. For
instance, optimal(ηI , ηD, α) values that maximize the sum-rate for a few cases are provided
in Table I. It is seen that in the noise-limited low SNR regime, largeηD helps, whereas in the

3It indicates the situation that there are no users who are eligible for scheduling.
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TABLE I
OPTIMIZED PARAMETERS(ηI , ηD, α) FOR DIFFERENTSNRS AND N VALUES

N=20 N=50
SNR=3dB (2.5, 2.5, 0.8) (2, 2.5, 0.8)
SNR=21dB (1.5, 2, 0.8) (1, 2, 0.8)

interference-limited high SNR regime, smallηI improves the sum-rate. On the other hand, as
N increases, interference can be suppressed by choosing smaller ηI values.

Fig. 4 shows the sum-rates for varying SNR values whenK = 3, M = 4, L = 2,
S = 2, and (a)N = 20 and (b)N = 50. In the noise-limited low SNR regime, the sum-
rate of the min-INR scheme is even lower than that of the max-SNR scheme, becauseN
is not large enough to suppress both intra- and inter-cell interference. The proposed ODIA
outperforms the conventional schemes for SNRs larger than 2dB due to the combined effort
of 1) transmit beamforming perfectly eliminating intra-cell interference and 2) receive beam-
forming effectively reducing inter-cell interference. The sum-rate performance of the ODIA
with limited feedback (ODIA-LF) improves asnf increases as expected. In practice,nf = 6
exhibits a good compromise between the number of feedback bits and sum-rate performance
for the codebook dimension of 2 (i.e.,S = 2). On the other hand, the proposed SE-ODIA
achieves higher sum-rates than the others including the ODIA for all SNR regime, because the
SE-ODIA improves desired channel gains and suppresses interference simultaneously. Note
however that the SE-ODIA includes the optimization on the parameters for given SNR and
N and requires the user scheduling method based on perfect CSIfeedback, which demands
higher computational complexity than the user scheduling of the ODIA. As shown in Fig.
4(b), the amount of sum-rates improvement of the proposed ODIA schems for growingN is
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Fig. 4. Sum-rates versus SNR whenK = 3, M = 4, L = 2, S = 2, and (a)N = 20 (b) N = 50.

much larger than those of the conventional schemes.
Fig. 5 shows the sum-rate performance of the proposed ODIA schemes for varying number

of users per cell,N , whenK = 3, M = 4, L = 2, S = 2, and SNR=20dB. For limited
feedback, the Grassmannian codebook was employed. The sum-rates of the proposed ODIA
schemes increase faster than the two conventional schemes,which implies that the user scaling
conditions of the proposed ODIA schemes required for a givenDoF or MUD gain are lowered
than the conventional schemes, as shown in Theorems 1 and 4.
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VIII. C ONCLUSION

In this paper, we proposed an opportunistic downlink interference alignment (ODIA) which
intelligently combines user scheduling, transmit beamforming, and receive beamforming for
multi-cell downlink networks. In the ODIA, the optimal DoF can be achieved with more
relaxed user scaling conditionN =

(

SNR(K−1)L−S+1
)

. To the best of our knowledge, this
user scaling condition is the best known to date. We also considered a limited feedback
approach for the ODIA, and analyzed the minimum number of feedback bits required to
achieve the same user scaling condition of the ODIA with perfect feedback. We found that
both Grassmannian and random codebooks yield the same condition on the number of required
feedback bits. Finally, a spectrally efficient ODIA (SE-ODIA) was proposed to further improve
the sum-rate of the ODIA, in which optimal multiuser diversity can be achieved even in the
presence of inter-cell interference. Through numerical results, it was shown that the proposed
ODIA schemes significantly outperform the conventional interference management schemes
in practical environments.

APPENDIX A
PROOF OFLEMMA 2

Recall that the selected users’η[i,j] are the minimumS values out ofN i.i.d. random
variables. For givenS, suppose the worse performance case whereN users are randomly
divided intoS subgroups withN/S users per each and where one user with the minimum
η[i,j] is selected for each subgroup. Thus,η[i,j] is the minimum ofN/S i.i.d. random variables.
At this point, let us defineβ such that

Pr

{

η[i,j] ≤
1

β

}

=
S

N
. (78)
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Note that sinceη[i,j] only decreases with respect toN , β also decreases asN increases
from (78). In addition, since the CDF ofη[i,j] obtained from (22) is the same as that of the
scheduling metric of the MIMO IMAC [14], the CDF ofη[i,j] is given by [14, Lemma 1]

Fη(x) = c0x
(K−1)S−L+1 + o

(
x(K−1)S−L+1

)
, (79)

wherec0 is a constant determined byK, S, andL. Thus, we have Pr
{

η[i,j] ≤ 1
β

}

= c0β
−τ +

o (β−τ ) from Lemma 1, whereτ = (K − 1)S−L+1, and henceβ = Θ
(
N1/τ

)
. In addition,

since selected user’s1/η[i,j] is the maximum out ofN/S reversed scheduling metrics, it can
be shown from (78) that

Pr

{
1

η[i,j]|selected
≤ β

}

=

(

1−
1

N/S

)N/S

. (80)

Therefore, the Markov inequality yields

E

{
1

η[i,j]|selected

}

≥ β · Pr

{
1

η[i,j]|selected
≥ β

}

(81)

= β ·

(

1−

(

1−
1

N/S

)N/S
)

(82)

= Θ
(
N1/τ

)
, (83)

where (83) follows from the fact thatβ = Θ
(
N1/τ

)
and

(

1− 1
N/S

)N/S

converges to a
constant for increasingN .

APPENDIX B
PROOF OFTHEOREM 3

i) Grassmannian codebook
For the Grassmannian codebook, the chordal distance between any two codewords is the same,

i.e.,
√

1−
∣
∣cHi cj

∣
∣
2
= d,, ∀i 6= j. The Rankin, Gilbert-Varshamov, and Hamming bounds on

the chordal distance give us [32]–[34]

d[i,j]
2
≤ min

{

1

2
,
(S − 1)Nf

2S(Nf − 1)
,

(
1

Nf

)1/(S−1)
}

. (84)

The bound in (84) is reduced to the third bound asNf increases, thus providing arbitrarily
tight upper-bound ond[i,j]

2
. Thus, the first term of (47) remains constant if

(dmax
i )2 δ1 · SNR ≤

(
1

Nf

)1/(S−1)

δ1 · SNR ≤ ǫ′. (85)

This is reduced toN−1/(S−1)
f ≤ ǫ′δ−1

1 SNR−1, or equivalently (37). Now, if (37) holds true,
dmax
i tends to be arbitrarily small as SNR increases, and thus the second term of (47) is

dominated by the first term. Therefore, ifnf scales with respect tolog2(SNR) as (37), the
residual intra-cell interference∆[i,j] remains constant.

ii) Random codebook
In a random codebook, each codewordck is chosen isotropically and independently from
theL-dimensional hyper sphere, and thus the maximum chordal distance of a random code-
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book is unbounded. Sinced[i,j]
2

is the minimum ofNf chordal distances resulting fromNf

independent codewords, the CDF ofd[i,j]
2

is given by [21], [35]

Fd(z) , Pr
{

d[i,j]
2
≤ z
}

= 1−
(
1− zS−1

)Nf . (86)

From (47), the second term of (52) can be bounded by

Pr

{

∆[i,j] ≤ ǫ′, ∀i ∈ K, j ∈ S

}

≥ Pr
{
(dmax

i )2 δ1 · SNR ≤ ǫ′, ∀i ∈ K
}

× Pr

{
∞∑

k=2

(dmax
i )2k δk · SNR ≤ ǫ′, ∀i ∈ K

}

. (87)

Subsequently, we have

Pr
{
(dmax

i )2 δ1 · SNR ≤ ǫ′
}
=

S∏

k=1

Pr
{(

d[k,i]
)2

δ1 · SNR ≤ ǫ′
}

, (88)

which follows from the fact thatd[k,i] and d[m,i] are independent fork 6= m. From (86) we
have

Pr
{(

d[k,i]
)2

δ1 · SNR ≤ ǫ′
}

= 1−
(

1− ǫ′
S−1

δ−S+1
1 (SNR)−(S−1)

)Nf

. (89)

Therefore,limSNR→∞ Pr
{
(dmax

i )2 δ1 · SNR ≤ ǫ′
}

= 1 if and only if Nf = ω
(
SNRS−1

)
, or

equivalently (37). Now, if (37) holds true,dmax
i tends to arbitrarily small with high probability

as SNR increases. Therefore, the second term of (47) is dominated by the first term, and hence
Pr
{
∆[i,j] ≤ ǫ′, ∀i ∈ K, j ∈ S

}
in (87) tends to 1.

APPENDIX C
PROOF OFLEMMA 3

Let us define the setΠs by

Πs ,

{

h ∈ C
S×1 :

hHv

‖h‖‖v‖
< α, ∀v ∈ span

(

b
[i]
1 , . . . ,b

[i]
s−1

)}

. (90)

Since thes-th user pool is determined only by checking the orthogonality to the chosen users’
channel vectors, for arbitrarily largeN , we have the followings by the law of large numbers:

|Ns| ≈ N · Pr

{

h ∈ C
S×1 :

hHb
[i]
s

′

‖h‖‖b[i]
s′ ‖

< α, s′ = 1, . . . , s− 1

}

(91)

≥ N · Pr
{
h ∈ C

S×1 : h ∈ Πs

}
(92)

= N · Iα2(s− 1, S − s+ 1) (93)

≥ N · α2(S−1), (94)

whereIα2 is the regularized incomplete beta function (See [30, Lemma3]), and (94) follows
from Iα2(s− 1, S − s+ 1) ≥ Iα2(S − 1, 1) = α2(S−1).
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APPENDIX D
PROOF OF(71)

Since
∥
∥
∥b

[i]
s

∥
∥
∥

2

is a Chi-squared random variable with2(S − s+ 1) degrees-of-freedom, for
ηD > 2, we have

Pr{C2} = 1−
γ((S − s + 1), ηD/2)

Γ(S − s+ 1)
=

Γ((S − s+ 1), ηD/2)

Γ(S − s+ 1)
(95)

=

S−s∑

m=0

e−(ηD/2) (ηD/2)
m

m!
(96)

=
e−(ηD/2) · (ηD/2)

S−s

(S − s)!

(
1 +O

(
(ηD/2)

−1)) (97)

≥
e−(ηD/2)

(S − s)!
, (98)

where Γ(s, x) =
∫∞

x
ts−1e−tdt is the upper incomplete gamma function andγ(s, x) =

∫ x

0
ts−1e−tdt is the lower incomplete gamma function.

Note that from the CDF ofη[i,j] (See [14, Lemma 1]), Pr
{
η[i,j] ≤ ηI

}
= c0η

τ
I + o(ητI ),

whereτ = (K − 1)S − L+ 1. Thus, from (64), (65), and (98), (69) can be bounded by

ps & 1−

(

1−
(

c0(ǫI)
τSNR−τ + Ω

(

SNR−(τ−1)
))

×
N−(ǫD/2)

(S − s)!

)N ·α2(S−1)

. (99)

The right-hand side of (99) converges to 1 for increasing SNRif and only if

lim
SNR→∞

(
N · α2(S−1)

)
·
(

c0(ǫI)
τSNR−τ + Ω

(

SNR−(τ−1)
))

×
N−(ǫD/2)

(S − s)!
→ ∞. (100)

Since the left-hand side of (100) can be written byc̃0
N1−(ǫD/2)

SNR
τ + c̃1

N1−(ǫD/2)

o(SNR
τ )

, where c̃0 and
c̃1 are positive constants independent of SNR andN , it tends to infinity for increasing SNR,

and therebyps tends to 1 if and only ifN = ω

(

SNR
(K−1)S−L+1

1−(ǫD/2)

)

.
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