arXiv:1312.7198v2 [cs.IT] 18 Apr 2014

SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 1

Opportunistic Downlink Interference
Alighment

Hyun Jong YangMember, |IEEE, Won-Yong Shin,Member, |EEE,
Bang Chul JungSenior Member, |IEEE, Changho SuhiMember, IEEE, and
Arogyaswami Paulrajfellow, IEEE

Abstract

In this paper, we propose an opportunistic downlink intenfiee alignment (ODIA) for interference-
limited cellular downlink, which intelligently combineser scheduling and downlink A techniques.
The proposed ODIA not only efficiently reduces the effectraéi-cell interference from other-cell
base stations (BSs) but also eliminates intra-cell interfee among spatial streams in the same
cell. We show that the minimum number of users required tdezeha target degrees-of-freedom
(DoF) can be fundamentally reduced, i.e., the fundamergai gcaling law can be improved by
using the ODIA, compared with the existing downlink IA schesnin addition, we adopt a limited
feedback strategy in the ODIA framework, and then analyeertiyuired number of feedback bits
leading to the same performance as that of the ODIA assunarfgqi feedback. We also modify the
original ODIA in order to further improve sum-rate, whichhéeves the optimal multiuser diversity
gain, i.e.,loglog N, per spatial stream even in the presence of downlink irgéirinterference,
where N denotes the number of users in a cell. Simulation resulte& gshat the ODIA significantly
outperforms existing interference management techniquésrms of sum-rate in realistic cellular
environments. Note that the ODIA operates in a distributed! @ecoupled manner, while requiring
no information exchange among BSs and no iterative beangfiooptimization between BSs and
users, thus leading to an easier implementation.
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I. INTRODUCTION

Interference management has been taken into account asfoime onost challenging
issues to increase the throughput of cellular networksisgrinultiple users. In multiuser
cellular environments, each receiver may suffer from wegl and inter-cell interference.
Interference alignment (1A) was proposed by fundamentdlying the interference problem
when there are multiple communication pairs [1]. It was shadWwat the IA scheme can
achieve the optimal degrees-of-freedom ([@olﬁ the multiuser interference channel with
time-varying channel coefficients. Subsequent studieg ls&@own that the IA is also useful
and indeed achieves the optimal DoF in various wirelessiasgt network setups: multiple-
input multiple-output (MIMO) interference channeld [28] [and cellular networks [4],]5].
In particular, 1A techniques [4]/[5] for cellular uplink dndownlink networks, also known
as the interfering multiple-access channel (IMAC) or ifegng broadcast channel (IBC),
respectively, have received much attention. The existhframework for cellular networks,
however, still has several practical challenges: the sehgrmposed in [5] requires arbitrarily
large frequency/time-domain dimension extension, andgtheme proposed inl[4] is based on
iterative optimization of processing matrices and canmodptimally extended to an arbitrary
downlink cellular network in terms of achievable DoF.

In the literature, there are some results on the usefulniefsglimg in single-cell downlink
broadcast channels, where one can obtain multiuser diyegain along with user schedul-
ing as the number of users is sufficiently large: opportimistheduling [[6], opportunistic
beamforming([7], and random beamforming [8]. Scenariodatipg multiuser diversity gain
have been studied also in ad hoc netwofKs [9], cognitiveoraditworks [[10], and cellular
networks [11].

Recently, the concept of opportunistic IA (OIA) was intraed in [12]-[14] for theK -cell
uplink network (i,e., IMAC model), where there are oné-antenna base station (BS) and
N users in each cell. The OIA scheme incorporates user sdhgdumlto the classical IA
framework by opportunistically selecting (S < M) users amongst th& users in each cell
in the sense that inter-cell interference is aligned at adefeed interference space. It was
shown in [13], [14] that one can asymptotically achieve tipgimal DoF if the number of
users in a cell is beyond a certain value, i.e., if a certa@r gsaling condition is guaranteed.
For the K-cell downlink network (i.e., IBC model) assuming ofé¢-antenna base station
(BS) and N per-cell users, studies on the OIA have been conducted i-[A3. More
specifically, the user scaling condition for obtaining th®imal DoF was characterized for
the K-cell multiple-input single-output (MISO) IBC_[15], andéh such an analysis of the
DoF achievability was extended to theé-cell MIMO IBC with L receive antennas at each
user [16]-[20]—full DoF can be achieved asymptoticallypypded thatN scales faster than
SNREM=L “for the K-cell MIMO IBC using OIA [19], [20], where SNR denotes the edced
signal-to-noise ratio.

In this paper, we propose apportunistic downlink IA (ODIA) framework as a promising
interference management technique foicell downlink networks, where each cell consists of
one BS withM antennas andV users having. antennas each. The proposed ODIA jointly
takes into account user scheduling and downlink IA issuespdrticular, inspired by the
precoder design i [4], we use two cascaded beamformingaeatio construct our precoder at
each BS. To design the first transmit beamforming matrix, sesaiuser-specific beamforming,
which conducts a linear zero-forcing (ZF) filtering and thalisninates intra-cell interference
among spatial streams in the same cell. To design the secamshiit beamforming matrix,

11t is referred that ‘optimal’ DoF is achievable if the outssund on DoF for given network configuration is achievable.
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we use a predetermined reference beamforming matrix, whleys the same role of random
beamforming for cellular downlink [15],[19]/ [20] and thwefficiently reduces the effect
of inter-cell interference from other-cell BSs. On the athand, the receive beamforming
vector is designed at each user in the sense of minimizingtdted amount of received
inter-cell interference usintpcal channel state information (CSI) in a decentralized manner.
Each user feeds back both the effective channel vector anduéantity of received inter-cell
interference to its home-cell BS. The user selection anaistrit beamforming at the BSs
and the design of receive beamforming at the users are ctehpldecoupled. Hence, the
ODIA operates in a fully distributed manner while requiring information exchange among
BSs and no iterative optimization between transmittersracdivers, thereby resulting in an
easier implementation.
The main contribution of this paper is four-fold as follows.

« We first show that the minimum number of users required toevehy DoF (S < M)
can be fundamentally reduced SNRZ~Y5-L*+! by using the ODIA at the expense
of acquiring perfect CSI at the BSs from users, compared éoetisting downlink IA
schemes requiring the user scaling law= w(SNR*S~") [19], [20]@ where S denotes
the number of spatial streams per cell. The interferenceydeg rate with respect to/
for given SNR is also characterized in regards to the derigst scaling law.

« We introduce a limited feedback strategy in the ODIA framewand then analyze the
required number of feedback bits leading to the same DoFopeédnce as that of the
ODIA assuming perfect feedback, which is givendylog, SNR).

« We modify the user scheduling part of the ODIA to achieve roptimultiuser diversity
gain, i.e.,loglog N per stream even in the presence of downlink inter-cell fatence.

« To verify the ODIA schemes, we perform numerical evaluatiamcomputer simulations.
Simulation results show that the proposed ODIA significaothtperforms existing in-
terference management and user scheduling techniquesms té¢ sum-rate in realistic
cellular environments.

The remainder of this paper is organized as follows. Sedliaescribes the system and
channel models. Sectignllll presents the overall procedfitee proposed ODIA. In Section
V] the DoF achievablility result is shown. Sectioh V pretsethe ODIA scheme with limited
feedback. In Section VI, the achievability of the specyraifficient ODIA leading to a better
sum-rate performance is characterized. Numerical resnisshown in Section MII. Section
VIITlsummarizes the paper with some concluding remarks.

[1. SYSTEM AND CHANNEL MODELS

We consider d¢-cell MIMO IBC where each cell consists of a BS withi antennas and/
users withL antennas each. The number of selected users in each cefidgtedebyS(< M).
It is assumed that each selected user receives a singl@lsgatiam. To consider nontrivial
cases, we assume that< (K —1)S+ 1, because all inter-cell interference can be completely
canceled at the receivers (i.e., users) otherW|se Thenethamatrix from thek th BS to the
j-th user in thei-th cell is denoted b)H” € CH*M wherei,k € K = {1,...,K} and
j €N ={1,...,N}. Each element on is assumed to be independent and identically
distributed (i.i.d.) according t@A(0,1). In addition, quasi-static frequency-flat fading is
assumed, i.e., channel coefficients are constant duringtransmission block and change
to new independent values for every transmission block.ngwo the channel reciprocity

?f(z) = w(g(x)) implies thatlim, . 45 = 0.
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Fig. 1. The MIMO IBC model, wherd{ =3, M =3, S =2, L =3,andN = 2.

of time-division duplexing (TDD) systems, thgth user in thei-th cell can estimate the
channeIsHL”], k=1,..., K, using pilot signals sent from all the BSs, i.e., the local CS
at the transmitters is available. Figlile 1 shows an exantpllecoMIMO IBC model, where
K=3, M=3,5=2,L=3,andN = 2. The details in the figure will be described in the
subsequent section.

[1l. PROPOSEDODIA

We first describe the overall procedure of our proposed ORAeme for the MIMO IBC,
and then define its achievable sum-rate and DoF.

A. Overall Procedure

The ODIA scheme is described according to the following fstaps.

1) Initialization (Broadcast of Reference Beamforming Matrices): First, as illustrated in
Fig. [1, the precoding matrix at each BS is composed of theymtodf a predetermined
reference beamforming matrix, denoted By, and a user-specific beamforming matrix,
denoted byV,. In this step, we mainly focus on the designi®f. Specifically, the reference
beamforming matrix at the BS in the-th cell is given byP; = [pi4,...,psx|, Where
psx € CM*!is an orthonormal basis for € K ands = 1,...,S. Each BS independently
generateg, ; according to the isotropic distribution over thg-dimensional unit sphere.
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If the reference beamforming matrix is generated in a pseaddom fashion, BSs do not
need to broadcast them to users. Then, jthi user in thei-th cell obtainsH!'” and P,
k=1,..., K.

2) Receive Beamforming & Scheduling Metric Feedback: In the second step, we explain
how to decide a user scheduling metric at each user alonggnign receive beamforming,
where the design of receive beamforming will be explaine&éction1V. Letul7! € CE*?
denote the unit-norm weight vector at thi¢h user in thei-th cell, i.e., Hu[ﬁﬂH2 = 1. Since
the user-specific beamforming, will be utilized only to cancel intra-cell interference out
V. does not change the inter-cell interference level at eaeh udich will be specified later.
Thus, from the notion oP,, andHEj’J], the j-th user in the-th cell can compute the quantity
of received interference from thieth BS while using its receive beamforming veciof’/,
which is given by
2

: @)

wherei € K, j e N,andk e K\i={1,...,i—1,i+1,...,K}. Using 1), the scheduling
metric at thej-th user in thei-th cell, denoted by’ is defined as the sum of received
interference power from other cells. That is,

K
il = (2)
k=1 ki
As illustrated in Fig[ll, each user feeds the metric[ih (2)kbtcits home-cell BS. In
addition to the scheduling metric il (2), each user needgédd fts effective channel vector

back, so that the user-specific beamformWgis designed at each BS. The effective channel
vector of thej-th user in thei-th cell is given by

,'7]][;7]] — Hu[l7]]HH][j7]]Pk’

.. . . H
(9 2 (uba"Hlp,) @3)

3) User Scheduling: Upon receiving/V users’ scheduling metrics in the serving cell, each
BS selectsS users having the metrics up to tlseth smallest one. Without loss of generality,
the indices of selected users in every cell are assumed b, be , S). In this and subsequent
sections, we focus on how to simply design a user schedulegthad to guarantee the optimal
DoF. An enhanced scheduling algorithm jointly taking inttt@unt the effective channel in
(3) and the received interference level i (2) may providestidn performance in terms of
sum-rate, which shall be discussed in Secfioh VI.

4) Transmit Beamforming & Downlink Data Transmission: The signal vector at théth
BS transmitted to thg-th user in the-th cell is given byvl“zl57] wherez[*7! is the transmit
symbol with power ofl/S, and the user-specific beamforming matrix forusers is given
by V,; = [vil .. vEST] wherevlts) € C5%1, i € K. Denoting the transmit symbol vector

of the i-th cell by x; = [2["1), ... ,x[i’s}}T, the received signal vector at theth user in the
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i-th cell is then written as

K
y["’ﬂ = HEZ’J]PZVZXZ + Z Hl[j’j]PkaXk + Z[i’j}
k=1,k#i

S
:Hgi,ﬂpiv[i,ﬂx[i,ﬂ + Z ngjlpiv[z‘,s}x[i,s}

N

desired signal s=Ls#j P
intra-cell interference
K
+ Y HYPVix +2l, (4)
k=1,k#1

J/

-~

inter-cell interference

wherezl“i] € CL*! denotes the additive white Gaussian noise vector, eacheekeaf which
is i.i.d. complex Gaussian with zero mean and the variancg\& '. The received signal

vector at thej-th user in the-th cell after receive beamforming, denotedy! = ulis1"yli-7],
can be rewritten as:

g[i,j] — fi[i,j]HV[i,j] [i,5] + f [i.41H Z V[z s [z s

s=1,s#j

K
. H . .
+ ¥ NV + ulia" glid] (5)
k=1 ki

where f}j’ﬂH — ul"HP,. By selecting users with smalli7) in @), HIY'P, tends to
be orthogonal to the receive beamforming veaidr!; thus, inter-cell interference channel
matricesH,[j’J]Pka in @) also tend to be orthogonal 0"/ as illustrated in Fig[]1.

To cancel out intra-cell interference, the user-specifianifierming matrixV,; ¢ C*%is
given by

V,; = v v S
_11VJJHI{y7HIDi- - L] 0 . 0
iR gldp. 0 2] ... 0
u i i Y
- : ' : : .. : ’ (6)
u[z‘,S}HHELS}Pi 0 0 coe /Al

where+/~["il denotes a normalization factor for satisfying the unitgmit power constraint.
In consequence, the received signal can be simplified to

g[zv.]] — A /fy[l,]]x[zv.]]

K
. oH .. ..
+ Y Vg Sl glidl )
k=1,k=i

J

~
inter-cell interference

which thus does not contain the intra-cell interferencenter
As in [13], [21]-[25], we assume no loss in exchanging sigmpimessages such as
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information of effective channels, scheduling metrics] aeceive beamforming vectors.

B. Achievable Sum-Rate and DoF
From (1), the achievable rate of theth user in thei-th cell is given by

Al gl

2
’u[z,ﬂHz[z‘,j}

R =Tog, [ 1+
&+ Jli]

7[%]]
—= lng 1 + S - B [ '}H > : (8)
SNR T Ek:l,k;ﬁi > |f Iy lks]

o . 4H 2
where /1] & ZkK:l’k# fli-] kak‘ . Using [8), the achievable total DoF can be defined as

n > Rl
DoF— fim 2=tz
SNR—00 log SNR

(9)

IV. DoF ACHIEVABILITY

In this section, we characterize the DoF achievability rmig of the user scaling law with
the optimal receive beamforming technique. To this end,tas with the receive beamforming
design that maximizes the achievable DoF. For given chanse&ince, from|]8) each user can

attain the maximum DoF of 1 if and only if the interfereney._, i PO f[m ik, | -SNR
remains constant for increasing SNR. Note tRét’) can be bounded as
. A/lisd]
R > 1og, | 1+ 5 (10)
% 2
sNr T Sy ki Zs f[ J [l
~/lisd]
> logy [ 1+ PR TEATETITE (11)
SNLR + Zk;ﬁi > om1 ||B ? Hvi
Alid]
1 (max) 2
=1 SNR) +1 ' 12
ogz (SNR) +log, | ey + = = Fii¥i (12)
wherev™™ in (@) is defined by
Y, 2
ngax) :argmax{ HV[Z ' ‘ :i'E/C\i,j'ES}, (13)
S2{1,...,5}, and Il in (I2) is defined by
[lidl & Z Z ) 1] ” . SR, (14)

k=1,k#i s=1
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(max)

Here v{™) s fixed for given channel instance, becaude’! is determined byH!"”, j =
S Recalling that the indices of the selected users(&e. ., S) for all cells, we can
expect the DoF of 1 for each user if and only if for some& ¢ < oo,

Il <e VjeS,iek. (15)

To maximize the achievable DoF, we aim to minimize the suterfarencey_ " | ZS 703
through receive beamforming at the users. Sifieé = >2°  l*ISNR, we have

Z Z [l = g Z Z nIISNR. (16)
i=1 j=1 i=1 j=1

This implies that the collection of distributed effort tommize n*/! at the users can reduce
the sum of received interference. Therefore, each user fileldbeamforming vector that
minimizesn!7 from

K

(18)

where

Glidl & [ (H[fvﬂm) . (HEZJfPi71> ,
H

(HIP ) (BIPG) | e ctemse, (19)

Let us denote the singular value decompositiorGdf/! as

Gl — qlidlslilyiii" (20)
where Q" e CH-DsxL gnd VIiil € CL*L consist of L orthonormal columns, an® ™/ =
diag (o{”l, . [”> Wherea[’ﬂ > > ag’ﬂ. Then, the optimali/! is determined as

ulil = vl (21)

wherev!/! is the L-th column of V14, With this choice the scheduling metric is simplified
to
.. - 12
fr}[zvj] — O-%’]} . (22)

Since each column dP,, is isotropically and independently distributed, each @etof the
effective interference channel mati&*7! is i.i.d. complex Gaussian with zero mean and unit
variance.

We start with the following lemma for the probabilistic infierence level of the ODIA,
which shall be frequently used in the sequel.

Lemma 1. The sum-interference remains constant with high prolgbfbr increasing
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SNR, that is,

SNR—00 SNR—0c0

7

lim P £ lim Pr{

K S
> Il < e} =1 (23)
=1 j=1
for any 0 < e < oo, if

N=w (SNR<K*1>S*LH) . (24)

Proof: Since the cumulative density function (CDF) ¢f7! is the same as that of the
scheduling metric of the MIMO IMACI[14], the lemma can be ridagroved by following
the footsteps of Lemma 1 and Theorem 2[of| [14]. [ |

Now, the following theorem establishes the DoF achievighdf the proposed ODIA.
Theorem 1 (User scaling law): The proposed ODIA scheme with the scheduling metric
(22) achieves the optimdl’S DoF for givenS with high probability if

N=w <SNR(K_1)S_L+1> . (25)

Proof: If the sum-interference remains constant with probabiftyas defined in[(23),
the achievable rate im(IL2) can be further bounded by

Alid]

2

o 1 V(max)
R > |log, (SNR) +1 1 : 26
- Og2 ( ) + OgQ SNR + (mix) . + € P7 ( )
for any 0 < e < co. Thus, the achievable DoF can be bounded by
ng ZS—I Rl
DoF= i i > i KS-P. 27
© SNRroo log SNR = SNRoroo 5P 27

From LemmdlL, it is immediate to show tHattends to 1, and henc& S DoF is achievable
if N=w (SNR(K‘”S_L“>, which proves the theorem. n

Compared to the previous results &f = w (SNR**~*) [15], [19], [20], the exponent of
SNR is reduced by — 1 using the proposed ODIA, owing to perfect CSI of the selected
users at each BS, resulting in a slightly increased overhHael essence of the ODIA is that
the design of the precoddf; can be decoupled from the design of the receive beamforming
vectorul”7!, because the scheduling metrié’! is calculated at the user side in a distributed
fashion without the knowledge d¥;. Even with this decoupled approach, interference can
still be minimized due to the cascaded precoder design. Assalty optimal DoF can be
achieved without any iterative precoder and receive beamifq vector optimization as done
in [4]. In addition, the proposed ODIA applies to arbitravy, L, and K, whereas the optimal
DoF is achievable only in a few special cases in the schemgopseal in [4].

The following remark discusses the uplink and downlink dyabithin the OIA framework.

Remark 1 (Uplink-downlink duality): The same scaling condition &f = w SNRK(S‘”‘LJ“l)
was achieved to obtai’S DoF in the uplink interference channel[14]. Therefore, Gitleen
[ implies that a duality holds true for the uplink and dowkli@IA frameworks in terms of
the user scaling law.

The user scaling law characterizes the trade-off betweerasiymptotic DoF and number
of users, i.e., the more number of users, the more achiedite In addition, we relate the
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derived user scaling law to the interference decaying ratle n@spect to/NV for given SNR.
We start with the following lemma.
Lemma 2. The interference decaying rate of a selectéduser in the-th cell with respect
to N is given by
1 1/((K=1)S—L+1)
E{m}z@(N ). (28)
Here, f(x) = ©(g(x)) if f(z) = O(g(z)) andg(x) = O(f(x)).
Proof: The lemma can be shown by following the footsteps of the pob@i6, Theorem
3]. The detailed proof is provided in AppendiX A. [ |
Theorem 2 (Interference decaying rate): If the user scaling condition to achieve a target

DoF is given byN = w (SNR7/> for some7’ > 0, then the interference decaying rate is
given by

E {L} >0 (N1/7’> . (29)
77[17]}

Proof: Since both the user scaling law and interference decaytegar@ determined by
the tail CDF of the scheduling metric, the theorem can beilse@doved by the proofs of
TheorenTll and Lemmid 2. [

Therefore, from Theorefd 2, the user scaling law also prevateinsight on the interference
decaying rate with respect t§ for given SNR; that is, the smaller SNR exponent of the user
scaling law, the faster interference decreasing rate veisipect toV.

V. ODIA WITH LIMITED FEEDBACK

In the proposed ODIA scheme, the effective channel vecid?é]'fHZ[i’ﬂPi) in (3) can be
fed back to the corresponding BS using pilots rotated by tieeteve channels [26]. However,
this analog feedback requires two consecutive pilot ph&segsach user: regular pilot for
uplink channel estimation and analog feedback for effectivannel estimation. Hence, pilot
overhead grows with respect to the number of users in theanktvAs a result, in practical
systems with massive users, it is more preferable to folleevwidely-used limited feedback
approach[[2[7], in which effective channels are fed backqisimdebooks.

For limited feedback of effective channel vectors, we dethme codebook by

Cf:{cl,...,cNf}, (30)

where N; is the codebook size ang, € C°*! is a unit-norm codeword, i.el|c;||? = 1.
Hence, the number of feedback bits used is given by

ny = log, /] (bits (31)

. +H o .
For the effective channdf™”" = ul/1"H"P,, each user quantizes the normalized effective

channel for giverC; from

fi[i’j] = arg MaX{w=c;:1<k<N;} (32)

a2
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Now, the user feeds back three types of information: 1) inoe£”, 2) channel gain of

.12 .
fi[”ﬂ , and 3) scheduling metrig’/!. Note that the channel gains and scheduling metrics are

real scalar values, and thus can be accurately fed back &k wjgita. Then, BS constructs
the quantized effective channel vectdFs'! from

flial 2 ||gli] . glidl

i=1,...,5, (33)

and the precoding matri¥’; from

V, =F;'T;, (34)

N e e H
whereT'; = diag(x/wvl], . \/7[i75]> andF; = [f[“”, . ,f[hsl} :
With limited feedback, the received signal vector aftereree beamforming is written by

K
. . aH A . oH -
Ig[lvﬂ — fi[lhﬂ VZXZ + . Z fk[:zvj] kak
k=1,k+#i
NICR) cR) (35)

J/

residual intra-cell interference

K
. aH A~ . .
+ 3 9NV + ulia" gl (36)
k=1 ki

where the residual intra-cell interference is non-zero wuthe quantization error iv,.

It is important to note that the residual intra-cell inteeiece is a function oV;, which
includes other users’ channel information, and thus eaehtusats this term as unpredictable
noise and calculates only the inter-cell interference far $cheduling metric as ihl(2); that
is, the scheduling metric is not changed for the ODIA withited feedback.

The following theorem establishes the user scaling lawHer@DIA with limited feedback.

Theorem 3: The ODIA with a Grassmannian or random codebook achievesah® user
scaling law of the ODIA with perfect CSI described in Theor@mif

ny = w (log, SNR) . (37)

That is, K'S DoF is achievable with high probability iV = w (SNR(K’”S’L“> and [37)
holds true. R

Proof: Without loss of generality, the quantized effective chanrextor fl/! can be
decomposed as

flid) — ’ glil||* | gli.dl

= \/1— dlid? . g g glis]

wheretlJ] is a unit-norm vector i.i.d. over nu(lfi“’ﬂ> [21]. At this point, we consider the

£lo7] ’ (t[m]) (38)
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worse performance case where each user fifidssuch that with a slight abuse of notation
£l = (/1 — dm? 9] gy, gl (39)

AP = max {d"Y, ..., d"5T} (40)

v = max{

Note that more quantization error only degrades the achievate, and hence the quantization
via (39) yields a performance lower-bound. Inserting (39}34) gives us

-1
V, = <, /1 — d»>*F; + d?a"yiTi) T, (42)

‘ 7H _ _
whereF; = [f}z’”, . ..,fi[”sl] andT; = [t[“”,...,t[“S]}H.

-1
The Taylor expansion o(\ /1 — dP=?F; + d;“a"yZ-T) in (34) gives us

—1
(, [1— dP=°F,; + d;naxyiTi)

=F ' = FTF d™ > A (4" (43)

k=2

where

)

2
,jzl,...,S}. (42)

where A,, is a function of F; and T;. Thus, V; can be written by

V; =F;'T; — d"™ v F; " TF'T + ) (d™)" AT (44)
k=2
Inserting [(44) to[(35) yields
g[m‘] — 7[z',j}gc[i,j}

—d;naxyit[l’ﬂHF;lriXi + Z ()t fz‘[m Arlix;

k=2

J/

residual intra-cell interference
K H H
k=1,k#1

Consequently, the ratB!"7! in () is given by

. [4,4]
R —log, [ 1+ 7 -, (46)

S Al K S |eligH
SNR T Dkti e |Tp T VIS
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where
Al = (qm2)2 5, . SNR + Z (d™>)?* 5, - SNR, (47)
k=2
5, = (Vlzt[z‘,j}HF;lriQF;Ht[i,ﬂ) ’ (48)

As in (10) to [12), the achievable rate can be bounded by

Al
(max) 2
i

RE> Nlogy (SNR) +log, | ey + — 17— + 2

T

K3

P, (50)

where
K 2
P e Pr{ (Z > 1< e) & (AM / ‘ v < e) :
i=1 j=1
WelC,jeS} (51)
K S
— Pr{ ZZIW} <eViek,je S}
i=1 j=1
X Pr{AM <dViek,je 8}, (52)
2 ..
wheree' £ ¢- ’ vz(max)” . Here, [B2) follows from the fact that the inter-cell inenénce/!"!

and residual intra-cell interferencgl™’! are independent each other. Note also that the level
of residual intra-cell interference does not affect ther gstection and is determined only by
the codebook sizéV;. Hence, the user selection result does not change for eliffeY .
The achievable DoF is given by
DoF> lim KS-P. (53)

SNR—00

If N=w (SNR(K_l)S_LJ“l), the first term of[{5R) tends to 1 according to Lemimha 1. Thus,

the maximum DoF can be obtained if and onlif-7! < ¢’ for all selected users for increasing
SNR.
In Appendix[B, it is shown that\l'7] < ¢ for all selected users ifi; = w (log, SNR)

for both Grassmannian and random codebooks. Thereforé,=if w SNR(K*”S*LH) and

ns = w (log, SNR), P’ in (52) tends to 1, which proves the theorem. [ |
From Theorenil3, the minimum number of feedback hifsis characterized to achieve
the optimal K'S DoF, which increases with respect kez,(SNR). It is worthwhile to note
that the results are the same for the Grassmannian and racodebooks. In the previous
works on limited feedback systems, the performance arsalysis focused on the average
SNR or the average rate logs [28]. In an average sense, ttssr@aanian codebook is in
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general outperforms the random codebook. However, oumsetfecuses on the asymptotic
codebook performance for given channel instance for istngaSNR, and it turned out that
this asymptotic behaviour is the same for the two codebookfact, this result agrees with

the previous works e.g/l, [29], in which the performance gefwben the two codebooks was
shown to be negligible as; increases through computer simulations.

We conclude this section by providing the following comparn to the well-known con-
ventional result on limited feedback systems.

Remark 2: For the MIMO broadcast channel with limited feedback, whitie transmitter
hasL antennas and employs the random codebook, it was shownh2tl{ite achievable rate
loss for each user, denoted kyR, due to the finite size of the codebook is lower-bounded
by

A <log, (1+ SNR-27/(E71) (54)

Thus, to achieve the maximum 1 DoF for each user, or to makeatedoss negligible as the
SNR increases, the term SNR~"/(“:~1) should remain constant for increasing SNR. That
is, ny should scale faster thail — 1) log,(SNR). Though the system is different, our results
of Theorem B are consistent with this previous result.

VI. SPECTRALLY EFFICIENT ODIA (SE-ODIA)

In this section, we propose a spectrally efficient OIA (SE®Dscheme and show that
the proposed SE-ODIA achieves the optimal multiuser dityeggain log log N. For the DoF
achievability, it was enough to design the user schedulmghe sense to minimize inter-
cell interference. However, to achieve optimal multiuseersity gain, the gain of desired
channels also needs to be considered in user schedulingovemall procedure of the SE-
ODIA follows that of the ODIA described in Sectidnllll excefite the third stage ‘User
Scheduling’. In addition, we assume the perfect feedbacthefeffective desired channels
uW]HHy’ﬂPi for the SE-ODIA. We incorporate the semiorthogonal useeceln algorithm
proposed in[[30] to the ODIA framework taking into considama inter-cell interference.
Specifically, the algorithm for the user scheduling at thedgf is as follows:

« Step 1: Initialization:
N ={l,...,N}, s=1 (55)
. Step 2: For each user € N, in the i-th cell, the s-th orthogonal projection vector,
denoted bybl”, for given {b[ﬂ, . .,b[j]_l} is calculated from:

TR S o
1,7 _ elvdl s’ ) ?
Bl _ g E,_O T bl (56)

Note that ifs = 1, bl"/! = £"/],
« Step 3: For thes-th user selection, a user is selected at random from thepos#i\,
that satisfies the following two conditions:

Coon™ <, ot [BEP > mp (57)
Denote the index of the selected user7fy) and define

bLi] — bl (58)

S

<.
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. Step 4: Ifs < S, then find the(s + 1)-th user poolV,,; from:
gl

(sl

No1=13j:j€Nij#m(s) <ay. (59)

s=s+1, (60)

wherea > 0 is a positive constant. Repeat Step 2 to Step 4 until S.

To show the SE-ODIA achieves the optimal multiuser divgrgiain, we start with the
following lemma for the bound ofV;|.
Lemma 3: The cardinality of\/, can be bounded by

N[ Z N - a?570, (61)

The approximated inequality becomes tightMsncreases.
Proof: See Appendix L. [

We also introduce the following useful lemma.

Lemma 4: If x € CM*! has its element i.i.d. according )V (0,0%) and A is an idem-
potent matrix of rank- (i.e., A2 = A), thenx"Ax/o? has a Chi-squared distribution with
2r degrees-of-freedom.

Proof: See [31]. [ |

In addition, the following lemma on the achievable rate & 8E-ODIA will be used to
show the achievability of optimal multiuser diversity gain

Lemma 5: For thej-th selected user in theth cell, the achievable rate is bounded by

1+ (S—1)%a2

i —($—1)o?
R > log, | 1+ - - ! i o e 5 |- (62)
sNR Zk;éi Yoo |5 viks]

N2

Proof: Since the chosen channel vectors are not perfectly orttadgibrere is degradation
in the effective channel gainli7!. Specifically, for thej-th selected user in theth cell, we
have

112
(4]
1 y ‘ b;
-1 (S—1)%a2
[(FZF?) :| L+ 1—-(S—1)a?

j?j

[i.3] —

(63)

which follows from [30, Lemma 2]. Insertindg (63) to the suate lower bound in[{8) proves
the lemma. [ |
Now the following theorem establishes the achievabilityred optimal multiuser diversity
gain.
Theorem 4. The proposed SE-ODIA scheme with

np = €plog SNR (64)
n; = e, SNR™* (65)
for any ep, e; > 0 achieves the optimal multiuser diversity gain given by

R = © (log (SNR - log N)) , (66)
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with high probability for all selected users in the high SN&gjime if
(K=1)S—L+1
N = <SNR 1=(cp/?) ) (67)

Proof: Amongst|/N;| users, there should exist at least one user satisfying theitaans
C, andC, to make the proposed user scheduling for the SE-ODIA valmlisT we first show
the probability that there exist at least one valid userotih byp,, converges to 1, for the
s-th user selection, ifV scales according t¢ (67) with the choicgsl(64) dnd (65).
The probability that each user satisfies the two conditiengiven by P{C,} - Pr{C,},
because the two conditions are independent of each othaseQaentlyp, is given by

ps=1—(1—Pr{C}-Pr{C,})""! (68)
>1 - (1—Pr{C}-Pr{C,V>""™" (69)
Note that each element 6@’ = ul"HIYP, s i.i.d. accordlng tC N (0, 1), because each

column of P; is a random orthogonal unit vector and becau$é" |s deS|gned independently

of H"/! and isotropically distributed over a unit sphere. Thﬂsﬁ] = ulI"HYP, has its
element i.i.d. according t6 /N (0, 1).
Let us defineP by

. s=1 L™
P2 (I- L) (70)
2 ol

s'=0
which is a symmetrlc idempotent matrix with rafk — s + 1). Sincebl! = Pf”] from
Lemmal4,|(b

s ﬂnls a Chi-squared random variable wi2hS — s + 1) degrees-of-freedom.

In Appendix[D, fornp > 2, we show that
. (K—1)S—L+1
lim ps=1, if N=w (SNR 1=(cp/2) ) : (72)
SNR— o0

Now, given that there always exist at least one user thafesithe condition§; and C,,
the achievable sum-rate can be bounded from Lefmma 5 by

‘bm ? .
y R e
R[Z,J] > 10g2 1+ 1-(S—1)a? 5 (72)
S i
W + Zk;éz‘ POy f]£ J
‘ b[l]
W SNR/ [[vimax||”
> log, | 14 —=E=0e (73)
i S/ |vm=|® + K Se;
2
— log, ( SNR - g) (74)
> log, (1 +ep(log N) - SNR) , (75)

where [78) follows from the fact that the sum-interferenoe &ll selected users, given
by 37, 31 n™/ISNR (See [IB)), does not exceddSe; by choosingn; = ¢;SNR™".
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Furthermore{ is a constant given by

1
g B max || 2 1 (S=1)1a? S max || 2 KS ’ (76)
Vi I (1 + o5 7ae (S/ Ivi|I” + K Ser)

and [75) follows fromeg.“H2 > np = eplog N. Therefore, the proposed SE-ODIA achieves
(K=1)S—L+1
the optimal multiuser diversity gaing log N in the high SNR regime, iV = w (SNR ep/D )

[ |

Therefore, the optimal multiuser gain o log NV is achieved using the proposed SE-ODIA
with the choices of[(84) and_(65). Note that since smgllsuffices to obtain the optimal
multiuser gain, the condition oW does not dramatically change compared with that required
to achieveK'S DoF (See Theorerl 1). Combining the results in Thedrém 1[arwedcan
conclude the achievability of the optimal DoF and multiugam as follows.

Remark 3: In fact, the ODIA described in Sectignllll can be implementmsihg the SE-
ODIA approach by choosing, = 0, o = 1, and 7} = min {ntll, . gl where !’
denotesy; at thei-th cell. In summary, the optimak' M/ DoF and optimal multiuser gain of
loglog N can be achieved using the proposed ODIA framework, if the bemof users per

K—1)M—L+1

(
cell increases according v = w (SNR 1=(p/?) ) for anyep > 0.

VIlI. NUMERICAL RESULTS

In this section, we compare the performance of the propogaid\@ith two conventional
schemes which also utilize the multi-cell random beamfagriechnique at BSs. First, we
consider “max-SNR” technique, in which each user desigesr¢éiceive beamforming vector
in the sense to maximize the desired signal power, and feszsthe maximized signal power
to the corresponding BS. Each BS sele6tsisers who have higher received signal power.
Second, “min-INR” technique is considered, in which eadr performs receive beamforming
in order to minimize the sum of inter-cell interference antta-cell interference [19]/20].
Hence, intra-cell interference does not vanish at userdewie proposed ODIA perfectly
eliminates it via transmit beamforming. Specifically, frdB), the j-th user in thei-th cell
should calculate the following scheduling metrics

i o Heie |2
nr[ni{]]—lNR,m = HU[ I H£ J]Pi,m

J/

. Y
intra-cell interference

K
o .. 2
+ Z Hu[mLmHHL@J}PkH 7 (77)
=1 ki

J

. v
inter-cell interference

L

form=1,...,5, whereP;,, £ [P, ..., Pm_1i Pmiiis- - -, Ps,]. For eachm, the receive
beamforming vecton!"/™ is assumed to be designed such th ‘]—INR,m is minimized. Each
user feedbacks scheduling metrics to the corresponding BS, and the BS tsetbe user
having the minimum scheduling metric for the-th spatial streamy = 1,...,S. For more
details about the min-INR scheme, refer [to|[19],/[20].
Fig. 2 shows the sum-interference at all users for varyinmier of users per cellV,

when K = 3, M = 4, L = 2, and SNR=20dB. The solid lines are obtained from Theorem
with proper biases, and thus only the slopes of the solekliare relevant. The decaying
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Solid Lines: Asymsptotic Results
(Theorem 2)

Sum-Interference

10°F

= %= -min-INR
~@ Proposed ODIA
10k ;

10 10 10

Fig. 2. Normalized sum-interference W. when K =3, M =4, L = 2.

rates of sum-interference of the proposed ODIA are highan those of the min-INR scheme
since intra-cell interference is perfectly eliminated e tproposed ODIA. In addition, the
interference decaying rates of the proposed ODIA are cmisvith the theoretical results
of Theorem 2, which proves that the user scaling conditionvelé in Theoreni]l and the
interference bound in Theorelm 2 are in fact accurate and. tigh

To evaluate the sum-rates of the proposed ODIA schemes,atangters);, np, and «
need to be optimized for the SE-ODIA. Fig. 3 shows the surapatformance of the proposed
SE-ODIA for varyingn; or np with two differenta values whenk = 3, M = 4, L = 2,
S =2, and N = 20. To obtain the sum-rate according 49, np was fixed tol. Similarly,
for the sum-rate according te,, n; was fixed tol. If n; is too small, then there may not
be eligible users that satisfy the conditiofis and C, in (57). Thus,scheduling outageE
can occur frequently and the achievable sum-rate becormesdn the other hand, ifj; is
too large, then the received interference at users may naeuffigiently suppressed. Thus,
the achievable sum-rate converges to that of the systenowiitimterference suppression.
Similarly, if np is too large, then the scheduling outage occurs; ang ifs too small, then
desired channel gains cannot be improved. The orthoggnaditametera plays a similar
role; if a is too small, the cardinality of the user podV,| often becomes smaller tha
and scheduling outage happens frequently lfs too large, then the orthogonality of the
effective channel vectors of the selected users is not takenaccount for scheduling. In
short, the parameterg, np, anda need to be carefully chosen to improve the performance
of the proposed SE-ODIA. In subsequent sum-rate simulstiproper sets of);, np, and
« were numerically found for varioud and SNR values and applied to the SE-ODIA. For
instance, optimaln;, np, «) values that maximize the sum-rate for a few cases are pradvide
in Tablel. It is seen that in the noise-limited low SNR regjri@egen, helps, whereas in the

3It indicates the situation that there are no users who agiblsi for scheduling.
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Sum Rates (bits/s/Hz)

- — = Sum Rates vs. N with n|=1 (a=0.5)1
1 —#— Sum Rates vs. N with r||:1 (a=0.8)

- © - Sum Rates vs. n, with nDzl (a=0.5)

—B— Sum Rates vs. n, with r]D=1 (a=0.8)

.- L L L L L
0 0.5 1 15 2 25 3

n,orn,

Fig. 3. Sum-rates of SE-ODIA vgp or ny when K =3, M =4, L =2, S =2, and N = 20.

TABLE |
OPTIMIZED PARAMETERS(7)r, 7D, &) FOR DIFFERENTSNRS AND IV VALUES

N=20 N=50
SNR=3dB | (2.5, 2.5, 0.8) (2, 2.5, 0.8)
SNR=21dB| (1.5, 2, 0.8) | (1, 2, 0.8)

interference-limited high SNR regime, sma}l improves the sum-rate. On the other hand, as
N increases, interference can be suppressed by choosintesmavalues.

Fig. [4 shows the sum-rates for varying SNR values whién= 3, M = 4, L = 2,
S =2,and (a)N = 20 and (b) N = 50. In the noise-limited low SNR regime, the sum-
rate of the min-INR scheme is even lower than that of the mdR-Scheme, becaus¥
is not large enough to suppress both intra- and inter-cédrfierence. The proposed ODIA
outperforms the conventional schemes for SNRs larger thi@dtie to the combined effort
of 1) transmit beamforming perfectly eliminating intraldaterference and 2) receive beam-
forming effectively reducing inter-cell interference. & sum-rate performance of the ODIA
with limited feedback (ODIA-LF) improves as; increases as expected. In practieg,= 6
exhibits a good compromise between the number of feedbaslabd sum-rate performance
for the codebook dimension of 2 (i.e5, = 2). On the other hand, the proposed SE-ODIA
achieves higher sum-rates than the others including thed@@lall SNR regime, because the
SE-ODIA improves desired channel gains and suppresseasei@ece simultaneously. Note
however that the SE-ODIA includes the optimization on theapeeters for given SNR and
N and requires the user scheduling method based on perfecte€&ack, which demands
higher computational complexity than the user schedulihthe ODIA. As shown in Fig.
[4(b), the amount of sum-rates improvement of the proposetAGbhems for growingV is
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Fig. 4. Sum-rates versus SNR wh&h=3, M =4, L =2, S =2, and (a)N = 20 (b) N = 50.

much larger than those of the conventional schemes.

Fig.[d shows the sum-rate performance of the proposed ODhArses for varying number
of users per cellN, when K = 3, M =4, L = 2, S = 2, and SNR=20dB. For limited
feedback, the Grassmannian codebook was employed. Theatamef the proposed ODIA
schemes increase faster than the two conventional scherie$, implies that the user scaling
conditions of the proposed ODIA schemes required for a givelR or MUD gain are lowered
than the conventional schemes, as shown in Theoréms [land 4.
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Fig. 5. Sum-rates vaN whenK =3, M =4, L =2, S = 2, and SNR=20dB.

VIII. CONCLUSION

In this paper, we proposed an opportunistic downlink irgiesce alignment (ODIA) which
intelligently combines user scheduling, transmit beamfag, and receive beamforming for
multi-cell downlink networks. In the ODIA, the optimal DoFae be achieved with more
relaxed user scaling conditioN = (SNRE-VE=5+1) Tg the best of our knowledge, this
user scaling condition is the best known to date. We alsoideredd a limited feedback
approach for the ODIA, and analyzed the minimum number ofllfeek bits required to
achieve the same user scaling condition of the ODIA with ga#rfeedback. We found that
both Grassmannian and random codebooks yield the samdioconut the number of required
feedback bits. Finally, a spectrally efficient ODIA (SE-@¥Ywas proposed to further improve
the sum-rate of the ODIA, in which optimal multiuser divéystan be achieved even in the
presence of inter-cell interference. Through numericsilits, it was shown that the proposed
ODIA schemes significantly outperform the conventionatiféarence management schemes
in practical environments.

APPENDIX A
PROOF OFLEMMA [2

Recall that the selected userg®’! are the minimumsS values out of N i.i.d. random
variables. For givenS, suppose the worse performance case whérasers are randomly
divided into S subgroups withV/S users per each and where one user with the minimum
1"l is selected for each subgroup. Thy$/! is the minimum ofN/S i.i.d. random variables.

At this point, let us defingd such that

pr{n[m’] < %} — % (78)
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Note that sincenl™’! only decreases with respect 19, 5 also decreases a§ increases
from (78). In addition, since the CDF of’! obtained from[(2R) is the same as that of the
scheduling metric of the MIMO IMACI[[14], the CDF ofl*/! is given by [14, Lemma 1]

Fn(x) _ Co.CC'(K_l)S_L+1 +o (x(K—l)S—L-i-l) ’ (79)

wherec, is a constant determined by, S, andL. Thus, we have P{n[ivﬂ < %} =BT+

o(877) from Lemmal, where = (K —1)S — L+1, and henceg = © (N'/7). In addition,
since selected user¥/n"/! is the maximum out ofV/S reversed scheduling metrics, it can
be shown from[(78) that

1 1 \M/S
Pri ———— < =(1—-——= ) 80
{n[l’]”selected_ ﬁ} < N/S) ( )

Therefore, the Markov inequality yields
E{;}ZB-Pr{;Zﬁ} (81)

77[1’]} ‘selected 77[1’]} ‘selected
1\ NS

:5-<1-(1_—N/S) ) (82)
=0 (NY7), (83)

N/S
where [88) follows from the fact that = © (N'/7) and (1 — ﬁs) converges to a
constant for increasingy.

APPENDIX B
PROOF OFTHEOREMI[3

i) Grassmannian codebook
For the Grassmannian codebook, the chordal distance be&gegwo codewords is the same,

i.e., \:1 — ]c?cjjz = d,, Vi # j. The Rankin, Gilbert-Varshamov, and Hamming bounds on
the chordal distance give us |32]-[34]

1/(5-1)
g2 e )1 (S=DN; (1
= min { 2"25(N; — 1) \IV; ' (684)

The bound in[(84) is reduced to the third boundMsincreases, thus providing arbitrarily
tight upper-bound o1, Thus, the first term of{47) remains constant if

1/(5-1)
(d™)? 6, - SNR < (—) 6 -SNR < €. (85)
Ny
This is reduced taV, /" < ¢57'SNR™, or equivalently [37). Now, if[{37) holds true,
d*** tends to be arbitrarily small as SNR increases, and thus e¢bens term of [(47) is
dominated by the first term. Therefore,sif: scales with respect ttwg,(SNR) as [37), the
residual intra-cell interferencAl*/] remains constant.

i) Random codebook
In a random codebook, each codewardis chosen isotropically and independently from
the L-dimensional hyper sphere, and thus the maximum chord&ndis of a random code-
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book is unbounded. Sinaé™i” is the minimum of Ny chordal distances resulting fromi,
independent codewords, the CDF d5f/)° is given by [21], [35]

Fy(z) = Pr{al[i’ﬂ2 < z} =1- (1 — zS_l)

Ny

(86)
From [47T), the second term df (52) can be bounded by

Pr{AWJ <€ViekK,je S}
> Pr{(d™>)*5, - SNR < ¢, Vi € K}

X Pr{z (d™>)** 5, - SNR < ¢, Vi € IC} . (87)

k=2
Subsequently, we have

S
Pr{(dr=)* 51 - SNR < ¢’} = [T Pr{ (a*")*6, - SNR < €'} (88)
k=1

which follows from the fact that!*! and d™" are independent fok # m. From [86) we
have

Pr{(d")"6, - SNR < ¢'}
Ny

—1- (1 e (SNR)_(S_1)> . (89)

Therefore,limsngo Pr{(d7*)*4, - SNR < ¢’} = 1 if and only if Ny = w (SNR*™), or
equivalently [(37). Now, If[(37) holds trug;">* tends to arbitrarily small with high probability
as SNR increases. Therefore, the second terin of (47) is doedy the first term, and hence
Pr{Aldl <€ vie K, j €S} in (B7) tends to 1.

APPENDIX C
PROOF OFLEMMA

Let us define the sdll, by

htv
I, £ {h e CS*L .
R[] v]]

Since thes-th user pool is determined only by checking the orthogtyédi the chosen users’
channel vectors, for arbitrarily larg¥, we have the followings by the law of large numbers:

<a,VWv e span(b[ﬁ, L bff%)} . (90)

th[i]’
INg| =~ N - Pr hECSX1:73m<a,5':1,...,3—1 (91)
[[l{[bg |
> N-Pr{heC**':hell} (92)
=N -Ip2(s—1,5—s+1) (93)
> N . 257D, (94)

wherel,: is the regularized incomplete beta function (Se€ [30, LerBihaand [94) follows
from I2(s — 1,5 — s+ 1) > I,2(S — 1,1) = a?5—1,
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APPENDIX D
PROOF OF(71)

112
Since HbL’} is a Chi-squared random variable wi2hS — s + 1) degrees-of-freedom, for
np > 2, we have

Y((S—=s+1),mp/2) T{(S—s+1),n1p/2)

A e () S | (P} &)
S—s m
-y 6—(w/2)% (96)
m=0 ’
~(np/2) | S—s
= T 0 (o)) @
e~ (1D /2)
STk %)

where I'(s,z) = [ t*~'e'dt is the upper incomplete gamma function amk,z) =
Jy t*"te7"dt is the lower incomplete gamma function.
Note that from the CDF of)"/) (See [14, Lemma 1]), Bm"™/! <n;} = con] + o(n]),

wherer = (K —1)S — L+ 1. Thus, from [(64),[(65), and (98),_(69) can be bounded by

ps 21— <1 — (co(ef)TSNR*T +0 <5|\|R*(T71))>

N-.2(S-1)
N-(n/2)
— . 99
8 (S —s)! (%9)

The right-hand side of (99) converges to 1 for increasing $N&hd only if
lim (V- a57) - (o(er) SNRTT + € (SNRT1) )

SNR—o0
N-(en/2)
x T 100
S—s)1 (100)
Since the left-hand side of (T00) can be written oy e 2 + 61]\;1(;;,37/)2) whereé, and
¢, are positive constants independent of SNR andt tends to infinity for increasing SNR,

K—1)S—L+1

and therebyp, tends to 1 if and only iftN = w (SNR< 1=(cp/2) )
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