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stract—The sum-capacity of a three user interference wire n [6], the is obtaine aving a feedbacklobit.
Ab: Th ity of a th interf ired  In [6], the CSIT bt dbyh g a feedbackiobit
network for time-varying channels is considered. Due to the Essentially, this feedback provides information abouspree
channel variations, it is assumed that the transmitters areonly or absence of a link. In more detail. it is assumed that a
able to track the connectivity between the individual nodes link is absent if its éorres ondin in’terference noiseorati
thus only the (alternating) state of the network is known. By g p . 9 . . .
considering a special subset of all possible states, we shawat  (INR) is lower thanl. Due to this assumption, the information
state splitting combined with joint encoding over the altenating available at the transmitter does not exceed the topology of
states is required to achieve the sum-capacity. Regardingpper  the network. To this end, the DoF optimal design of networks
bounds, we use a genie aided approach to show the optimality \ity 1 pit feedback is referrred to as “topological interference
of thIS. scheme. Thls highlights thqt more involved transmit management” (TIM)[[B]. Interestingly, it is shown ial[6] tha
strategies are required for characterizing the degrees ofréedom g . : St H aly, .
even if the transmitters have heavily restricted channel site TIM for linear wired and wireless networks reduces to a €ngl
information. problem. In other words, solving one of these problems leads
to the solution for the other one, in such a way that the
) ] o ~ DoF of a linear wirelessnetwork leads tothe capacity of
The optimal management of interference within an intefne corresponding linear wired channet, vice versalin [7],
ference limited wireless network is a challengmg task dl{gJ, the robustness of topological interference alignnierthe
to scarce resources such as frequency bandwidth, powgkt fading scenario is studied under the assumption treat th
and time. Certainly, the more accurate is the channel stgology of the network is fixed during the communication.
information at the transmitters (CSIT), the more effecis/the While [6]-[8] considered fixed connectivity within the net-

interference management. However, providing perfect CS\IJork, alternating connectivity due to the underlying cheainn

is a challenging issue in wireless networks, especially f?Jreing time-variant was considered|in [9]. It was shown that t

networks with high mobility and size. Due to this, interfece DoF for several multi-user channels can only be achieved by

management for different setups based on imperfect CSHfint encoding acrossonnectivity stateseach having a certain
attracted the attention of researchers.

in T th f letel le CSIT (usina th clall{mbabi”ty of occurrence. The DoF for three user intenfiers
n [, the case of completely stale (using the so- hannel with two connectivity states was considered_in [9].

r(_atrospective interfergnce_ alignment (lA)) have been COofl [10], the DoF of a three user interference channel is
sidered. For the multiple-input and muitiple-output (MIMOcharacterized for the case thtae network has a Wyner-type
broadcast channels, they have shown that even COm|0|et5111¥;1nnel flavor [[11]. Note that, the connectivity states were

delayed CSIT can be useful. . . 2
; . _ ssumed to be equiprobable in [9] and1[10]. In this work,
Note that, the quality of CSIT might vary during the overa?e consider the three user interference channel with stdtes

gans;nission. TO this efn(é,sfil_rdegreesd((j)f freeglo_m (IZDO_F)dStu gn-equal probabilities. As it turns out, the schemes_in [9]
ased on a mixture o was addressedlin [2] 40 [3[10] are not enough to characterize the DoF for the general

Intebrlestm_glty, It was tShOth that .frﬁ)l]'ftmg (a:rélz;lt_ernattlnalf ase. In order to highlight this issue, we consider a subiset o
probiem Into separate Setups with fixe IS not optimag, possible connectivity statekn more detail, we distinguish

AS most W|reles.s. networks are rather heterog_eneous BBtween two transmission schemes which use joint encoding:
terms of node mobility and capability, the CSI quality at the

transmitters is not the same for all users. This was corsitler » JESS: Joint encoding across connectivity states and de-
in [4], in which users have either perfect, delayed, or noTCSI  coding using a single interference resolving state aslin [9]
at all. Similarly, the capacity region of the two-user bypar  [10].

fading channel was characterized in [5] for different medel « JEMS: Joint encoding across connectivity states and
of availability of CSIT. decoding using multiple interference resolving states.

This work is supported by the German Research Foundationtsbiee In general, removing the interference might .have to pe
Forschungsgemeinschaft (DFG), Germany, under grant SE/169 performed over a set of states (JEMS). In addition to this,
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Fig. 2. All possible states under consideration.
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Fig. 1. Three Tx want to communicate with their desired Rxraveime- Fig. 3. The interference links can appear in a cyclic manner.

variant channel. The desired links (solid lines) exist gisvaHowever, the
interference links (dashed lines) are not always present.

in which n is sufficiently largethe length ofX; 4 is nA4,

N . L where A\ 4 denotes the sum of the probabilities of the states
state splitting is also required. The optimality of our ppepd W'nhA Note that if the setd includes one single state, we

scheme is shown by comparing the achievable sum-rate wi AR " .
y paring rop braces for simplicity in writing. For exampl&’; 4 is

a genie aided upper bound. the sequence of transmitted symbols byiTn A = {A}.
II. SYSTEM MODEL Note that\(4 g.c.p,e,Fcy = 1.

Consider a wired network with three transmitters (Tx), The propab|llty of (.arror,.ach|evable ratéd;, Iy, Its, and
which want to communicate with their desired receivers (R)&um-capacny are deﬁneq in the standard Shannqn sense [12].
Txi, i € {1,2,3} wants to send a messag§ to Rxi (see _In th_e foIIowmg_the joint encodmg strategy in_[10] is
Fig. ). It encodes this message into a lengtisequence briefly introduced in order to motivate that m_ore_sophlsn-
X, = (X;(1),...,X,(n)) and sends this sequenc&he cated schemes are needed when we are considering the non-

received symbol at Rx in the kth channel use is given by equiprobable connectivity states.

3 IIl. JOINT ENCODING STRATEGY INTIM
Yi(k) = h(k)Xi(k), Vie{1,2,3}, (1)

p To discuss the main idea of joint encoding, consider a

) network with three Tx and Rx in which the interference links
where X;(k) and h;;(k) denote the transmitted symbol bycan appear in a cyclic manner shown in Fig. 3. In this example,

Txi and the time-variant channel coefficient correspondifge network has a total of 8 states. Among all these, there are
to the link between Tx and Rxj, respectively. All symbols three statesith a singleinterferencelink. We denote these
are ch_osen from a Galois Fle_Kd}IF). Moreover, _the linear jnterference states by I-states (see Fig. @pnsidering all
operations ar@erformedover thisGF. The capacity of each yransmitters to be active, all receivers will get interfege in I-
point to point channel islog |GF|, where |GF| represents statesAs it is shown in [10], we can resolve the interferences
the cardinality of GF. Therefore,only one symbol can be 4t the receivers by using a single state in which all the
transmitted over a liniper channel use. interference links appear. This resolving state is denbied

In our model, CSIT is restricted only to the topology OR_state in Fig[. Note that no extra interference limlodrt

the network. Therefore, the only information availabiethe  from the interference links in I-states) appears in the R-state.
transmitters is abouhe presenceor absencef links but not |, 5 network with two users, the R-state is state in which

about the channel coefficierts-owever,each Rx knows its poth interference links are present (as cross links). Bugisi

channel coefficients addition tothe topology of the network. the cross links in this state the interference caused in @- an
Since the channel coefficients changeer time the con-  g_channels can be resolvéd [9].

nectivity of the network varies during the transmissiblate In general, this joint encoding scheme is not enough to

that each connectivity state occurs with a certain proigbil optain the capacity of three user interference channels. As
It is worthy to note that the receivers start the decoding, example, we consider a subset of all possible connagtivit

after receivinga complete sequendé; as there are no latencystates shown in Figll 2. In what follows, we highlight the key

constraintsTherefore, the order of occurrence of the states igcts whichmake the discussed joint encoding scheme non-

not important.Let A be a subset of the set of states showgyjicapleto the states in Figl2. These facts provide valuable
in Fig.[2 and X; 4 be the sequence of transmitted 5ymb°|§lsights to study this network.

by Txi in all states inA. Assuming a length- sequencex;, « In Fig.[2, there is no state in which the cross channel

1In order to make the available CSIT strictly weaker than gerfCSI, we W'thOl:'t an e).(tra interference link appears. In of[her words,
set the cardinality of5F larger than2. there is no single R-state. As an example, the interference
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Fig. 5. L(-,-) operator is a linear operation which depends on the chamedfigentsnot known at Tx Therefore, thel. operator changes over the time.
By using joint encoding over the states together with symiénsion, we can transmit 29 symbols over 14 channel uses.
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Proof: To establish Theoref 1, we need to find an optimal
achievability scheme. The optimality of the scheme is shown
by comparing it with a tight upper bound of the sum-capacity.

' _ e o _ We start by introducing an achievability scheme leading to a
Fl_g. 4. The_ !nterfgrence links in |-states appear |n_R-stamcycI|c manner o m-ratedlower bound denotedk,.

without additional interference link. Therefore, all irfeences caused in I-

states can be resolved by using a single R-state [10].

—_—

—

|-states

Achievability:

The achievability scheme is based on JEMS together with
links in statesA and B appear inF'. However, an extra state splitting.The goal is to resolve the interference signals
interference link exists in staté’, which is the link caused in some states. To do this, as’in [9], we retransmit the
between Tx3 and Rx2. This extra interference link iiterference signals in a state in which the links corresjoug
F together with its complementary interference link (theo the interference symbols appdarour case, the interference
link between Tx2 and Rx3) in stat€ appear in state links in statesA and B appear together in state& and
E. Again, in stateE/, we have an extra interference linkG. The cross channels in statés and G can be used for
between Tx2 and Rx1 in addition to the cross channeésolving the interference signal caused in stateand B.

Due to this entanglement, interference symbols canriet order to use the cross channel in both stafesnd G,

be resolved over a single state (in contrast to the knowve need to consider two pairs of and B. Therefore, we

schemes in[9] and [10]) busuccessively within a group split all states into two parts, and perform joint encoding

of states. over 9 states represented I shown in Fig.[b.As it is

« The interference links in state$ and B appear together shown in Fig.[b, the interference symbols in statésand

in statesF’ andG. Roughly speaking, both of these state® are resolved by using statds and G. In both statesf’

can be used to resolve the interference caused in staesl G, there is an interference link in addition to the cross

A and B. In order to fully utilize the benefit associatecchannel.Interestingly, these interference links together with

in resolving over cross channels of both stateandG, their complementary interference links in stat€sand F

we need to involve a new pair of and B. This leads to appear as cross channels in stafésand D, respectively.

the idea of joint encoding based state splitting. Therefore, the interference symbols caused in stafes”}
The exact explanation of the scheme is given in proof @nd{G,E} are resolved using the cross channels in states
Theoren 1. E and D, respectively. Now, consider the encoding scheme
over the states i, shown in Fig[h. It is shown that each
Rx needs to decode 9 symbols. As an example, Rx1 needs to
decode{a, b1, bs, ¢1, a4, c2, €1, bg, ba }. This is possible due to
? linear independent equations which are available at each R
Compared to the achievability scheme [inl[10], resolving the
interference is not performed over a single state. Theeefor
we use JEMS over the states &) to transmit 19 symbols
reliably over 9 channel useslote that by considering these
states separately, we cannot transmit more than 2 symbols pe
channel use.

In order to complete the achievability scheme, we need to

consider the states i, = (C, D, E, F, G) in addition t0S;.

IV. MAIN RESULT

The following theorem provides the main result of thi
work.

Theorem 1. The sum-capacity for the three user interference
wired channel with alternating connectivity shown in Fig.[2is
(2 + A) log |GF|, where

Aa AB

A= mln{7, T,Ac,/\p,/\E,)\F,)\G}.



As it is shown in Fig[h, in all these states, we can transmitBy using the chain rule and since the messages of three
symbols reliably per channel ugdote that the encodings aretransmitters are independent from each other, we write
different for same states (for exampl8 in S; andS,. This

fact highlights the notion of state splittin§ince every symbol 2Ry <I(W1; Y| X2, p, X3.r, X3.6)

is chosen fronGF with the entropylog |GF|, the achievable +I(Wa; Y 2| X3 1) + 1(W3;Y3)
sum-rates for equiprobable statesSnandS. are as follows +IW;Y 1| X3 7, X3.6)
[ 210g |GF| for Sy, +I(W2; Y 2| X1,p, X3.5)
“ ]| 2log|GF| for Ss. +I(W3; Y51 X 1,7, X1,6, X2,5) + 606, (5)

Consideringn total channel uses, we perform joint encodin@y expressing the mutual information as entropy terins, £5) i
across2n\ channel uses of statgsd, B} together withn) restated as

channel uses of stategC, D, E, F,G} (seeS; in Fig. [5).
Note that) is definedegnin{%‘, ATB,}/\é,)\D,)\E, /\F,g)\G}). 2nfty <H(Y1|X2p, X357, X3.6)
Roughly speaking, during the overall transmissiSp,cannot — H(Y1|X2,p,X3,F, X356, W)
occur in more channel uses than. Therefore, we transmit + H(Y X3 p5)— HY 2/ X35, Wa)+ H(Y3)
}99715\ §ym?hols base”dt on th_e j_oint Ienttﬁloding over starl]tes irll — H(Y3|Ws) + H(Y1| X3, Xs5.6)

uring the overall transmission. In the remaining channe
uées, wg transmiz2 symbols. Therefore, the total nugmber of — H(Y1| X5 r X506, W1) + H(Y2|X1,p, X5 1)
transmitted symbols over channel uses is given by — H(Y2|X1,p, X35, W2)

+H(Y3|X1,r, X1,6,X2,E)

197X +2n[(Aa — 2)) + (A — 20) + (Ac — A)
+(Ap =N+ As = A) + (e = A) + (Ag — )] HY s X1r, X1.6, Xo.p, Wa) + 6nen. (6)
=n(2+ ). (2) By considering[{lL) together with the fact that channel ceeffi
cients are completely known at the destination, the exfmess
By dividing (2) by the number of channel usesand multi- i @) can be rewritten as iftl(7) on the top of the next page. By
plying it by log |GF| (since the symbol are chosen frofF sing the chain rule, together with the facts that conditign
with the entropylog |GF|) we obtain the following achievable goes not increase entropy, and that the messages of the users
sum-rate are independent of each other, the individual termglin (A) ca
be rewritten as in[{8)-(18). We can see that by substituitieg
Re < (2+ ) log [GF]. ®) right hand side of8)-(18) into [7) many terms will cancel
out (it follows directly after summing ug{8J=(18pnd we can
rewrite (1) as

Upper bound:
We establish the upper bounoh the sum-capacityas 2nRs <H(X1.c,Y1 (B r}) +H(X2 14,8}, Y2 (D.rc})
follows. Consider the sum-rate +H(Y3)+ H(X1r|X1,6)+ H(Y1(p,5 B} X1,0)

+ H(X2 4,8}, Y2 rey) + H(X3.E)

3
Ry = H(W;
e ; (W) + H(X3,6|X3 (e,ry) + H(Y3 4,D,0}) + 6n€.

(19)
3
=3 H(W:) + HW,|Y;) — HW;|Y) After droppingthe conditioning in all termsthe inequality
i=1 (I9) can be upper bounded by the following expression
(@) &
<> I(WiiY5) + 3nep, @) 2nRy <nlog|GF|[\cpry + MapDrcy + 1+ Ar
=t +MNbp.EBCYy+MNaBFGH T AE
where @) follows from Fano’s inequalityand e,, — 0 for + A + Apap.cy] + 6nen, (20)

n — oo. By multiplying the inequality in[(#) by 2, every mu-

tual information appears twice, which corresponds to angat where we used the chain rule, the facts that conditioning

(virtually) three additional receivers. In the next steg give does not increase the entropy, and that the entropy of déscre

some side information to the receivers. Therefore, we writgandom variable inGF is upper bounded byog |GF| [12].
Next, we divide the inequality il (20) b¥n, and letn — co.

2nRe <I(W1; Y1, X2.p, X35, X3.6) Then, we obtain

+I(Wa; Y2, X3.5) + 1(W3;Y 3) Ag

+IW;Y 1, X5, Xs.6) Ry <log |GF| (2 + 7) : (21)

+I(Wo;Y2, X1,p, X3.E)

+I(

Using the same technique with appropriate genie informatio
W3 Y3, X 1.7, X1,¢, X2,E) + 6néy,.

and smart utilizations of chain rule, we can also establigh t



2nRy <H (X1 (a,c,p,rcy Y 1,488} X220, X3 (ray) —
+ H(X 2 (a.8,c,8y: Y 2,(D,Fc}|X3,8) —

H(X3 p,X25|X20,X3(ra, W1)
H(X 1 (p,cy, X3,r| X35, W2)

+ H(Y3) - H(X 1 (a.p,ra) X2,10E1W3)
+ H(X 1 qa0rc Y1,(80,6) X3 ra)) — H X2 (D B}, X385/ X3 (5,6}, W1)
+ H(X2 (A,B.c,0,E}, Y2 (r.cy|X1,0, X3, 8) — H(X3 r, X1,¢|X1,0, X338, W)
H(X3B,5,rc Y3400 X1 (r6), Xo,p) — H(X 1 14,0y, X2.o| X1 (ray, Xog, W3) + 606, (7)
H(X 1 (a,c,0,r6} Y1,(B,5}|X20, X3 r, X36) <H(X1(ap,rcy) + HX1,0,Y1(BE}) (8)
H(X3 5, X2 5| X2, X3 (ra,W1) =H(X2g|X2p) + H(X38|X3(rac}) 9
H(X3 (a,B,0,5}, Y2 (D ra)| Xse) <H(X2cry) +H(X24,8), Y2 D Frc}) (10)
H(X1 (p,ay, X3,r| X35, W) =H(X3r|X3r)+ H(X16)+ H(X1p|X16) (11)
H(X1(apray Xoory|Ws) =H(X2(rcy) + H(X1(4Drcy) (12)
H(X 1 qacrc) Y1,(8,0,5)| X3 ray) <H(X16)+ H(X 17| X16) + H(X 1,4 X1 (a,7})
+H(Y 1 (p,E,B}, X1,0) (13)
H(X 5 (p,py, X3,8| X3 1,6y, W1) =H(X3 8| X3 rcy) + HX2(p,E}) (14)
H(X 314,808}, Y2, (rcy|X1,0, X3 5) <H(X2p ) + H(X2c|X2r) + H(X 2148y, Y2(r6}) (15)
H(X3r, X1,6|X1,p, X35, W) =H(X3r|X3g)+ H(X1c|X1,0) (16)
H(X35 (B,5,Fcy Ysa,c04 X1 (ray, Xop) <H(X3p) + HX3r| X3 5)+ H(X30|Xs5,(8F))
+ H(X3 8| X3 ray) + H(Y s a,0,c0}) (17)

H(X 1 (a0}, X2,0| X1 ¢ray, Xog, W3) =H

(X1,41 X1 (rey) + HX1,0| X1 (rc,4y) + HX20|X25) (18)

following upper bound

. [ Aa [1]
Ry, <log|GF| ( 2 + min 7,/\07)\D,/\E,/\F,/\G :

(22) [

Due to the page limitation, we do not present the proofs.
Considering all bounds if (21}, (22), we get (3]

which agrees with the lower bound il (3) and completes the
proof of Theorenti 1. B 5

V. CONCLUSION

We studied the sum-capacity of the three users interferent®
wired channel with an alternating connectivity with only[7]
topological knowledge at the transmitters. It is assumed th
the connectivity states are non-equiprobaBle shown in [6], (8]
this result translates to a DoF result for the corresponding
wireless networkWe proposed a new achievability scheme
which is based on joint encoding across connectivity staels o]
decoding using a multiple interference resolving state$A8) [10]
combined with splitting the connectivity states. By esdhihg
a genie aided upper bound, the optimality of transmissi(m]
scheme is shown.

[12]
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