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Abstract

A novel construction of lattices is proposed. This construction can be thought of as Construction A with
codes that can be represented as the Cartesian product ofL linear codes overFp1

, . . . ,FpL
, respectively; hence, is

referred to as the product construction. The existence of a sequence of such lattices that are good for quantization
and Poltyrev-good under multistage decoding is shown. Thisfamily of lattices is then used to generate a sequence
of nested lattice codes which allows one to achieve the same computation rate of Nazer and Gastpar for compute-
and-forward under multistage decoding, which is referred to as lattice-basedmultistage compute-and-forward.

Motivated by the proposed lattice codes, two families of signal constellations are then proposed for the
separation-based compute-and-forward framework proposed by Tunaliet al. together with a multilevel coding/multistage
decoding scheme tailored specifically for these constellations. This scheme is termed separation-basedmultistage
compute-and-forward and is shown having a complexity of the channel coding dominated by the greatest common
divisor of the constellation size (may not be a prime number)instead of the constellation size itself.

I. INTRODUCTION

Compute-and-forward is a novel information forwarding paradigm in wireless communications in which
relays in a network decode functions of signals transmittedfrom multiple transmitters and forward them
to a central destination. If these functions are chosen as linear integer combinations, lattice codes are
one of the most natural ways to implement a compute-and-forward scheme since a lattice is closed
under addition. If the channel state information is not available at the transmitters, compute-and-forward
can be implemented effectively by allowing the relay to choose integer coefficients depending on the
channel coefficients and signal-to-noise ratio (SNR). Sucha scheme which uses lattices over integers has
been analyzed by Nazer and Gastpar for AWGN networks in [1] where achievable computation rates were
derived. Based on this approach, in [2], Tunaliet al. considered the use of lattices over Eisenstein integers
for the compute-and-forward paradigm and successfully extended the result on achievable rates in [1] to
lattices over Eisenstein integers.

The lattice codes adopted in [1] are based on those generatedby Construction A [3] [4] whose
decoding complexity typically depend on decoding of the underlying linear codes. One main drawback
of the Construction A lattices is that in order to be Poltyrev-good, the underlying linear codes have
to be implemented over very large prime fields which in turn result in high decoding complexity. To
alleviate this drawback, in the first part of the paper, inspired by Theorem 2 in [5], we propose a novel
lattice construction called product construction that canbe thought of as Construction A [3] with codes
which can be represented as the Cartesian product ofL linear codes overFp1, . . . ,FpL, respectively.
This construction is shown to be able to generate sequences of lattices which are Poltyrev-good under
multistage decoding and good for mean-squared error (MSE) quantization. We then generate a sequence
of nested lattice codes by extending the result by Ordentlich and Erez in [6] to the proposed lattices. This
sequence of nested lattice codes is adopted for the compute-and-forward problem and a novel strategy
called multistage compute-and-forward is proposed which can recover the achievable computation rates
in [1] using multistage decoding.

http://arxiv.org/abs/1401.2228v1
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After establishing the information-theoretic results, one important next step would be making progress
toward the construction of practically implementable coding schemes for the compute-and-forward paradigm.
In [5], Feng, Silva, and Kschischang have extended the framework in [1] towards the design of efficient and
practical schemes via an algebraic approach. In [7], a scheme based on the concatenation of signal codes
[8] with low-density parity check (LDPC) codes have been implemented to compute-and-forward. One of
the major drawbacks of this scheme is the substantially highdecoding complexity resulting from the fact
that for such lattices, the shaping and channel coding are coupled together. This hinders optimal decoding
as the dimensionality grows and also results in inseparableshaping and coding gains. In [2], Tunaliet
al. have proposed a framework that allows the separation of channel coding and data modulation. This
scheme is motivated by Construction A [3] overFp, which uses a linear code overFp in conjunction with
a constellation which is carefully cropped from the integers (similarly Gaussian integers and Eisenstein
integers) withp elements. In contrast to the schemes in the existing literature, this separation-based
scheme has enabled one to separately improve the coding gainand shaping gain, thus resulting in increased
computation rates. This separation has also allowed one to keep the constellation size small so that optimal
demodulation is feasible.

One of the main drawbacks of this scheme is that the decoding complexity increases dramatically with
p the constellation size; hence, the computational complexity of this scheme is quite high in the high
rate regime. In the second part of the paper, we aim to construct coding schemes with lower decoding
complexity while still maintaining desirable properties such as the ability to perform compute-and-forward.
Motivated by the successes of using the proposed lattices for lattice-based multistage compute-and-
forward, we propose a novel strategy called separation-based multistage compute-and-forward in which we
propose two families of signal constellations together with a multilevel coding/multistage decoding scheme
specifically tailored for these constellations so that the complexity of the channel coding is dominated
by the greatest divisor of the constellation size (may not bea prime number) instead of the constellation
size itself. This substantially reduces the decoding complexity for a given size of the constellation (or,
equivalently, asymptotic rate) and hence makes the proposed scheme more practically implementable than
the existing ones [1] [2] [5]. It should be noted that although we particularly focus on compute-and-forward,
the proposed construction of lattices and the proposed scheme are suitable for many other applications
that use the lattice structure such as integer-forcing linear receivers [9], precoded compute-and-forward
[10], lattice interference alignment [11] [12], etc.

A. Organization

The paper is organized as follows. In Section II, we state thecompute-and-forward relay network
of Nazer and Gastpar [1] and the problem of maximizing the computation rates. In Section III, some
background on algebra is provided and both the lattice-based compute-and-forward [1] and the separation-
based compute-and-forward scheme [2] are reviewed. We thenpresent the proposed product construction
of lattices, show its goodness, and compare it with Construction D in Section IV. Lattices based on the
proposed product construction are then used to generated nested lattice codes for lattice-based compute-
and-forward and similar computation rates as those in [1] are derived in Section V. Founded upon the
product construction lattices, the proposed constellations and the proposed multilevel coding/multistage
decoding for compute-and-forward are given in Section VI and Section VII, respectively. The achievable
computation rates are computed using Monte-Carlo techniques in Section VIII. Section IX concludes the
paper.

B. Notations

Throughout the paper, we useZ, N, R, andC to represent the set of integers, natural numbers, real
numbers, and complex numbers, respectively. We usej ,

√
−1 to denote the imaginary unit. For a

complex numberx = a + jb ∈ C wherea, b ∈ R, x̄ , a − jb denotes its complex conjugate. We use
P(E) to denote the probability of the eventE. Vectors and matrices are written in lowercase boldface and
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Fig. 1. A compute-and-forward relay network whereS1, . . . , SK are source nodes andD1, . . . , DM are destination nodes.

uppercase boldface, respectively. Random variables are written in Sans Serif font. We use× to denote
the Cartesian product and use⊕ and⊙ to denote the addition and multiplication operations, respectively,
over a finite field where the field size can be understood from the context if it is not specified.

II. PROBLEM STATEMENT

The network considered in this paper is the compute-and-forward relay network introduced by Nazer
and Gastpar in [1]. Consider aK source nodesM destination nodes AWGN network as shown in Fig 1.
Each source node has a messagewk ∈ {1, 2, . . . ,W}, k ∈ {1, . . . , K} which can alternatively be expressed
by a length-N ′ vector over some finite field, i.e.,wk ∈ F

N ′

p with W = pN
′
. This message is fed into

an encoderEN
k whose output is a length-N codewordxk ∈ C

N . Each codeword is subject to a power
constraint given by

1

N
‖xk‖2 =

1

N

N
∑

n=1

|xk[n]|2 ≤ P. (1)

The signal observed at destinationm is given by

ym[n] =

K
∑

k=1

hmkxk[n] + zm[n], (2)

wherehmk ∈ C is the channel coefficient between the source nodek and destinationm, and zm[n] ∼
CN (0, 1). One can also define the channel model for using the channelN times as

ym =
K
∑

k=1

hmkxk + zm. (3)

Instead of individual messages, each destination node is only interested in computing a function of
messages

um = fm(w1, . . . ,wK). (4)

Upon observingym, the destination nodem forms ûm = GN
m(ym) an estimate ofum. These functions

are then forwarded to the central destination which can recover all the messages given sufficiently many
functions.
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Definition 1 (Computation codes). For a given set of functionsf1, . . . , fM , a (N,N ′) computation code
consists of a sequence of encoding/decoding functions(EN

1 , . . . , EN
K )/(GN

1 , . . . ,GN
M) described above and

an error probability given by
P (N)
e,m , P ({ûm 6= um}) . (5)

Definition 2 (Computation rate at the relaym). For a given channel vectorhm , [hm1, . . . , hmK ]
T and

a given functionfm, a computation rateR(hm, fm) is achievable at relaym if for any ε > 0 there is an
(N,N ′) computation code such that

N ′ ≥ NR(hm, fm)/ log(p) andP (N)
e,m ≤ ε. (6)

Note that the first condition is equivalent to saying thatW ≥ 2NR(hm,fm).

In practice, since no cooperation among relays are assumed,a greedy protocol which mimics the
behavior of random linear network coding is considered in [1] where each relay computes and forwards
the function with the highest computation rate. After that,if given those functions, the central destination
is able to recover all the messages, the decoding is successful. Otherwise, the central destination declares
failure. The achievable computation rate for the transmitters is then equal tominmR(hm, fm). Note that
here we consider the case when all the transmitters transmitat a same rate for the sake of simplicity;
however, a more general model where they can have different rates was considered in [1].

III. PRELIMINARIES

It should be noted that using the theory in Diophantine approximation, Niesen and Whiting have shown
in [13] that the lattice-based compute-and-forward described above is in general very inefficient in terms of
degrees of freedom and a coding scheme relying on the channelstate information at transmitters has been
devised to achieve the full degrees of freedom. Regardless of this deficiency in the asymptotic regime, this
paper considers the lattice-based compute-and-forward asit is so far one of the best schemes to exploit
the structural gains in the finite SNR regime. Besides, lattice-based schemes are based on a more realistic
assumption that channel state information is available only at receivers.

In this section, we briefly summarize background knowledge on lattices and nested lattice codes followed
by some preliminaries on abstract algebra. For more detailsabout lattices, lattice codes, and nested lattice
codes, the reader is referred to [14] [15] [4]. We then summarize the lattice-based compute-and-forward
paradigm and the main result in [1] and briefly mention the separation-based framework proposed in [2,
Section V].

A. Lattices

An N-dimensional latticeΛ is a discrete subgroup ofRN which closes under reflection and ordinary
vector addition operation. i.e.,∀λ ∈ Λ −λ ∈ Λ, and∀λ1, λ2 ∈ Λ λ1+λ2 ∈ ΛN . Some important operations
and notions for lattices are defined as follows.

Definition 3 (Lattice Quantizer). For a x ∈ RN , the nearest neighbor quantizer associated withΛ is
denoted as

QΛ(x) = λ ∈ Λ; ‖x− λ‖ ≤ ‖x− λ′‖ ∀λ′ ∈ Λ, (7)

where‖.‖ represents theL2-norm operation.

Definition 4 (Fundamental Voronoi Region). The fundamental Voronoi regionVΛ is defined as

VΛ = {x : QΛ(x) = 0}. (8)

Definition 5 (Modulo Operation). The mod Λ operation returns the quantization error with respect to
Λ and is represented as

x mod Λ = x−QΛ(x). (9)
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The second moment of a lattice is defined as the average energyper dimension of a uniform probability
distribution overVΛ as

σ2(Λ) =
1

Vol(VΛ)

1

N

∫

VΛ

‖x‖2dx, (10)

where Vol(VΛ) is the volume ofVΛ. The normalized second moment of the lattice is then defined as

G(Λ) =
σ2(Λ)

Vol(VΛ)2/N
, (11)

which is lower bounded by that of a sphere which asymptotically approaches 1
2π exp(1)

in the limit as
N → ∞. Note thatG(Λ) is invariant to scaling.

We now define two important notions of goodness for lattices.

Definition 6 (Goodness for MSE Quantization). We say that a sequence of lattices is asymptotically good
for MSE quantization if

lim
N→∞

G(Λ) =
1

2π exp(1)
. (12)

Consider the unconstrained AWGN channelY = X+ Z whereX, Y, andZ ∼ N (0, η2 · I) represent
the transmitted signal, the received signal, and the noise,respectively. Moreover, a lattice is adopted as
input and there is no power constraint onX so that any lattice point can be sent.

Definition 7 (Poltyrev-Goodness (or Goodness for AWGN Channel Coding)). We say that a sequence of
lattices is asymptotically Poltyrev-good if whenever

η2 <
Vol(VΛ)

2π exp(1)
, (13)

the error probability of decodingX from Y can be made arbitrarily small.

Here, by Poltyrev-good lattices, we mean a sequence of lattices that approach the Poltyrev limit defined
in (13). There is a stronger version of Poltyrev-goodness stating that the sequence of lattices achieves an
error exponent lower bounded by the Poltyrev exponent [16].However, the proof of achieving Poltyrev
exponent is more involved and is not required to prove the main results in this paper. Hence, we do not
pursue it in this paper. The interested reader is referred to[16] and [14].

B. Algebra

In this subsection, we provide some preliminaries that willbe useful in explaining our results in the
following sections. All the Lemmas are provided without proofs for the sake of brevity; however, their
proofs can be found in standard textbooks of abstract algebra, see for example [17].

We first recall some basic definitions for commutative rings where many of them are covered in [5]
(for those not in [5], the reader is referred to [17]). LetR be a commutative ring. Leta, b 6= 0 ∈ R but
ab = 0, thena and b are zero divisors. If ab = ba = 1, then we saya is a unit. Two elementsa, b ∈ R
are associates ifa can be written as the multiplication of a unit andb. A non-unit elementφ ∈ R is a
prime if wheneverφ dividesab for somea, b ∈ R, eitherφ dividesa or φ dividesb. An integral domain
is a commutative ring with identity and no zero divisors. An additive subgroupI of R satisfyingar ∈ I
for a ∈ I and r ∈ R is called anideal of R. An ideal I of R is proper ifI 6= R. An ideal generated
by a singleton is called aprincipal ideal. A principal ideal domain (PID) is an integral domain in which
every ideal is principal. Famous and important examples of PID includeZ, Z[i] andZ[ω]. Let a, b ∈ R
andI be an ideal ofR; thena is congruent tob modulo I if a− b ∈ I. The quotient ringR/I of R by
I is the ring with addition and multiplication defined as

(a+ I) + (b+ I) = (a+ b) + I, and (14)

(a+ I) · (b+ I) = (a · b) + I. (15)
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A proper idealP of R is said to be aprime ideal if for a, b ∈ R and ab ∈ P, then eithera ∈ P or
b ∈ P. Two idealsI1 andI2 of R are relatively prime if

R = I1 + I2 , {a+ b : a ∈ I1, b ∈ I2}. (16)

If two idealsI1 andI2 are relatively prime, thenI1I2 = I1 ∩ I2. A proper idealO of R is said to be
a maximal ideal if O is not contained in any strictly larger proper ideal. It should be noted that every
maximal ideal is also a prime ideal but the reverse may not be true. LetR1,R2, . . . ,RL be a family of
rings, the direct product of these rings, denoted byR1 × R2 × . . . × RL, is the direct product of the
additive Abelian groupsRl equipped with multiplication defined by thecomponentwise multiplication.

Let R1 andR2 be rings. A functionσ : R1 → R2 is a ring homomorphism if

σ(a+ b) = σ(a)⊕ σ(b) ∀a, b ∈ R1 and (17)

σ(a · b) = σ(a)⊙ σ(b), ∀a, b ∈ R1. (18)

A homomorphism is said to beisomorphism if it is bijective. It is worth mentioning that for an idealI
there is a natural ring homomorphismmod I : R → R/I. A R-moduleN over a ringR consists of
an Abelian group (N ,+) and an operationR × N → N which satisfies the same axioms as those for
vector spaces. LetN1 andN2 beR-modules. A functionϕ : N1 → N2 is aR-module homomorphism if

ϕ(a+ b) = ϕ(a)⊕ ϕ(b) ∀a, b ∈ N1 and (19)

ϕ(ra) = rϕ(a), ∀r ∈ R, a ∈ N1. (20)

We now present some lemmas which serve as the foundation of the paper.

Lemma 8. If R is a PID, then every non-zero prime ideal is maximal.

Lemma 9. Let I be an ideal in a ringR with identity 1R 6= 0. If I is maximal andR is commutative,
then the quotient ringR/I is isomorphic to a field.

Lemma 10 (Chinese Remainder Theorem). Let R be a commutative ring, andI1, . . . , In be ideals inR,
such that they are relatively prime. Then,

R/ ∩n
i=1 Ii

∼= R/I1 × . . .×R/In. (21)

Example 11. Consider the PIDZ and one of its ideal6Z. Note that one can do the prime factorization
6 = 2 · 3. Now since 2 and 3 are primes,2Z and3Z are prime ideals. Also, since2Z+ 3Z = Z, they are
relatively prime. This implies that2 · 3Z = 2Z ∩ 3Z. One has that

Z6
∼= Z/6Z = Z/2 · 3Z
(a)
= Z/2Z ∩ 3Z
(b)∼= Z/2Z× Z/3Z
(c)∼= F2 × F3, (22)

where (a) follows from that2Z and3Z are relatively prime, (b) follows from Chinese Remainder Theorem,
and (c) is from Lemma 9. One isomorphism is given as follows,

0 ↔ (0, 0), 1 ↔ (1, 1),

2 ↔ (0, 2), 3 ↔ (1, 0),

4 ↔ (0, 1), 5 ↔ (1, 2),

and the multiplication is defined componentwise. One can easily see from this example that the product
of two fields may not be a field. In this example, the product is isomorphic toZ6 which is a ring but not
a field.
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We now introduce two important PIDs, namely the Eisenstein integersZ[ω] and the Gaussian integers
Z[i]. The ring of Eisenstein integersZ[ω] is the collection of complex numbers of the forma+ bω where
a, b ∈ Z andω = −1

2
+ j

√
3
2

. The ring of Gaussian integersZ[i] is the collection of complex numbers of
the form a + bj where againa, b ∈ Z. Both Z[ω] andZ[i] are PIDs. The group of units (closed under
multiplication) in Z[ω] is {±1,±ω,±ω2} and that inZ[i] is {±1,±j}. An Eisenstein integerφ is an
Eisenstein prime if and only if one of the following mutuallyexclusive conditions hold:

1) |φ|2 = 3,
2) φ is equal to the product of a unit and any rational prime congruent to2 mod 3,
3) |φ|2 is any rational prime congruent to1 mod 3.

This means that3 ramifies inZ[ω]. All the rational primes congruent to2 mod 3 stay inert inZ[ω] and
those congruent to1 mod 3 split into two distinct primes inZ[ω]. An Gaussian integerφ is an Gaussian
prime if and only if one of the following mutually exclusive conditions hold:

1) |φ|2 = 2,
2) φ is equal to the product of a unit and any rational prime congruent to3 mod 4,
3) |φ|2 is any rational prime congruent to1 mod 4.

This means that2 ramifies inZ[i]. All the rational primes congruent to3 mod 4 stay inert inZ[i] and
those congruent to1 mod 4 split into two distinct primes inZ[i].

For those Eisenstein primes (Gaussian primes)φ with |φ|2 = φ · φ̄ being rational primes congruent to
1 mod 3 (1 mod 4), one can verify thatφ and φ̄ are both Eisenstein primes (Gaussian primes) but they
are not associates. Moreover, it has been shown in [18] that for everyx ≥ 7, there exists a rational prime
of this form betweenx and 2x. Thus, the choices ofφ satisfying the above property are abundant. In
the following sections, we will focus on the ring of Eisenstein integers for the sake of brevity but the
schemes and the results for the ring of integers and the ring of Gaussian integers can be obtained in a
straightforward fashion.

C. Lattice-Based Compute-and-Forward in [1]

In [1], Nazer and Gastpar proposed a novel paradigm called compute-and-forward which exploits
the algebraic structure of lattices. Using lattices for communication has a rich history in the literature.
Typically, a lattice that is Poltyrev-good is required to guarantee reliable communication [16] [19] [20].
In addition to the Poltyrev-goodness, shaping has to be taken into account in order to achieve the AWGN
channel capacity. By carefully shaping the lattices with their sublattices, Erez and Zamir show that lattices
can indeed achieve AWGN capacity with lattice decoding [14]. Functional computation in physical layer
with such lattices has been realized to asymptotically approach the capacity for the bidirectional relay
networks in [21] [22] [23] [24]. The reader is referred to a tutorial paper [25] for more details about using
lattices for the bidirectional relay channels. One of the main contribution of [1] is to provide a means to
harness interference when there is no channel state information at transmitters. In the sequel, we briefly
summarize the main results and the coding scheme in [1].

In [1], the functionsfm are chosen to be linear combinations of codewords with coefficients being
integersam = [am1, . . . , amK ]. Hence, the functions are completely characterized by those coefficients
and the achievable computation rates are written asR(hm, am). These integer combinations of codewords
correspond to linear combinations of messages

um = bm1w1 ⊕ . . .⊕ bmKwK . (23)

Each source node adopts an identical nested lattice code of Erez and Zamir [14]. Specifically, let
(Λf ,Λc) be two lattices such thatΛc is a sublattice ofΛf , i.e.,Λc ⊆ Λf , whereΛf is Poltyrev-good and
Λc is simultaneously good for MSE quantization and Poltyrev-good. Each source node usesΛf ∩ VΛc a
set of minimum-energy coset representatives of the quotient groupΛf/Λc as codebook. The source node
k first bijectively maps its messagewk to a lattice codewordtk ∈ Λf ∩ VΛc and sends a dithered version

xk = (tk − uk) mod Λc. (24)
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Given a Gaussian integer vectorsam = [am1, . . . , amK ]
T , the relaym scales the received signal byαm

and adds the dithers back to form

y′
m =

(

αmym +
K
∑

k=1

amkuk

)

mod Λc

= (teq,m + zeq,m) mod Λc, (25)

where

teq,m =

K
∑

k=1

amktmk mod Λc, (26)

and

zeq,m =

(

αmzm +
K
∑

k=1

(αmhmk − amk)xk

)

. (27)

Due to the linearity of lattice codes,teq,m is a codeword inΛf ∩VΛc and hence one can directly compute
this function at the relaym. Moreover, note that the distribution of the equivalent noisezeq,m is in general
not Gaussian but would become Gaussian in the limit asN → ∞ if Λc is good for quantization due to
the Gaussian approximation principle [26] [27, Remark 5]. This results in a computation rate given by

R(hm, am, αm) = log+
(

P

|αm|2 + P‖αmhm − am‖2
)

, (28)

where log+(.) , max{0, log(.)}. Intuitively speaking, one can arbitrarily rotate and scale the received
signals byαm such that the resulting channel coefficients would be arbitrarily close to the Gaussian
integer vectoram and hence make the second term in the denominator vanish. However, one might as
well end up blowing up the noise which is the first term in the denominator. It turns out that the optimal
choice ofαm is the MMSE estimator given by

αMMSE,m =
Ph∗

mam

1 + P‖hm‖2
. (29)

Plugging theαMMSE,m, one obtains the main result in [1] as follows.

Theorem 12 (Nazer-Gastpar). For given channel coefficientshm and Gaussian integer vectoram, the
following computation rate is achievable at the relaym.

R(hm, am) = R(hm, am, αMMSE,m)

= log+

(

(

‖am‖2 −
P |h∗

mam|2
1 + P‖hm‖2

)−1
)

. (30)

After computingteq,m, the relaym can recover the functionum =
⊕K

k=1 bmkwk wherebmk , σ(amk)
with σ being the ring homomorphism used in Construction A for generating the underlying lattice [3]
[4]. At the central destination, one can invert the matrixB = [b1, . . . ,bM ] to recover all the messages if
the matrix is invertible.

Remark 13. The coding scheme in [1] in fact separately transmits signals in the real and the imaginary
parts. However, we find it easier for us to describe the schemeby directly looking at the complex field
and Gaussian integers. In fact, this has motivated the generalization of the compute-and-forward paradigm
to the ring of Eisenstein integers in [2] where each element in A is chosen fromZ[ω] instead ofZ[i].
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Fig. 2. The separation-based compute-and-forward framework.

D. Separation-Based Compute-and-Forward in [2, Section V]

As mentioned above, the ensemble of lattices considered in [1] is based on the construction of Erez and
Zamir [14] and hence is infinitely-dimensional and simultaneously good for channel coding and good for
quantization. However, due to the lack of efficient shaping techniques in practice, we consider a somewhat
more practical framework called the separation-based compute-and-forward proposed in [2, Section V].
This framework attempts to separate the design of channel coding and data modulation so that one can
let the dimension of channel coding grow and design the shaping to be optimal in a small dimensional
space (in spite of being suboptimal in theN dimensional space).

The separation-based compute-and-forward is shown in Fig.2 and is briefly summarized in the follow-
ing. Without loss of generality, we first assume the message at sourcek to be a length-N ′ vector over
some finite fieldFp with p to be determined later, i.e.,wk ∈ FN ′

p . The channel coding employed by all the
source nodes is restricted to be the same linear codeC overFp in order to ensure that linear combinations
(over Fp) of codewords themselves are valid codewords. On the other hand, the constellation has to be
carefully chosen so that one can still benefit from the structural gain offered by the compute-and-forward
strategy. It turns out that the key condition for this is a ring homomorphism between the extended version
(to infinite constellation) of the signal constellation andFp, the field that channel coding is implemented.

In [2, Section V], using fundamentals in commutative rings,the authors identify a family of signal
constellations according to quotient rings of Eisenstein integers. Note that here and throughout, we will
slightly abuse the notation and directly write the constellation as the quotient ring but it should be
understood as a set of the minimum-energy coset representatives of that quotient rings. With this notation,
the constellation proposed in [2, Section V] is given by

A , Z[ω]/φZ[ω], (31)

where|φ|2 , p is a rational prime congruent to1 mod 3. The output is then scaled byγ for satisfying
the power constraint. SinceZ[ω] is a PID, from Lemma 8, one has thatφZ[ω] is a maximal ideal. Also,
the order of the quotient ringZ[ω]/φZ[ω] is |Z[ω]/φZ[ω]| = |φ|2 = p (which is typically represented
as [Z[ω] : φZ[ω]] in the abstract algebra language). Hence, from Lemma 9,Z[ω]/φZ[ω] ∼= Fp. i.e., the
following ring isomorphismM exists,

Z[ω]/φZ[ω]
M
⇆

M−1

Fp. (32)

Moreover, one can writeZ[ω] as the disjoint union ofp cosets ofφZ[ω] as follows,

Z[ω] =
⋃

a∈A
(φZ[ω] + a) , (33)

whereA is a set of minimum-energy coset representatives and|A| = p. This induces a natural homomor-
phism fromZ[ω] to Z[ω]/φZ[ω] via the mod φZ[ω] operation and henceσ , M−1 ◦ mod φZ[ω] is a
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ring homomorphism described as follows,

σ : Z[ω]
mod φZ[ω]→ Z[ω]/φZ[ω]

M
⇆

M−1

Fp. (34)

The mapping from codeword elements to actual transmitted signals (before scaling) is then chosen to
be this ring isomorphismM. It has been shown in [5] [2] that the existence of such ring homomorphism
σ is crucial for exploiting the structural gains in compute-and-forward. Furthermore, this constellation
provides other properties such as good shaping gain (in two-dimensional space) and good quantization of
channel coefficients asZ[ω] corresponds to hexagonal lattices. Upon receiving the signals, the receiverm
first computes the a posteriori probabilities (APP) for a given set of coefficients[bm1, . . . , bmK ] and then
decodes to the codeword̂cRm ∈ C that maximizes the APP. Note that since the encoders adopt the same
linear code, one can then decode the correspondingûm.

Unlike the framework considered in [1] and [2, Section III] in which infinitely-dimensional lattices are
employed for channel coding and data modulation jointly, the separation approach allows one to let the
dimension of channel coding grow while keeping the constellation size small so that optimal decoding is
feasible. This also allows the use of well-developed codes on graphs (e.g., non-binary LDPC) for channel
coding and enables one to employ iterative decoding such as message passing algorithm [28] to further
reduce the decoding complexity. One key drawback of this scheme is that the channel coding has to work
overFp for a constellation withp elements. Hence, the decoding complexity increases dramatically asp
increases. This will be relaxed when the constellations proposed in Section VI are used together with the
multilevel coding/multistage decoding proposed in Section VII.

IV. PROPOSEDPRODUCT CONSTRUCTION OFLATTICES

Motivated by Theorem 2 in [5], we propose the product construction of lattices shown in Fig. 3. Note
that the proposed product construction can be used for generating lattices overZ, Z[i], andZ[ω]. In this
section, we will only talk aboutZ andZ[ω] as the lattices overZ[i] can be obtained in a similar way as
those overZ[ω]. The proposed lattices heavily rely on the existence of ringhomomorphisms described in
the following theorem.

Theorem 14.Let p1, p2, . . . , pL be a collection of distinct rational primes. There exists a ring isomorphism
M : ×L

l=1Fpl → Z/ΠL
l=1plZ. Moreover,

σ : Z
mod ΠL

l=1plZ→ Z/ΠL
l=1plZ

M
⇆

M−1

Fp1 × . . .× FpL, (35)

is a ring homomorphism. Similarly, letφ1, φ2, . . . , φL be a collection of distinct Eisenstein primes that
are relatively prime and with norm|φl|2 = ql for l ∈ {1, . . . , L}. There exists a ring isomorphism
M : ×L

l=1Fql → Z[ω]/ΠL
l=1φlZ[ω]. Moreover,

σ : Z[ω]
mod ΠL

l=1φlZ[ω]→ Z[ω]/ΠL
l=1φlZ[ω]

M
⇆

M−1

Fq1 × . . .× FqL, (36)

is a ring homomorphism.

Proof: We only prove the theorem forZ. It follows that

Z/ΠL
l=1plZ

(a)∼= Z/ ∩L
l=1 plZ

(b)∼= Z/p1Z× . . .× Z/pLZ
(c)∼= Fp1 × . . .× FpL, (37)

where (a) follows from thatplZ are relatively prime, (b) is from Chinese Remainder Theoremin Lemma 10,
and (c) is due to the fact thatZ is a PID and Lemma 9. Therefore, the ring isomorphismM between
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CL

C1

M
Fp1

FpL

Λ∗

+

ΠL
l=1plZ

N

Λ
...

Fig. 3. The proposed product construction of lattices.

the quotient ringZ/ΠL
l=1plZ and the product of fields×L

l=1Fpl exists. Moreover, the modulo operation is
a natural ring homomorphism; hence,σ , M−1 ◦ mod ΠL

l=1plZ is a ring homomorphism.
Throughout the paper, we will refer to a set of minimum-energy coset representatives ofZ/ΠL

l=1plZ
(Z[ω]/ΠL

l=1φlZ[ω]) as thesignal constellation or constellation in short. Also, letCl, l ∈ {1, . . . , L}, be the
set ofall linear (N,ml) codes overFpl (Fql) andC , C1 × . . .× CL. i.e., C is the collection of all codes
that can be represented as the Cartesian product ofL linear codes whose input lengths arem1, . . . , m2,
respectively, overFpl (Fql). The construction consists of the following steps.

1) Let C = C1 × . . .× CL ∈ C whereC l ∈ Cl, l ∈ {1, . . . , L}.
2) DefineΛ∗ , M(C1, . . . , CL) where for all the vectorsc1, . . . , cL with equal length,M(c1, . . . , cL)

is defined as the elementwise mapping.
3) ReplicateΛ∗ over the entireRN (CN ) to form Λ , Λ∗ +ΠL

l=1plZ
N (Λ , Λ∗ +ΠL

l=1φl(Z[ω])
N ).

Note that scaling by real (complex) numbers does not change the structure of a lattice; therefore, throughout
the paper, we useΛ , Λ∗ + ΠL

l=1plZ
N andΛ ,

(

ΠL
l=1pl

)−1
Λ∗ + ZN interchangeably. For the lattices

generated by the proposed product construction, we can showthe following properties.

Theorem 15.Λ is a lattice. Moreover, there exists a sequence of such lattices that are simultaneously
good for MSE quantization and Poltyrev-good under multistage decoding.

Proof: See Appendix A. The proof of the existence of Poltyrev-good lattices closely follows the
proof by Forney in [20] instead of the Loeliger’s proof in [19]. The proof of the existence of lattices good
for MSE quantization is a modification of a recent result by Ordentlich and Erez in [6].

Remark 16. When proving the Poltyrev-goodness, unlike Construction Alattices lettingp → ∞ and
Construction D lattices lettingL → ∞, for the product construction lattices, we letΠL

l=1pl → ∞ and
allow one to play with these two parameters. Therefore, the proposed construction allows us to achieve
the Poltyrev-limit with a significantly lower decoding complexity compared to Construction A lattices as
now the complexity is not determined by the number of elements in Λ∗ but by the greatest divisor in the
prime factorization of|Λ∗|. However, the complexity is higher than that of the Construction D lattices in
[29] [20] whose complexity is always determined by coding over F2. This is a direct consequence of that
all primes should be distinct in the proposed product construction.

Remark 17. The possible value of|Λ∗| is confined in a subset ofN. For example, forZ, the proposed
constellation allows|Λ∗| to be any square-free integer [30]. Nonetheless, the choices of such|Λ∗| are very
rich and absorb Construction A lattices as special cases. The square-free integers are closely related to
the Möbius function and can be identified efficiently without factorizing integers. The interested reader is
referred to [31].
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A. Comparison with Construction D Lattices and its Variant

At first glance, due to its multilevel nature, the proposed product construction looks similar to Con-
struction D [29] [4, Page 232]. We compare and contrast the proposed product construction lattices and
the Construction D lattices overZ[ω] as it is more general. In order to make a detailed comparison,we
first summarize Construction D extended toZ[ω].

Let φ be an Eisenstein prime. From Lemma 8, sinceZ[ω] is a PID,φZ[ω] is a prime ideal and hence
a maximal ideal. If|φ| = q is a rational prime congruent to2 mod 3, from Lemma 9, we have that
Z[ω]/φZ[ω] ∼= F|φ|2 = Fq2 . On the other hand, if|φ|2 = q is a rational prime congruent to1 mod 3,
again from Lemma 9,Z[ω]/φZ[ω] ∼= F|φ|2 = Fq. Therefore, in either case, we have a ring isomorphism
M from F|φ|2 to Z[ω]. This ring isomorphism will later be used for mapping codewords to constellations.

We first construct a set of nested linear codesC1 ⊆ C2 ⊆ . . . ⊆ Cr+1 over F|φ|2 whereCr+1 is the
trivial (N,N)-code andC l is a (N,ml)-code for l ∈ {1, 2, . . . r} with m1 ≤ . . . ≤ mr. The codes are
guaranteed to be nested by choosing{g1, . . . , gN} which spansCr+1 and then using the firstml vectors
{g1, . . . , gml} to generateC l.

We are now ready to state the extended Construction D.
Construction D A lattice ΛD generated by the extended Construction D overZ[ω] with r + 1 level is

given as follows.

ΛD =
⋃







φr(Z[ω])N +
∑

1≤l≤r

∑

1≤i≤ml

φl−1M(ali)M(gi)|ali ∈ F|φ|2







, (38)

where all the operations are overC.
A variant of Construction D called Construction by Code Formula has attracted a lot of attention since

its introduction by Forney in [32], see for example [33] [34][35]. Here, we also provide an extension of
Construction by Code Formula to the complex fieldC. It is known that Construction by Code Formula
does not always produce a lattice and it has been shown very recently in [35] that one requires the
nested linear codes closed under Schur product in order to have a lattice. Similar to Construction by Code
Formula, the extended version does not always generate a lattice.

Construction by Code Formula Let C1 ⊆ C2 ⊆ . . . ⊆ Cr+1 be nested linear codes overF|φ|2 as
described above. A latticeΛcode generated by Construction by Code Formula overZ[ω] with r + 1 level
is given as follows.

Λcode= φr(Z[ω])N + φr−1M(Cr) + . . .+ φM(C2) +M(C1). (39)

Both Construction D and Construction by Code Formula admit an efficient (but suboptimal) decoding
algorithm as follows. The decoder first reduces the receivedsignal by moduloφZ[ω]. This will get rid of
all the contribution fromC2, . . . , Cr+1 and the remainder is a codeword from the linear codeC1. After
successfully decoding, the decoder reconstructs and subtracts out the contribution fromC1 and divides the
results byφ. Now the signal becomes a noisy version (with variance|φ|2 times smaller than the original
noise) of a lattice point from a lattice generated by the sameconstruction with onlyr level. So the decoder
can then repeat the above procedure until all the codewords are decoded. In [20], Forneyet al. show that
Construction D lattices together with the above decoding procedure achieves the sphere bound and hence
is Poltyrev-good.

One main difference between the proposed product construction and the two constructions described
above is that the proposed product construction relies solely on the ring homomorphism while Construction
D and Construction by Code Formula require the linear code ateach level to be nested into those in
the subsequent levels. In addition to this, another fundamental difference is that the proposed product
construction allows the codes used in different levels to beover different fields while Construction D
and Construction by Code Formula require them to be over the same field. Moreover, the mapping from
(FN

|φ|2)
r+1 to (Z[ω])N as a whole used in the two constructions may not possess the ring homomorphism
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property as required by our product construction. i.e., sumof lattice points may not correspond to sum of
codewords overF|φ|2 for C1, . . . , Cr+1. The lack of ring homomorphisms renders these two constructions
not straightforward to be used for compute-and-forward. This difference will be further discussed in
Remark 28 in Section VI-C.

V. PROPOSEDLATTICE-BASED MULTISTAGE COMPUTE-AND-FORWARD

In this section, the proposed lattices are used to generate asequence of nested lattice codes. Due
to the multilevel nature, the proposed nested lattice codesadmit multistage decoding and hence are
computationally less complex. We then replace the nested lattice codes adopted in [1] by the nested
lattice codes generated by the proposed product construction and obtain similar achievable computation
rates with multistage decoding. As corollaries, we also recover the main results in [14] and [22] by our
proposed lattices with multistage decoding.

A. Main Result

Here, we only consider the ring of integersZ and the real channel coefficients, i.e.,hmk ∈ R. The
results for the complex coefficients with eitherZ[i] or Z[ω] can be obtained in a similar fashion. Let
p1, . . . , pL be rational primes andM : ×L

l=1Fpl → Z/ΠL
l=1plZ be the ring isomorphism. We note that each

integeramk ∈ Z can be represented as

amk = āmk +ΠL
l=1plãmk, (40)

where āmk ∈ Z/ΠL
l=1plZ, ãmk ∈ Z. Moreover, each̄amk can be represented by its coordinate in×L

l=1Fpl

as
āmk = M(b1mk, . . . , b

L
mk). (41)

We can also writeam = ām+qãm whereām = M(b1
m, . . . ,b

L
m). In our proposed scheme, each transmitter

decomposes its messagewk into L sub-messageswl
k overFpl for l ∈ {1, . . . , L}. The functions we aim

to compute and the relaym are given by

ul
m , blm1 ⊙wl

1 ⊕ . . .⊕ blmK ⊙wl
K , (42)

for l ∈ {1, . . . , L}. We are now ready to state the main result of this section.

Theorem 18. For given channel coefficientshm and integer vectoram, the computation rateR(hm, am)
described in (30) is achievable under multistage decoding at the relaym.

Now suppose that we only have one transmitter and one receiver and the channel coefficient is1. The
channel reduces to the point to point AWGN channel and the above theorem recovers the main results in
[14] with multistage decoding.

Corollary 19. For the point to point AWGN channel, the proposed nested lattice codes together with
multistage decoding achieves a rate of,1

2
log (1 + P ), the channel capacity.

Also, consider the case we have two transmitters and one receiver with h11 = h12 = 1. The channel
model reduces to the first phase (MAC phase) of the bidirectional relay channel and when settinga11 =
a12 = 1, the above theorem recovers the main results in [22] with multistage decoding.

Corollary 20. For the first phase of the two-way relay channel, the proposednested lattice codes together
with multistage decoding achieves1

2
log
(

1
2
+ P

)

, which is asymptotically optimal in the high SNR regime.
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B. Proof of the Main Result

We consider an ensemble of nested lattice codes that can be regarded as a generalization of the ensemble
in [6] rather than the frequently used one by Erez and Zamir in[14]. We first generate pairs of nested
linear codes(Cl

f , Cl
c) such thatCl

c ⊆ Cl
f for l ∈ {1, . . . , L} as follows,

Cl
c = {Gl

c ⊙wl|wl ∈ F
ml

c
pl
}, (43)

Cl
f = {Gl

f ⊙wl|wl ∈ F
ml

f
pl }, (44)

whereGl
c is aN ×ml

c matrix and
Gl

f =
[

Gl
c G̃l

]

, (45)

whereG̃l is a N × (ml
f −ml

c) matrix. We then generate (scaled) latticesΛf andΛc from the proposed
product construction with the linear codesCl

f andCl
c, respectively, as follows.

Λf , γ
(

ΠL
l=1pl

)−1M(C1
f , . . . , CL

f ) + γZN ,

Λc , γ
(

ΠL
l=1pl

)−1M(C1
c , . . . , CL

c ) + γZN , (46)

whereγ = 2
√
NP . Clearly,Λc ⊆ Λf and the design rate is given by

Rdesign=

L
∑

l=1

ml
f −ml

c

N
log(pl). (47)

The design rate becomes the actual rate if everyGl
f is full-rank which will be fulfilled with high probability.

Moreover, as shown in Appendix A setting
L
∑

l=1

ml
c

N
log(pl) →

1

2

(

4

V
2/N
N

)

, (48)

ensures that the second moment converges toP with high probability and the coarse lattice is good for
MSE quantization. Besides, at the levell for l ∈ {1, . . . , L}, randomly choosingGl

f would result in
a capacity-achieving linear code with high probability, which in turn gives us a Poltyrev-good lattice.
Therefore, in the following, we can assume that the coarse lattice is good for MSE quantization and the
fine lattice is Poltyrev-good.

The transmitterk first decomposes the messagewk into (w1
k, . . . ,w

L
k ), wherewl

k is a length(ml
f −ml

c)
vector overFpl, and bijectively maps it to a lattice pointtk ∈ Λf ∩ VΛc where

tk =
(

γ
(

ΠL
l=1pl

)−1M(c1k, . . . , c
L
k ) + γζk

)

mod Λc, (49)

with ζk ∈ ZN andclk , Gl
f ⊙ [0ml

c
wl

k]
T . It then sends a dithered version

xk = (tk − uk) mod Λc. (50)

Similar to (25), by scaling the receive signal byα and adding the dithers back, one obtains

y′
m = (teq,m + zeq,m) mod Λc, (51)

whereteq,m andzeq,m are as (26) and (27), respectively. Moreover, with the relationshipamk = āmk+ ãmk,
one can further rewrite

teq,m =

(

K
∑

k=1

(āmk +ΠL
l=1plãmk)tk

)

mod Λc

=

(

γ(ΠL
l=1pl)

−1
K
∑

k=1

M(b1mk, . . . , b
L
mk)M(c1k, . . . , c

L
k ) + γãmktk

)

mod Λc

(a)
=

(

γ(ΠL
l=1pl)

−1M
(

K
⊕

k=1

b1mk ⊙ c1k, . . . ,

K
⊕

k=1

bLmk ⊙ cLk

)

+ γζm

)

mod Λc, (52)
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whereζm ∈ ZN and (a) holds becauseM(.) is a ring isomorphism. One can then decode the fine lattice
point corresponding toteq,m by decoding the equivalent codeword

⊕K
k=1 b

l
mk ⊙ clk level by level. This

in turn gives an estimate oful
m for l ∈ {1, . . . , L}. From the Gaussian approximation principle of MSE

quantization good lattices [26] [27, Remark 5], the equivalent noise would become Gaussian in the limit
asN → ∞. Thus, asymptotically, the probability of error is guaranteed to vanish whenever Vol(Λf) is
(slightly) larger than the volume of the noise ball sinceΛf is Poltyrev-good under multistage decoding.
Precisely, similar to the proof of the existence of Poltyrev-good lattices in Appendix A, one can show
that the equivalent channel seen at each level with the noisezeq,m is regular. Letz∗eq,m be the i.i.d.
Gaussian random vector having distributionN (0, σ2

eq,m). Using the regularity of the channel and the fact
that D(Zeq,m‖Z∗

eq,m) = h(Zeq,m) − N
2
log 2π exp(1)σ2

eq,m, one can show by following [20] that the error
probability can be made arbitrarily small whenever

Vol(Λf)
2
N > 2π exp(1)σ2

eq,m2
2
N
D(Zeq,m‖Z∗

eq,m), (53)

which converges to2π exp(1)σ2
eq,m in the limit asN → ∞ if the coarse lattice is good for quantization

[26].
The computation rate per real dimension achieved by this scheme is given by

R =
1

N
log

(

Vol(Λc)

Vol(Λf)

)

=
1

N
log(Vol(Λc))−

1

N
log(Vol(Λf ))

=
1

2
log

P

G(Λc)
− 1

2
log 2π exp(1)σ2

eq,m

(a)
=

1

2
log

(

P

σ2
eq,m

)

=
1

2
log

(

P

|αm|2 + P‖αmhm − am‖2
)

, (54)

where (a) follows from that the coarse lattice is good for MSEquantization. WhenN is sufficiently large,
one can choose the parametersN , pl, ml

c, andml
f such that the design rate is arbitrarily close to the

achievable computation rate derived above. Moreover, whensending signals along real and imaginary
parts independently or considering the ring of Gaussian integers, one recovers the same computation rates
as (30) per complex dimension. Also, when considering the ring of Eisenstein integers, one obtains the
same result in [2].

One example of the proposed multistage compute-and-forward is provided below.

Example 21.Consider the case where we only have two source node and we only focus on the computation
at one destination (relay). Consider the isomorphism in Example 11. LetG1

f = [1, 1]T , G2
f = [1, 2]T , and

G1
c = G2

c = {∅}. i.e., we directly transmit the fine lattice points in this example. Suppose the codewords
are

c11 =

[

1
1

]

, c21 =

[

1
2

]

, c12

[

0
0

]

, c22 =

[

2
1

]

. (55)

Ignoring the scaling factor, one has

x1 = M
([

1
1

]

,

[

1
2

])

=

[

1
5

]

,

x2 = M
([

0
0

]

,

[

2
1

])

=

[

2
4

]

. (56)
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Further, let the channel gains beh1 = 3 = M(1, 0), h2 = 4 = M(0, 1), and assume that there is no
channel noise. The receiver will observe

[

11
31

]

=

[

5
1

]

+ 6 ·
[

1
5

]

= M
([

1
1

]

,

[

2
1

])

+ 6 ·
[

1
5

]

(57)

At his particular destination, the multistage compute-and-forward will then compute[1, 1]T and [2, 1]T

which corresponds to1⊙ c11 ⊕ 0⊙ c12 and0⊙ c21 ⊕ 1⊙ c22, respectively.

VI. PROPOSEDCONSTELLATIONS FORSEPARATION-BASED COMPUTE-AND-FORWARD

In this section, we propose two families of constellations for the separation-based compute-and-forward.
The constellations in the first family are isomorphic to the corresponding extension fields and those in
the second family are isomorphic to the Cartesian product offinite fields; thus, the existence of ring
homomorphisms can be shown. For some cases, the existence ofsuch ring homomorphisms enables the
proposed constellations to be directly used for separation-based compute-and-forward. More importantly,
for both cases, there existZ-module homomorphisms which will be the foundation of the proposed
multilevel coding/multistage decoding scheme proposed inSection VII. This section is concluded in
Section VI-D by providing the general result that absorbs the two proposed families. The reason that
we divide it into two families is because the fundamental theorems used for showing these results are
different and also this will ease the exposition of the results in this section and the next one. It must be
emphasized that the theory required for showing the existence of the homomorphisms has been developed
in [5, Theorem 1 and Theorem 2]. But these specific constructions are not explicitly proposed in [5] and
the multilevel coding/multistage decoding in Section VII is not given in [5]. Also, it is worth noting that
the proposed technique works equally well forZ, Z[i], andZ[ω], but here we particularly focus onZ[ω]
because the constellations obtained fromZ[ω] usually provide the best shaping gain among these three
PIDs.

A. The First Proposed Family of Constellations

Let φ be an Eisenstein prime withφ being the product of a unit and a rational primeq congruent to
2 mod 3. SinceZ[ω] is a PID, from Lemma 8,φZ[ω] is a prime ideal and hence a maximal ideal. Also,
the order of the quotient ringZ[ω]/φZ[ω] is |Z[ω]/φZ[ω]| = |φ|2 = q2. From Lemma 9, one has that

Z[ω]/φZ[ω] ∼= Fq2 . (58)

Thus, the following ring homomorphism exists

σ : Z[ω]
mod φZ[ω]→ Z[ω]/φZ[ω]

M
⇆
M−1

Fq2 . (59)

In order to exploit the structural gain, one then has to design the mappingM : Fq2 → Z[ω]/φZ[ω] such
that it is a ring isomorphism.

Example 22. One example of this construction withq = 5 is given in Fig. 4 where the labeling is the
ring homomorphism and the multiplication inF25 is defined by the irreducible polynomialx2 + 2x + 4
overF5.

One straightforward way to exploit this property is to use

A , Z[ω]/φZ[ω], (60)

and scale the output byγ for satisfying the power constraint, as signal constellation for the separation-based
compute-and-forward framework in [2] and directly apply the ring isomorphism as signal mapping. And in
fact, it can be shown that using Construction A over this family of constellations with appropriately chosen
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Fig. 4. The proposed constellation withq = 5 and a ring homomorphism shown as the labeling with the irreducible polynomialx2+2x+4.

q, one would obtain a sequence of lattices that is simultaneously good for quantization and Poltyrev-good.
This result is summarized in Appendix B.

Directly using constellations from this family implies that one has to work with a very large fieldFq2.
This results in a significantly increased decoding complexity. It should be noted that the ring isomorphism
betweenFq2 andZ[ω]/φZ[ω] induces aZ-module isomorphism betweenZ/qZ × Z/qZ to Z[ω]/φZ[ω].
In the next section, we propose a novel encoding/decoding pair that incorporates the idea of multilevel
coding and multistage decoding [36] [37] which largely relies onZ-module isomorphisms. The proposed
encoding/decoding allows us to work over a potentially muchsmaller fieldFq.

B. The Second Proposed Family of Constellations

Let φ1, φ2, . . . , φL be a collection of distinct Eisenstein primes with|φl|2 = ql, ∀l ∈ {1, 2, . . . , L}
congruent to0 mod 3 or 1 mod 3. In addition, we also requireφ1, φ2, . . . , φL to be relatively prime.
SinceZ[ω] is a PID, we have that eachφlZ[ω] for l ∈ {1, 2, . . . , L} is a maximal ideal. Moreover, we
have the orders|Z[ω]/φlZ[ω]| = |φl|2 = ql for l ∈ {1, 2, . . . , L}. Therefore, one has that

Z[ω]/ΠL
l=1φlZ[ω] ∼= Z[ω]/ ∩L

l=1 φlZ[ω]
(a)∼= (Z[ω]/φ1Z[ω])× . . .× (Z[ω]/φLZ[ω])
(b)∼= Fq1 × . . .× FqL, (61)

where (a) follows from the Chinese Remainder Theorem in Lemma 10 and (b) is from Lemma 9. Therefore,
this implies that the following ring homomorphism exists,

σ : Z[ω]
mod ΠL

l=1φlZ[ω]→ Z[ω]/ΠL
l=1φlZ[ω]

M
⇆

M−1

Fq1 × . . .× FqL, (62)

whereM is a ring isomorphism. We provide several examples as follows.
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Fig. 5. A 21-pt constellation in the second proposed family of constellations withφ1 = 1 + 2ω andφ2 = 3 + 2ω.

Example 23. In this example, we chooseφ1 = 1 + 2ω and φ2 = 3 + 2ω with q1 = 3 and q2 = 7,
respectively. It can be verified thatφ1 andφ2 are relatively prime. Then from Chinese Remainder Theorem,
we have thatZ[ω]/φ1φ2Z[ω] ∼= F3 × F7. The constellation and a ring homomorphism fromZ[ω] to
Fq1 × . . .× FqL are given in Fig. 5 where only the 21 points inside the big hexagon are used (ties can be
broken arbitrarily) as constellation points. Let us provide a small example to illustrate how the compute-
and-forward works according to this specific constellationand mapping. Suppose the source nodes have
c1 = (1, 1) and c2 = (2, 6) in F3 × F7 and these will be mapped tox1 = 1 andx2 = −1, respectively.
Let the channel coefficients beh1 = 1 and h2 = ω and there is no channel noise. In this case, the
receiver will choosea1 = (1, 1) and a2 = (1, 2) since they are closest toh1 and h2, respectively. The
received signal is then given byh1x1 + h2x2 = 1− ω which corresponds exactly to the finite field result
(1, 1) ⊙ (1, 1) ⊕ (1, 2) ⊙ (2, 6) = (0, 6). One can also verify that this ring homomorphism induces a
Z-module homomorphismϕ , M−1 ◦ mod φ1φ2Z[ω] where

M(v1, v2) = v1(2φ2) + v2(3φ1) mod φ1φ2Z[ω], (63)

wherev1 ∈ F3 andv2 ∈ F7.

Although the focus of this section is onZ[ω], we also provide an example fromZ[i].

Example 24. Let φ1 = 1 + 2j andφ2 = 3 + 2j. One has thatZ[i]/φ1φ2Z[i] ∼= F5 × F13. This provides
a constellation with 65 elements and the corresponding ringhomomorphism shown in Fig. 6 where
only the 65 points inside the fundamental Voronoi region areused. One can verify that again, this ring
homomorphism induces aZ-module homomorphismϕ , M−1 ◦ mod φ1φ2Z[ω] where

M(v1, v2) = v1(3φ2) + v2(6φ1) mod φ1φ2Z[i] (64)

wherev1 ∈ F5 andv2 ∈ F13.

Similar to the first proposed family of constellations, one can directly use the set of the coset repre-
sentatives ofZ[ω] → Z[ω]/ΠL

l=1φlZ[ω] as constellations together withM, which is a ring isomorphism,
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Fig. 6. A 65-pt constellation in the second proposed family of constellations overZ[i] with φ1 = 1 + 2j andφ2 = 3 + 2j. We use A, B,
and C to denote10, 11, and12 in F13, respectively.

for signal mapping. But then, one may have to deal with codingover a large ring. Again, the decoding
complexity will increase dramatically as the constellation size increases. Another way to take advantage
of this family of constellations is to regard both sides of (61) as finitely-generated Abelian groups, i.e.,
Z-modules. This implies that

Z[ω]/ΠL
l=1φlZ[ω] ∼= Z/q1Z× . . .× Z/qLZ, (65)

and the followingZ-module homomorphisms exists

ϕ : Z[ω]
mod ΠL

l=1φlZ[ω]→ Z[ω]/ΠL
l=1φlZ[ω]

M
⇆

M−1

Z/q1Z× . . .× Z/qLZ, (66)

where nowM is chosen to be aZ-module isomorphism whose existence is guaranteed by (65).As
mentioned before, the multilevel coding/multistage decoding that will be proposed later in Section VII
only requiresZ-module homomorphisms; hence, in the following, we focus onZ-module homomorphisms
instead of ring homomorphisms. In the following theorem, weprovide an explicit construction ofZ-module
isomorphisms for the proposed constellations.

Theorem 25. Let φ1, . . . , φL be a collection of Eisenstein primes with|φl|2 = ql, ∀l ∈ {1, 2, . . . , L},
congruent to0 mod 3 or 1 mod 3. Also, φ1, . . . , φL are relatively prime. The mappingM satisfying

M(v1, . . . , vL) ,

L
∑

l=1

vlΠL
l′=1,l′ 6=lφl′ mod ΠL

l=1φlZ[ω], (67)

wherevl ∈ Fql, is aZ-module isomorphism fromZ[ω]/ΠL
l=1Z[ω] to Fq1×. . . ,×FqL and henceϕ , M−1◦

mod ΠL
l=1Z[ω] is aZ-module homomorphism.

Proof: Let vlk ∈ Fql for k ∈ {1, 2} and l ∈ {1, . . . , L}. Consider

M(v1k, . . . , v
L
k ) =

L
∑

l=1

vlkΠ
L
l′=1,l′ 6=lφl′ mod ΠL

l=1Z[ω]. (68)
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One has that

M(v11, . . . , v
L
1 ) +M(v12, . . . , v

L
2 ) mod ΠL

l=1Z[ω]

=

L
∑

l=1

(vl1 + vl2)Π
L
l′=1,l′ 6=lφl′ mod ΠL

l=1Z[ω]

=

L
∑

l=1

(vl1 ⊕ vl2 + ξlql)Π
L
l′=1,l′ 6=lφl′ mod ΠL

l=1Z[ω]

=

L
∑

l=1

(vl1 ⊕ vl2)Π
L
l′=1,l′ 6=lφl′ +

L
∑

l=1

ξlqlΠ
L
l′=1,l′ 6=lφl′ mod ΠL

l=1Z[ω]

(a)
=

L
∑

l=1

(vl1 ⊕ vl2)Π
L
l′=1,l′ 6=lφl′ +

L
∑

l=1

ξlφ̄lΠ
L
l′=1φl′ mod ΠL

l=1Z[ω]

=

L
∑

l=1

(vl1 ⊕ vl2)Π
L
l′=1,l′ 6=lφl′ mod ΠL

l=1Z[ω]

= M(v11 ⊕ v12, . . . , v
L
1 ⊕ vL2 ), (69)

whereξl ∈ Z and the equality (a) is due to the fact thatql can be uniquely factorized (up to associates)
asφlφ̄l.

Example 26.We now consider an example that has more than 2 levels. We chooseφ1 = 1−ω, φ2 = 1−2ω,
andφ3 = 3 + 2ω with q1 = 3, q2 = 7, andq3 = 7, respectively. It can be verified thatφ1, φ2, andφ3 are
relatively prime. Then from Chinese Remainder Theorem, we have thatZ[ω]/φ1φ2φ3Z[ω] ∼= F3×F7×F7.
This will give us a constellation with 147 elements shown in Fig. 7 where only the 147 points inside the
big hexagon are used (ties can be broken arbitrarily) as constellation points. TheZ-module homomorphism
provided in (67) are also plotted where one can verify that itis indeed a valid homomorphism.

C. A Special Subclass of the Second Proposed Family of Constellations

We now discuss an interesting subclass of the second proposed family of constellations. The constella-
tions in this subclass have only two levels with equal size. Let φ1 = φ andφ2 = φ̄ with |φ|2 = |φ̄|2 = q
be a rational prime congruent1 mod 3. As mentioned in Section III,φ and φ̄ are relatively prime
and the choices of such primes are abundant. Again, from the Chinese Remainder Theorem, one has that
Z[ω]/φφ̄Z[ω] ∼= F2

q. One interesting feature of this subclass of constellations is that since two levels are over
the same fieldFq, Z-module homomorphisms can be generated by choosing any two linearly independent
vectors as generators. Furthermore, as will be discussed later on, for this subclass of constellations, it
is possible to include the idea of flexible decoding [38]. In what follows, we provide several interesting
examples.

Example 27. Let φ = 3 + 2ω with |φ|2 = 7. Thus, we haveZ[ω]/φφ̄Z[ω] ∼= F2
7. The constellation and a

Z-module homomorphisms generated by

M(v1, v2) , v1 + v2ω mod φφ̄Z[ω]. (70)

wherev1, v2 ∈ Fq, are shown in Fig. 8 where only the 49 points inside the big hexagon are used (ties
can be broken arbitrarily) as constellation points.

In general, there are many other ways to do the labeling. For example, one can incorporate the idea
of Ungerboeck [39] where the minimum intra-subset Euclidean distance is maximized when partitioning
at each level. However, this technique does not guarantee that the resulting mapping has the desired
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Fig. 7. A 147-pt constellation in the second proposed familyof constellations withφ1 = 1− ω, φ2 = 1− 2ω, andφ3 = 3 + 2ω.
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Fig. 9. A 49-pt constellation with a labeling strategy obtained by blind apply Ungerboeck’s idea [39].

homomorphism property. One example of a signal mapping generated by the labeling technique of
Ungerboeck is given in Fig. 9. In each level, we use a ring isomorphism fromF7 to Z to do the labeling.
For example, if the first bit is set to be 0, one observes that all the points inC corresponding to the seven
points (0, 0), (0, 1), . . . , (0, 6) in F2

7 are mapped via a ring isomorphism. Similarly, inside each small
hexagon, the mapping is done via a ring isomorphism. However, one can easily see that this mapping is
in fact not a ring (orZ-module) isomorphism fromF2

7 to Z[ω]. Therefore, although it is a very powerful
mapping technique in point-to-point communication, blindly applying the mapping of Ungerboeck usually
provides significantly less rates as will be shown in SectionVIII.

We now show that it is possible to follow the guideline of Ungerboeck while maintaining the desired
property. For the constellation generated byZ[ω]/φφ̄Z[ω], one way to do this is to choose

M(v1, v2) , v1 + v2φ mod φφ̄Z[ω], (71)

wherev1, v2 ∈ Fq. A labeling generated by this method can be found in Fig. 10 where again the 49 points
inside the big hexagon are used. In this example, one can verify that the intra-subset distance is indeed
maximized. For example, the minimum distance of the set(0, 0), (0, 1), . . . , (0, 6) is the largest one can
get for this constellation. Furthermore, one can also verify that this mapping is indeed an homomorphism.

Remark 28 (Extended Constructions Revisited). One may have already noticed that the homomorphism
we use in (71) resembles the mapping used in the extended Construction by Code Formula. Indeed, if we
use the proposed product construction with this homomorphism, the lattice obtained would be

Λprod = q(Z[ω])N + φC2 + C1, (72)

and the extended Construction by Code Formula would generate

Λcode= φ2(Z[ω])N + φC2 + C1, (73)

whereC1 andC2 areN-dimensional linear codes overFq. These two lattices look very similar. However,
a subtle difference is that when we reduce(Z[ω])N by moduloφ2(Z[ω])N , there is no guarantee that
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Fig. 10. A 49-pt constellation with a labeling strategy obtained by (71).

this mapping is aZ-module homomorphism. This is precisely why the extended Construction by Code
Formula (and the extended Construction D as well) requires the linear codes to be nested in order to
have a lattice. On the other hand, by Chinese Remainder Theorem, we have shown that when we reduce
(Z[ω])N by modulo q(Z[ω])N , Z-module homomorphisms exist and one can easily verify that (71) is
indeed a valid one.

D. The General Result

Here, we summarize in the following theorem the proposed constellations by providing the general
result which absorbs all the proposed constellations and those in [2] as special cases. The proof is similar
to those above and hence is omitted.

Theorem 29. Let φl with |φ|2 = ql congruent to1 mod 3 for l ∈ {1, . . . , L} and φ̃l′ with |φ̃l′| = ql′
congruent to2 mod 3 for l′ ∈ {1, . . . , L′} be a collection of distinct Eisenstein primes that are relatively
prime. The following ring homomorphism exists

σ : Z[ω] → Z[ω]/ΠL
l=1Π

L′

l′=1φlφ̃l′Z[ω]
M
⇆
M−1

×L
l=1Fql ××L′

l′=1Fq2
l′
. (74)

Moreover, when viewing the rings considered as finitely-generated Abelian groups, one has the following
Z-module homomorphism

ϕ : Z[ω] → Z[ω]/ΠL
l=1Π

L′

l′=1φlφ̃l′Z[ω]
M
⇆
M−1

×L
l=1Z/qlZ××L′

l′=1(Z/ql′Z)
2. (75)

This theorem suggests that the constellationZ[ω]/ΠL
l=1φlZ[ω] is suitable for separation-based compute-

and-forward forany collection of Eisenstein primes that are relatively prime.Note that this result indicates
that one can freely choose the primes regardless which congruence classes they belong to. In what follows,
we provide one example of this kind.
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Example 30.Let φ1 = 1+2ω andφ̃1 = 2. It should be noted that|φ1|2 = 3 is congruent to0 mod 3 and
|φ̃1| = 2 is congruent to2 mod 3. Theorem 29 provides thatZ[ω]/φ1φ̃1Z[ω] ∼= F3×F22 . The constellation
and the ring homomorphism is given in Fig. 11 where we use the first index to denote the element inF3

and use the last two indices to denote the element inF22. The multiplication is defined componentwise
and the multiplication overF22 is determined by the irreducible polynomialx2+x+1. One can verify that
the labeling indeed is a ring homomorphism. Moreover, by viewing F22 as the finitely-generated Abelian
group (Z/2Z)2, one obtains aZ-module homomorphism.

VII. PROPOSEDSEPARATION-BASED MULTISTAGE COMPUTE-AND-FORWARD

In this section, we propose a multilevel encoding/multi-stage decoding scheme where onlyZ-module
homomorphisms are required for exploiting the structural gains. For the proposed constellations, the
proposed multilevel coding scheme allows one to significantly reduce the decoding complexity at the
price of a slight rate reduction. Specifically, for the constellations withΠL

l=1ql elements, the employment
of the proposed multilevel coding/multistage decoding admits a low decoding complexity that is dominated
by maxl ql instead ofΠL

l=1ql the constellation size. Before starting, we note that the following description
of the proposed multilevel coding/multistage decoding only considers the second proposed family of
constellations. The other cases can be obtained straightforwardly.

A. Encoding/Decoding

Let φ1, φ2, . . . , φL be a collection of distinct Eisenstein prime with|φl|2 = ql a rational prime congruent
to 0 mod 3 or 1 mod 3. Also,φ1, φ2, . . . , φL are relatively prime. Let the messages be length-N ′ vectors
overFp such that

pN
′ ≈ qm

1

1 · qm2

2 · . . . qmL

L . (76)

Each source nodeSk first splits its input streamwk ∈ FN ′

p into L streams, namelyw1
k ∈ Fml

q1
, . . . ,wL

k ∈
F
mL

qL
. For an Eisenstein primeφ such that|φ| = q is a rational prime congruent to2 mod 3, the encoder
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Fig. 12. The encoder of the proposed multilevel coding scheme.

splits the input stream into two 2 streams which are overFq. Let C l be linear code overFql adopted
in level l and letGl be the generator matrices forl ∈ {1, 2, . . . , L}. The rate of these linear codes are
chosen to beRl = ml/N · log(ql) such that the outputs have the same lengthN . In total, the targeted
computation rate of the proposed multilevel coding/multistage decoding scheme isRMLC =

∑L
l=1Rl. We

individually encode each stream with the corresponding linear code asclk = wl
kG

l for l ∈ {1, 2, . . . , L}.
The encoderk then takesL of these symbols and maps them to a symbol fromA via M , γ ·ϕ−1. The
overall encoding process is summarized in Fig. 12.

The decoder at the destination is a multistage decoder in which when decoding at levell, we treat
all the subsequent levelsl′ > l as unknown and regard the decoding at all the previous levelsl̃ < l as
correct. For this decoder, since we only consider one level at a time, the decoding performed at thelth
level only deals with the code overFql. Therefore, using the multilevel coding with multistage decoding
for compute-and-forward only requiresZ-module homomorphisms (fromZ[ω] to Fq1 × . . .×FqL) instead
of ring homomorphisms. This can also be seen from the examples provided in Section VI where it is
evident that when considering only one level, the equivalent constellation is a modulo version of aql-ary
pulse amplitude modulation (PAM). In the following, we describe the details of the proposed decoding
algorithm.

At the first stage of decoding, givenb11, b
1
2 ∈ Fq1 , in order to decode the first data stream, the decoder

first computes thea posteriori probabilities given by

P
(

c̃1R[n] = c|y[n]
)

∝
∑

c11,c
1
2∈Fq1 :

b1
1
c1
1
⊕b1

2
c1
2
=c

∑

cl1,c
l
2∈Fql

l∈{2,...L}

exp
[

−
∥

∥h1M(c11, . . . , c
L
1 ) + h2M(c12, . . . , c

L
2 )− y[n]

∥

∥

2
]

, (77)

for all c ∈ Fq1 and for each codeword dimensionn. According to thesea posteriori probabilities, the
decoder forms the first level’s estimate given by

ĉ1R = argmax
c∈C1

N
∏

n=1

P
(

c̃1R[n] = c[n]|y[n]
)

, (78)

wherec[n] denotes thenth element of the codewordc ∈ C1.
At the lth level, l ∈ {2, . . . , L}, we assume the decoding at the levels1, . . . , l − 1 is correct and

regards the signals from the levelsl + 1, . . . , L as unknown. Given(bl1, b
l
2), the destination computes the
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correspondinga posteriori probabilities given by

P
(

c̃lR[n] = c|y[n], ĉ1R[n], . . . , ĉl−1
R [n]

)

∝
∑

cl̃1,c
l̃
2∈Fq

l̃
:

bl̃1c
l̃
1⊕bl̃2c

l̃
2=ĉl̃

R
[n]

l̃∈{1,...,l−1}

∑

c21,c
2
2∈Fq:

b2
1
c2
1
⊕b2

2
c2
2
=l

∑

cl
′
1 ,c

l′
2 ∈Fq

l′

l′∈{l+1,...,L}

exp
[

−
∥

∥h1M(c11, . . . , c
L
1 ) + h2M(c12, . . . , c

L
2 )− y[n]

∥

∥

2
]

, (79)

for all c ∈ Fql and for each codeword dimensionn. Similar to the first level, the decoder then forms the
lth level’s estimate as

ĉlR = argmax
c∈Cl

N
∏

n=1

P
(

c̃lR[n] = c[n]|y[n], ĉ1R[n], . . . , ĉl−1
R [n]

)

. (80)

Remark 31. As shown in [40], for traditional multilevel coding scheme,adding an interleaver/deinterleaver
pair prevents burst error propagation to the next level and hence improves the error probability. Similarly,
for the proposed multilevel compute-and-forward scheme, one can also add an interleaver/deinterleaver pair
at the encoder/decoder of each level to mitigate the effect of erroneous decoding at the previous first levels.
Another way to potentially further lower the error probability is to perform iterative multistage decoding
proposed in [41]. However, since the focus of this paper is onthe analysis of achievable computation rate
instead of error probability, we do not pursue these potential extensions.

B. Suboptimal Decoders

Motivated by the decoding algorithm in [20] for Construction D lattices, a suboptimal but less complex
decoding algorithm can be implemented for the proposed constellations with the homomorphism given
in (67) as follows. Let us first assume that the channel gains are equal to 1 andγ = 1 for the sake of
simplicity. One observes that in the homomorphism (67),φ1 appears in the coefficient of every term except
for the first term. Note that all theφls are relatively prime. Hence, when decoding the first codeword one
can first knock out the contribution from all the other codewords by simply forming

y1 = y mod φ1Z[ω]. (81)

The decoder then decodes toĉ1R from y′
1. For the levelsl ∈ {2, . . . , L− 1}, the decoder subtracts all the

effects from the previous levels and knocks out all the contributions from the next levels via forming

yl =

(

y −
l−1
∑

s=1

ΠL
i=1,i 6=sφiĉ

s
R

)

mod φlZ[ω]. (82)

The decoder then formŝclR the output of the decoder at thelth level fromyl. This makes the channel
experienced by thelth coded stream a single level additivemod φlZ[ω] channel. As mentioned in [20],
the above procedure will cause suboptimality only in the lowSNR regime. In the last level of decoding,
one does not have to do the modulo operation as there is only one level left. Therefore, the decoder at
the last level directly decodeŝcLR from

yL =

(

y−
L−1
∑

s=1

ΠL
i=1,i 6=sφiĉ

s
R

)

. (83)

We summarize the procedure of the suboptimal decoder in Fig.13. It should be noted that when channel
coefficients are noth1 = h2 = 1, similar to [1], one can first use an linear minimum mean squared
error (MMSE) estimator to approximate the channel coefficients to a pair of Eisenstein integers and then
quantize the scaled received signal to the Eisenstein integer combination of transmitted signals.
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modφ1

y y1

...

(C1)−1
ĉ1R

...

X

ΠL
i=2φi

+
+−

modφ2
y2

(C2)−1
ĉ2R X

ΠL
i=1,i6=2φi

+
+−

yL

(CL)−1
ĉLR

Fig. 13. The proposed suboptimal decoder for the multilevelcoding/multistage decoding scheme with the second proposed family of
constellations and homomorphisms in (67).

modφ1

y

ỹ1

...

(C1)−1 ĉ1R

modφL
ỹL

(CL)−1 ĉLR

...

Fig. 14. The proposed parallel decoder for the multilevel coding/multistage decoding scheme with the second proposed family of
constellations and homomorphisms in (67).

A decoding algorithm that is even less complex and causes more rate reduction is given in Fig. 14
which is referred to as the parallel decoder due to that it canbe implemented in a parallel fashion. This
decoder simultaneously forms

ỹl = y mod φlZ[ω], (84)

and then directly decodeŝclR. As mentioned before, sinceφls are relatively prime, the modulo operation
will get rid of the contributions from all but thelth level. However, in addition to having amod φlZ[ω]
channel, this decoder also gives away the knowledge of previously decoded codeword and hence is worse
than the previous one.
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C. Achievable Computation Rate

In [37], using the chain rule of mutual information [42], Wachsmannet al. show that multilevel coding
incurs no loss in terms of the achievable information rate for point to point communication. The same
proof works for our construction as well, which we summarizehere. LetC1, . . . , CL be the codebooks
used for level1, . . . , L, respectively, and letC1, . . . ,C2 be the corresponding random variables. Also,
notice that the mapping between(C1, . . . , CL) andA is bijective. One has that

RAWGN = I(Y;A) = I(Y;M(C1, . . . ,CL))

(a)
= I(Y;C1, . . . ,CL) =

L
∑

l=1

I(Y;Cl|C1, . . . ,Cl−1), (85)

where (a) is due to the fact thatM is bijective.
Now, we provide the achievable information rates of the proposed schemes for compute-and-forward.

We first consider the case when multilevel coding/multistage decoding is not used. We restrict ourself to
codes over fields (i.e., codes over rings are not considered in this paper). For the first proposed family
in Section VI-A, one can choose to directly work overFq2. Also, for the special subclass of second
proposed family of constellations in Section VI-C, one can endow a matrix multiplication toF2

q so that
again one can directly work overFq2. Now letC be a linear codebook overFq2 and letC1 andC2 be the
corresponding random variables at source nodes 1 and 2, respectively. The achievable computation rate
of directly working overFq2 can be written as

Rdirect = max
b1,b2∈Fq2

I(Y; b1C1 ⊕ b2C2), (86)

where the subscript ”direct” stands for that we directly work over the extension field.
For the case when multilevel coding/multistage decoding scheme is adopted (which works for all the

proposed constellations), letC1, . . . , CL be the linear codebooks adopted for level1, . . . , L, respectively,
and let C1

k, . . . ,C
L
k be the corresponding random variables at source nodek. One has the achievable

computation rate given by

RMLC = max
bl1,b

l
2 ∈Fql

l∈{1,...,L}

I(Y; b11C
1
1 ⊕ b12C

1
2, . . . , b

L
1C

L
1 ⊕ bL2C

L
2 )

= max
bl1,b

l
2 ∈Fql

l∈{1,...,L}

L
∑

l=1

I(Y; bl1C
l
1 ⊕ bl2C

l
2|b11C1

1 ⊕ b12C
1
2, . . . , b

1
1C

l−1
1 ⊕ b12C

l−1
2 )

=

L
∑

l=1

I(Y; b∗l1 C
l
1 ⊕ b∗l2 C

l
2|b∗11 C

1
1 ⊕ b∗12 C

1
2, . . . , b

∗1
1 C

l−1
1 ⊕ b∗12 C

l−1
2 ), (87)

whereb∗lk for k ∈ {1, 2} and l ∈ {1, . . . , L} are the maximizers. Note that this information rate may be
achieved by using agood linear code at thelth level with the rate set to be

Rl
MLC = I(Y; b∗l1 C

l
1 ⊕ b∗l2 C

l
2|b∗11 C

1
1 ⊕ b∗12 C

1
2, . . . , b

∗1
1 C

l−1
1 ⊕ b∗12 C

l−1
2 ). (88)

Remark 32. When we consider the proposed constellations withq2 elements, it should be noted that
Rdirect andRMLC are in general not the same. It is because forCk = (C̃1

k, C̃
2
k), given b1, b2 ∈ Fq2, there

may not exist̃b11, b̃
2
1, b̃

1
2, b̃

2
2 ∈ Fq such that

b1C1 ⊕ b2C2 = (b̃11C̃
1
1 ⊕ b̃12C̃

1
2, b̃

2
1C̃

2
1 ⊕ b̃22C̃

2
2), (89)

and C̃
1
k, C̃

2
k are valid codewords overFq. In what follows, we include the idea of flexible decoding [38]

so that the multilevel coding/multistage decoding scheme can recover all the combinations inFq2 and can
potentially do more.
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One can also get the achievable rates with the suboptimal decoder and that with the parallel decoder
as follows.

Rsub= max
bl1,b

l
2 ∈Fql

l∈{1,...,L}

L
∑

l=1

I(Yl; bl1C
l
1 ⊕ bl2C

l
2)

=

L
∑

l=1

I(Yl; b∗l1 C
l
1 ⊕ b∗l2 C

l
2), (90)

and

Rpara= max
bl1,b

l
2 ∈Fql

l∈{1,...,L}

L
∑

l=1

I(Ỹl; bl1C
l
1 ⊕ bl2C

l
2)

=

L
∑

l=1

I(Ỹl; b∗l1 C
l
1 ⊕ b∗l2 C

l
2), (91)

where againb∗lk for k ∈ {1, 2} andl ∈ {1, . . . , L} are the maximizers. Again, these rates may be achieved
by setting the rate atlth level to beRl

sub= I(Yl; b∗l1 C
l
1⊕b∗l2 C

l
2) andRl

para= I(Ỹl; b∗l1 C
l
1⊕b∗l2 C

l
2), respectively

D. Flexible Decoding

For the proposed constellations withq2 elements, i.e., those in the first proposed family or in the special
class of the second proposed family, there is an interestingextension that may potentially increase the
achievable computation rates. The idea is to restrict the codes used in the two levels (they are over the
same fieldFq) to be the same, i.e.,C1 = C2. By doing this, one can incorporate the idea of flexible
decoding [38] into our framework. By doing this, in additionto the original choice we have had

b11c
1
1 ⊕ b12c

1
2 and b21c

2
1 ⊕ b22c

2
2, (92)

whereb11, b
2
1, b

1
2, b

2
2 ∈ Fq, one can decode to something else. For example,

b̃11c
1
1 ⊕ b̃22c

2
2 and b̃21c

2
1 ⊕ b̃12c

1
2, (93)

where b̃11, b̃
2
1, b̃

1
2, b̃

2
2 ∈ Fq. More precisely, one can decode the received signal to

[c1R, c
2
R]

T = [B1B2]









c11
c21
c12
c22









, (94)

whereB1 andB2 are chosen fromB the set of all 2 by 2 full-rank matrices with elements inFq. This is
because now all the codes used are identical so thatc11, c

2
1, c

1
2, c

2
2 are codewords from a same linear code.

This approach allows rich choices of functions that one can decode to and hence may result in a higher
rate in general. We now summarize the computation rates achieved by the proposed scheme with flexible
decoding in the next theorem.

Theorem 33.The achievable computation rate for the proposed constellations with the proposed multilevel
coding scheme and with flexible decoding is given by

Rflex ≤ max
B1,B2∈B

min

{

I(Y;C1
R|C2

R), I(Y;C
2
R|C1

R),

1

2
I(Y;C1

R,C
2
R), I(Y;C

1
R,C

2
R|C1

R ⊕ C
2
R)

}

, (95)
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whereC1
R andC2

R are given in (94) and are dependant on the choices ofB1 andB2.

Proof: This theorem is aFq version of Theorem 1 in [38] and the proof is hence omitted.
Note that multiplication overFq2 can be represented as multiplication of a matrix and a vectorover

Fq. Thus, settingC1 = C2 enables the proposed scheme with flexible decoding to recover all the linear
combinations of codewords overFq2. For example, letb ∈ F25 whose multiplication is defined by the
irreducible polynomialx2 + 2x + 4 as in Example 22 andb = b1x + b2 with b1, b2 ∈ F5. Also, let
c = c1x+ c2 wherec1 ∈ C1 andc2 ∈ C2 overF5. Then, one has that

b · c = b1c1x2 + (b2c1 ⊕ b1c2)x+ b2c2

= (b2c1 ⊕ 3b1c1 ⊕ b1c2)x+ (b2c2 ⊕ b1c1)

=

[

b2 ⊕ 3b1 b1

b1 b2

] [

c1

c2

]

. (96)

Therefore, every linear combination of codewords overF25 of the formb1c1⊕ b2c2 can be represented as
a linear combination of codewords overF5 by choosing

B1 =

[

b21 ⊕ 3b11 b11
b11 b21

]

, (97)

and

B2 =

[

b22 ⊕ 3b12 b12
b12 b22

]

. (98)

However, this still does not mean that the proposed multilevel coding scheme together with flexible
decoding would achieve the same rate with that provided by the code overFq2. The reasons for this are
twofold. One is that setting the linear codes to be the same imposes an extra constraint on the rate as
shown in the last term of Theorem 33. Second, the symmetric capacity may not touch the boundary of
the sum rate limit for the underlying MAC channel. It is interesting to see when setting the codes to be
the same would not result in the above penalty. Currently we have been able to identify some special
cases for which one can ignore the second penalty. For example, we have the following theorem which
includes the symmetric bidirectional relaying problem studied in [22] and the simulation setup in Fig. 17
as special cases.

Theorem 34. Let h1 = |h1|ejθ andh2 = |h2|ejθ, i.e., they have a same phaseθ. Also let the functions
for the two levels to be the same, i.e.,b1k = b2k = bk ∈ Fq. Then the symmetric capacity always lies on
the boundary of the sum rate limit of the underlying MAC channel.

Proof: See Appendix C.
It is worth mentioning that despite the above extra penalties, for many cases the proposed multilevel

coding scheme with flexible decoding may in fact result in a higher achievable computation rate than
that provided by directly coding overFq2 . This can be seen from the fact that, in general, there are many
full-rank matricesB1 andB2 which are not in the form of (97) and (98), respectively. i.e., there exist
many decoding functions for the proposed scheme with flexible decoding which can not be provided by
the scheme directly coding overFq2 . This makes the proposed scheme to be robust to phase shift. Similar
results can be found in [38].

VIII. S IMULATION RESULTS

In this section, we use the Monte-Carlo method to evaluate the achievable computation rates. We first
compare the computation rates achieved by using different mappings for the proposed constellations.
After this, we provide comparisons on the performance of theproposed constellations with the proposed
multilevel coding/multistage decoding and that with direct coding overFq2 . In order to show that the
proposed scheme indeed can approach those theoretic limitswith reasonable complexity, we also simulate
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the proposed scheme with an ensemble of linear codes with iterative decoding. Recently, it has been shown
in [43] [44] [45] that the ensemble of spatially-coupled LDPC codes (or LDPC convolutional codes) [46]
[47] [48] universally achieve the capacity for the class of binary memoryless symmetric channels under
belief propagation (BP) decoding [28]. Motivated by this success, we choose the linear code at thelth
level to be an non-binary spatially-coupled LDPC code overFql with BP decoding at the receiver. The
ensemble we will use is the(dl, dr, L′) ensemble introduced in [43, Section II-A] (here we useL′ to
denote the coupling length instead ofL to avoid confusion with the number of levelsL). This can be
regarded as the extension of the LDA lattices in [49] [50] or the SCLDA lattices in [51] to the proposed
product construction.

A. Comparison of Different Mappings

For point-to-point communication, one of the most popular and most frequently used labeling strategy for
multilevel coding is the one introduced by Ungerboeck [39].The design guideline of this labeling strategy
is to maximize the minimum intra-subset Euclidean distance. However, as mentioned in Section VI-C, this
labeling strategy does not guarantee the homomorphism property that has been shown crucial for compute-
and-forward problem. In what follows, we present some comparisons of the proposed mappings. We will
show that indeed, as suggested in [5] and [2], homomorphismsare crucial for compute-and-forward.

We consider the constellation with the Eisenstein primeφ = 3+2ω. Note that|φ|2 = 7 is congruent to
1 mod 3; therefore, this belongs to the special subclass of the second proposed family of constellations
with |A| = 49. As mentioned before, for constellations in this subclass,one can freely choose any two
linear independent vectors to generate aZ-module homomorphism. In the following, we briefly compare
the achievable computation rates for two such homomorphisms, namely the one in (70) (which is referred
to as mapping 1) and the one uses the idea of Ungerboeck in (71), also in Fig. 10 (which is referred to
as mapping 2). In Fig. 15, we simulate the achievable computation rates for the case whenh1 = h2 = 1
in order to avoid unnecessary distraction from the self-interference [1]. One observes that the sum rates
provided by the two mappings are the same. In the following simulations, since we will be focusing on
the sum rates, we will only consider the proposed mapping 1 asthe two mappings provide the same sum
rates. On the other hand, the rates achieved at each level forthe two mappings are quite different. This is
because the minimum distances and the numbers of nearest neighbors at each level of the two mappings
are different. Therefore, although the sum rates are the same, in practice, one can choose the mapping
that is more suitable to the problem at hand. The cut-set upper boundlog(1+SNR) and the computation
rates achieved by infinitely-dimensional latticelog(.5 + SNR) [22] are also plotted for comparison. One
observes that there is a gap between the theoretic bounds andthe proposed scheme in the moderate SNR
regime. This is the shaping loss suffered by the separation-based compute-and-forward.

We then compare the performance of the proposed labeling andthe labeling obtained from applying
Ungerboeck’s idea blindly, which we refer to as naive Ungerboeck labeling. Again, we consider the
constellation with the Eisenstein primeφ = 3 + 2ω. For the proposed multilevel coding scheme, we use
the homomorphism in (70) (mapping 1) as a labeling strategy.Moreover, for this family of constellations,
a mapping obtained from the idea of Ungerboeck is given in Fig. 9 where only the 49 points inside
the big hexagon are used. The channel coefficients are again set to beh1 = h2 = 1. One observes in
Fig. 16 that the proposed labeling substantially outperforms the naive Ungerboeck labeling in the high
SNR regime. This is because Ungerboeck’s labeling does not guarantee the homomorphism which has
been shown to be crucial for compute-and-forward. For example, 1 and 1 + ω in C correspond to[5, 0]
and [1, 0] in F7, respectively, and1+ (1+ω) = 2+ω in C corresponds to[6, 1] in F2

7 which is not equal
to [3, 0]+ [1, 0] = [4, 0] in F2

7. The lack of a homomorphism renders the Ungerboeck’s labeling ineffective
for compute-and-forward in terms of the achievable computation rate. This coincides with and reinforces
the main observation in [5] and [2] that homomorphisms are crucial for compute-and-forward.
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Fig. 15. Achievable rates of the proposed scheme with the mapping in (70) and that with the mapping in (71).
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Fig. 16. Achievable rates of the proposed constellation with the proposed labeling and that with the naive Ungerboeck labeling.
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Fig. 17. Achievable rates of the proposed construction withand without multilevel coding. For the one with multilevel coding, the achievable
rate achieved by each level is also plotted. The channel coefficients are set to beh1 = h2 = 1.

B. MLC vs. Coding over Fq2

Here, we compare the achievable computation rates of the proposed constellations with the proposed
MLC and the one directly coding overFq2. The Eisenstein prime that we use in the following simulations
is φ = 5, i.e., |A| = 25. Since5 is congruent to2 mod 3, this belongs to the first proposed family of
constellations. Hence, one can choose either to directly carry out the separation-based scheme with the
ring homomorphism given in Example 22 or to implement the proposed multilevel coding and multistage
decoding scheme. In what follows, we do both and compare the achievable rates of these approaches
given in (86) and (87).

In Fig. 17, we show the achievable rates of the proposed constellation with multilevel coding where
each level employs a linear code overF5 and that with a linear code overF25. The ring homomorphism
adopted is as shown in Example 22. For the multilevel coding scheme, the rate achieved by each level is
also shown. The transmitted SNR is ranging from -10 dB to 40 dB. The channel coefficients are set to be
h1 = h2 = 1 in order to simulate the scenario when there is no self-interference. In this case, one can see
from the figure that using the proposed constellations with multilevel coding incur no rate loss compared
to the scheme directly working overF25. It is because for this case, both schemes would choose to decode
the received signal to the sum of the messages (over the corresponding fields) and element-wise addition
in the base field is equivalent to addition in the extension field.

We then compare the average achievable rates of the proposedconstellation in Fig. 4 with and without
multilevel coding. For the proposed multilevel coding scheme, we also plot the rates achieved at each level.
We average over 100 pairs of channel coefficients drawn fromCN (0, 1) (i.e., its norm has a Rayleigh
distribution). The results are shown in Fig. 18 where one cansee that the scheme directly working overF25

provides a slightly higher rate than that provided by the multilevel coding which works overF5. However,
the gap becomes smaller and smaller as the SNR increases. Onealso observes that after roughly26 dB,
the gap becomes negligible and the proposed multilevel coding scheme overF5 outperforms the scheme
working overF19. This shows that using the proposed scheme overF5, one can perform very close to the
scheme overF25 and outperform the scheme overF7 andF19 in the high SNR regime with a substantially
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Fig. 18. Average information rates of the proposed constellation with multilevel coding overF5 and that with a linear code overF25.
Averaging 100 pairs of channel coefficients drawn fromCN (0, 1).

lower computational complexity.
In this figure, we also show the result of using the spatially-coupled LDPC codes with BP decoding. For

the first level, the designed rate is set to be1/2 log(5) so that one can directly use the(3, 6, 64) spatially-
coupled LDPC ensemble [43]. The number of variable nodes at each position, i.e., the protograph lifting
factor, is chosen to be 10000; hence, the overall code lengthis 1.29 · 106. For the second level, the same
ensemble is used but is punctuated such that the rate becomesthe one corresponding to the theoretic
limit. The threshold is determined by the maximum noise variance for which no codeword errors were
observed in the simulation of 10 consecutive codewords. In this figure, one can see that including the rate
loss from the termination, we have been able to observe a threshold when SNR is equal to 9 dB, which
is 0.46 dB away from the theoretic limit.

Remark 35. Although, in Section VII-D, the proposed scheme with flexible decoding has been suggested
to potentially achieve higher rates and to recover the ratesachieved by directly coding overFq2, we do
not use it in the preceding simulations. It is mainly becausethe number of functions one can decode
to grows very rapidly withq. In fact, the number of choices of eachBi is (q2 − 1)(q2 − q) and it is
extremely time-consuming to run the Monte-Carlo simulation for all the possible choices ofBi and find
the one that maximizes the achievable rates. Thus, efficientalgorithms are called for. So far there have
been some work in the literature on efficient algorithms of finding approximately optimallinear functions
[52]. It is interesting to design efficient algorithms for the proposed scheme with flexible decoding in
which the functions maynot be linear. We leave this problem to future work. Nevertheless, the results in
this section suggest that even without the flexible decoding, the proposed multilevel coding scheme still
performs very close to the one directly coding overFq2 .

C. Achievable Rates for Constellations with Different Size

In Fig. 19, we plot the achievable computation rates for the separation-based compute-and-forward
with constellations with7 elements, that with13 elements, and that with19 elements from [2]. Also, the
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Fig. 19. Achievable rates for constellations with different size.

achievable rates for the proposed multilevel coding/multistage decoding with proposed constellations with
21 elements, that with25 elements, and that with49 elements are plotted. The channel coefficients are
set to beh1 = h2 = 1 in this figure. One can see that the proposed scheme together with the proposed
constellations provide a way to extend the separation-based compute-and-forward to the high rate regime
with a relatively lower complexity. Specifically, the decoding complexity for the constellations with21,
25, and49 elements is dominated by the decoding complexity for codes overF7, F5, andF7, respectively.
This is at least as low (in terms of order) as using separation-based compute-and-forward for constellation
with 7 elements. Similar results can also be observed in Fig. 20 forthe average (over 100 realizations)
achievable rates when the channel coefficients are drawn from CN (0, 1).

D. Comparison of Different Decoders

In Fig. 21, we compare the achievable computation rates for the proposed scheme with a multistage
decoder, that with the suboptimal decoder, and that with theparallel decoder discussed in Section VII.
The constellation adopted is the 49 elements constellationgenerated byφ1 = 3 + 2ω and its complex
conjugate and the channel coefficients are set to beh1 = h2 = 1. One observes that, as expected, the
multistage decoder performs the best among these decoders as it is also the most complex one. On the
other hand, although being suboptimal, the suboptimal decoder can provide rates close to that provided
by the multistage decoder. For the parallel decoder, the achievable rates are much worse than that for the
other two in the low SNR regime but it is still interesting in the medium and high SNR regime due to
its low complexity and low latency.

E. Comparison of Complexity

We present a numerical result for providing a rough comparison of the decoding complexity between
the proposed scheme and the one directly coding over the prime field for separation-based compute-and-
forward. This can also be deemed as the comparison of the decoding complexity between the proposed
product construction lattices and Construction A latticesboth with the underlying codes being LDPC
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Fig. 21. Average achievable rates for constellations with different size.
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codes. Recall that for Construction A lattices the decodingcomplexity is dominated by|Λ∗| while for the
proposed product construction lattices, it only depends onthe greatest divisor of|Λ∗|. For coding overFq,
we assume that aq-ary LDPC code is implemented and the decoding algorithm in [53] with complexity
O(q log(q)) is adopted. In Fig. 22, we provide a comparison of the decoding complexity for Construction A
lattices and the proposed product construction lattices. Note that for the proposed construction of lattices,
we exclude those lattices generated by prime numbers since for those the complexity is the same as using
Construction A. One observes that the proposed product construction significantly reduces the decoding
complexity. Moreover, one can expect the gain to be larger and larger as the constellation size increases.

IX. CONCLUSIONS

A novel construction of lattices called the product construction has been proposed. The existence of a
sequence of lattices generated by the product constructionthat are good for MSE quantization and Poltyrev-
good under multistage decoding has been shown. This has allowed us to perform lattice-based multistage
compute-and-forward for achieving the same information-theoretic results in [1] using multistage decoding.

We have used the proposed lattices to generate signal constellations that are suitable for separation-based
compute-and-forward. Using the idea of multilevel coding and multistage decoding, we have proposed a
low complexity scheme called separation-based compute-and-forward that would substantially reduce the
decoding complexity in the high rate regime. We have also showed that the use of multilevel coding and
multistage decoding incurs no essential rate loss in the regions that one would operate on. Moreover, for
some special cases, the proposed scheme can be further extended by incorporating the idea of flexible
decoding in [38] for potentially increasing the achievablecomputation rate.

APPENDIX A
PROOF OFTHEOREM 15

In this appendix, we prove Theorem 15. Particularly, we focus onZ the ring of integers and the proof
for Z[ω] can be obtained in a similar fashion. In this appendix, we will slightly abuse the notation and
write q , ΠL

l=1pl.



38

A. Λ is a Lattice

We first prove thatΛ is a lattice. i.e.,Λ is a discrete subgroup ofRN which is closed under reflection
and real addition. SinceM(0, . . . , 0) = 0 and0 ∈ C l, we have0 ∈ Λ. Let cl1, c

l
2 ∈ C l and let

λ1 = M(c11, . . . , c
L
1 ) + qζ1, (99)

λ2 = M(c12, . . . , c
L
2 ) + qζ2, (100)

whereζ1, ζ2 ∈ ZN . It is clear thatλ1 andλ2 are elements inΛ. One has that

λ1 + λ2 = M(c11, . . . , c
L
1 ) +M(c12, . . . , c

L
2 ) + qζ3

(a)
= M(c11 ⊕ c12, . . . , c

L
1 ⊕ cL2 ) + qζ ′3

(b)
= M(c13, . . . , c

L
3 ) + qζ ′3, (101)

whereζ3, ζ ′3 ∈ ZN andcl3 , cl1⊕cl2 ∈ C l. Note that (a) follows from the fact thatM is an isomorphism, and
(b) is due to the fact thatC l for l ∈ {1, . . . , L} are linear codes. Now, one can see thatM(c13, . . . , c

L
3 )+qζ3

is indeed an element inΛ. Moreover, choosingcl2 such thatcl3 = 0 for all l ∈ {1, . . . , L} and choosing
ζ2 such thatζ ′3 = 0 makeλ2 the additive inverse ofλ1. Therefore,Λ is a lattice.

B. Existence of Poltyrev-Good Lattices

We begin by noting that any latticeΛ generated by Construction A can be written as (up to scaling)
Λ = Λ∗ + pZN , whereΛ∗ is a coded level resulting from mapping a(N, k) linear code toZN

p via a ring
isomorphism andpZn , Λ′ can be viewed as an uncoded level. As shown in [20], one can first reduce the
received signal by performingmod Λ′. This will make the equivalent channel aΛ/Λ′ channel. When
the underlying linear code is capacity-achieving for theΛ/Λ′ channel, the probability of error for the
first level can be made arbitrarily small. Moreover, by choosing p arbitrarily large, the probability that
one would decode to a wrong lattice point inside the same coset can be made arbitrarily small. i.e., the
probability of error for the second level can be made arbitrarily small. Forneyet al. in [20] showed the
existence of a sequence of Poltyrev-good lattices under theabove two conditions.

In the following, we closely follow the steps in [20] to show the existence of Poltyrev-good lattices
generated by our product construction. Letp1, p2, . . . , pL be a collection of distinct odd primes. Similar to
lattices from Construction A, one can view the lattices fromproduct construction asΛ = Λ∗ +ΠL

l=1plZ
N

whereΛ∗ is obtained from the steps 1) and 2) in Section IV andΠL
l=1plZ

N , Λ′ is an uncoded level.
Similar to [20], the probability of error in the uncoded level can be made arbitrarily small when we
chooseΠL

l=1pl sufficiently large. Therefore, one then has to show that the linear codeC1× . . .×CL over
Fp1 × . . .×FpL together with the mappingM is capacity-achieving for theΛ/Λ′ channel under multistage
decoding.

Now, by the chain rule of mutual information [42], one has that

I(Y;X) = I(Y;M(C1, . . . ,CL))

= I(Y;C1, . . . ,CL) =
L
∑

l=1

I(Y;Cl|C1, . . . ,Cl−1)). (102)

Hence, the only task remained is showing that linear codes over Fpl can achieve the conditional mutual
informationI(Y;Cl|C1, . . . ,Cl−1). To this end, we follow the proof in [20] and show that the equivalent
channel at each level is regular in the sense of Delsarte and Piret [54].

As restated in [20], a channel with transition probabilities {f(y|b), b ∈ B, y ∈ Y } is regular if the input
alphabet can be identified with an Abelian groupB that acts on the output alphabetY by permutation.
In other words, if a set of permutations{τb, b ∈ B} can be defined such thatτb(τb′(y)) = τb⊕b′(y) for all
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b, b′ ∈ B andy ∈ Y such thatf(y|b) depends only onτb(y). Note that since we are considering theΛ/Λ′

channel, the additive noise is actually theΛ′-aliased Gaussian noise given by

fΛ′(z) =
∑

λ∈Λ
gη2(z + λ), z ∈ R

N , (103)

wheregη2(.) is the Gaussian density function with zero mean and varianceη2.
Now, suppose we are at thelth level’s decoding. i.e., all the codewords in the previouslevels have

been successfully decoded. The receiver first subtracts outthe contribution from the previous levels by
y−M(c1, . . . , cl−1, 0, . . . , 0) mod Λ′. We show that the equivalent channel seen at thelth level’s decoding
is regular. Forb ∈ Fpl define

b ,











M(0, . . . , 0, b, vl+1
1 , . . . , vL1 )

M(0, . . . , 0, b, vl+1
2 , . . . , vL2 )

...
M(0, . . . , 0, b, vl+1

S , . . . , vLS )











, (104)

where (vl+1
s , . . . , vLs ) ∈ Fpl+1

×, . . . ,×FpL for s ∈ {1, . . . , S} and none of these vectors are exactly the
same. Therefore, there are totalS = Πl′>lpl′ possibilities. Also, note that the ordering of elements inb

does not matter and can be arbitrarily placed. Thus, given the previous decoded codewords,b is fully
determined byb. For y ∈ R

N , let us now define the following,

τb(y) , y − b mod Λ′

,











y −M(0, . . . , 0, b, vl+1
1 , . . . , vL1 ) mod Λ′

y −M(0, . . . , 0, b, vl+1
2 , . . . , vL2 ) mod Λ′

...
y −M(0, . . . , 0, b, vl+1

S , . . . , vLS ) mod Λ′











. (105)

One can verify that

τb(τb′(y)) = τb′(y)− b mod Λ′

=











y −M(0, . . . , 0, b′, vl+1
1 , . . . , vL1 )−M(0, . . . , 0, b, vl+1

1 , . . . , vL1 ) mod Λ′

y −M(0, . . . , 0, b′, vl+1
2 , . . . , vL2 )−M(0, . . . , 0, b, vl+1

2 , . . . , vL2 ) mod Λ′

...
y −M(0, . . . , 0, b′, vl+1

S , . . . , vLS )−M(0, . . . , 0, b, vl+1
2 , . . . , vL2 ) mod Λ′











(a)
=











y −M(0, . . . , 0, b′ ⊕ b, 2vl+1
1 , . . . , 2vL1 ) mod Λ′

y −M(0, . . . , 0, b′ ⊕ b, 2vl+1
2 , . . . , 2vL2 ) mod Λ′

...
y −M(0, . . . , 0, b′ ⊕ b, 2vl+1

S , . . . , 2vLS ) mod Λ′











=











y −M(0, . . . , 0, b′ ⊕ b, ṽl+1
1 , . . . , ṽL1 ) mod Λ′

y −M(0, . . . , 0, b′ ⊕ b, ṽl+1
2 , . . . , ṽL2 ) mod Λ′

...
y −M(0, . . . , 0, b′ ⊕ b, ṽl+1

S , . . . , ṽLS ) mod Λ′











, (106)

where (ṽl+1
s , . . . , ṽLs ) ∈ Fpl+1

×, . . . ,×FpL for s ∈ {1, . . . , S} and (a) follows from the fact thatM is
an isomorphism. Now, sinceZp and2⊙ Zp are isomorphic for all odd primesp, it is clear that none of
(ṽl+1

s , . . . , ṽLs ) for s ∈ {1, . . . , S} are the same so one can rearrange (106) to getτb(τb′(y)) = τb⊕b′(y).
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Considerb ∈ Fpl is transmitted, the transition probability is given by

f(y|c1, . . . , cl−1, b) ∝
∑

(vl+1,...,vL)∈Fpl+1
×,...,×FpL

fΛ′(y|c1, . . . , cl−1, b, vl+1, . . . , vL), (107)

which only depends onτb(y). Hence the equivalent channel experienced by thelth level is regular and
linear codes suffice to achieve the mutual information. Repeating this argument to each level shows that
multilevel coding and multistage decoding suffice to achieve the capacity.

C. Existence of MSE Quantization Good Lattices

Recall that the normalized second momentG(Λ) is invariant to scaling. Here, we choose to work with
a scaled (byγq−1) lattice

Λ = γq−1M(C1, . . . , CL) + γZN , (108)

whereγ , 2
√
Nβ. For anyx ∈ RN , define the MSE distortion

d(x,Λ) =
1

N
min
λ∈Λ

‖x− λ‖2

=
1

N
min

a∈ZN ,cl∈Cl,l∈{1,...,L}
‖x− γq−1M(c1, . . . , cL)− γa‖2

=
1

N
min

cl∈Cl,l∈{1,...,L}
‖x− γq−1M(c1, . . . , cL) mod γZn‖2. (109)

For anyw = [w1, . . . ,wL] wherewl ∈ Fml

pl
\ {0}, defineC(w) , [G1 ⊙w1, . . . ,GL ⊙wL]. Note that

eachM(C(w)) is uniformly distributed overZn/qZN as eachGl ⊙wl is uniformly distributed overFN
pl

andM is a ring isomorphism. We can then follow [6, (14)-(16)] thatfor all w ∈ ×L
l=1F

ml

pl
\ {0} and

x ∈ RN ,

ε , P

(

1

N
‖x− γq−1M(C(w)) mod γZn‖2 ≤ β

)

≥ VN2
−N

(

1−
√
N

q

)N

, (110)

whereVN is the volume of anN-dimensional ball with radius 1. Note that the reason that weexclude
those all-zeros sub-messages is because those would makeC(w) non-uniform and hence make the analysis
more involoved. However, including those points will only help the quantization and hence, the above
inequality is valid.

Now, let us chooseq = ξN
3
2 where ξ is chosen to be the largest value in[0.5, 1) such thatq is a

product ofL distinct primes. This in turns provides

ε >
1

N2
VN2

−N . (111)

Following the similar probabilistic arguments in [6, (18)-(19)], one has that

P (d(x,Λ) > β) < N
7
2ΠL

l=1

1

(pm
l

l − 1)
2NV −1

N

< 2LN
7
2ΠL

l=1p
−ml

l 2NV −1
N (112)
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Using the above inequality, one can bound the expectation ofthe distortion over the ensemble of lattices
andX which may have arbitrary distribution as

EX,Λ(d(X,Λ)) ≤ β



1 + 2LN
9
22

−N

[

∑L
l=1

ml

N
log(pl)− 1

2
log

(

4

V
2/N
N

)]


 , (113)

which tends toβ provided that

L
∑

l=1

ml

N
log(pl) =

1

2
log

(

4

V
2/N
N

)

+ δ, (114)

for a δ > 0. As in [6], pickingX to have uniform distribution overγ[0, 1)N allows one to relate the MSE
to the second moment of the lattice. Thus,

lim
N→∞

EΛ(σ
2(Λ)) = lim

N→∞
EX,Λ(d(X,Λ)) ≤ β, (115)

and hencelimN→∞ EΛ(σ
2(Λ)) ≤ 1. Moreover, the volume of the normalized fundamental Voronoi region

of Λ is lower bounded by

Vol(VΛ)
2
N

(a)

≥ (γNΠL
l=1p

−ml

l )
2
N

= 4NβΠL
l=1p

−2ml/N
l

(b)
= 2−2δNV

2
N
N β, (116)

where (a) becomes an equality if and only if everyGl is full rank and (b) follows from the choice of
(114). With the expectation of the second moment and the volume of the normalized fundamental Voronoi
region, one can then bound the expectation of the normalizedsecond moment over the ensemble of lattices
as

lim
N→∞

EΛ(G(Λ)) = lim
N→∞

EΛ

(

σ2(Λ)

Vol(VΛ)
2
N

)

≤ 22δ lim
N→∞

1

NV
2
N
N

= 22δ
1

2π exp(1)
. (117)

After this, by applying the Markov inequality, one obtains that with high probability, the lattice from the
ensemble is good for MSE quantization asymptotically.

D. Existence of Simultaneously-Good Lattices

Although our proof for the achievable computation does not require simultaneously-good lattices,
we show the existence of such lattices generated by the proposed product construction for the sake
of completeness. To show the simultaneous goodness, one hasto make sure that the conditions for
which the above two properties hold would not conflict with each other. As mentioned before, the
normalized second moment is invariant to scaling, so choosing γ = 2

√

N(η2 + ǫ) with ǫ > 0 and
η2 the variance of the Gaussian noise, will not change the result. Now, choosingpl andml such that (114)
ensures that with high probability the sequence of latticesis good for quantization asymptotically. i.e.,
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Vol(VΛ)
2
N → 2π exp(1)(η2+ ǫ) in the limit asN → ∞. From the capacity separability in [20, Theorem],

when choosingq sufficiently large, one has that

1

N
C(Λ/Λ′, η2) ≈ 1

N
C(Λ′, η2) ≈ 1

2
log

(

Vol(VΛ′)
2
N

2π exp(1)η2

)

=
1

2
log

(

Vol(VΛ′)
2
N

Vol(VΛ)
2
N

)

+
1

2
log

(

Vol(VΛ)
2
N

2π exp(1)η2

)

=
1

2

L
∑

l=1

log
(

p
2ml/N
l

)

+
1

2
log

(

2π exp(1)(η2 + ǫ)

2π exp(1)η2

)

≈
L
∑

l=1

log
(

p
ml/N
l

)

+
ǫ

η2
. (118)

Moreover, the approximation becomes exact in the limit asN → ∞. This implies that when choosing
parameters in (114) such that the lattices are good for quantization, the sum rates of the underlying linear
codes would achieve the capacity1

N
C(Λ/Λ′, η2) asymptotically. However, this does not specify the rate

for each level. Therefore, whenN large enough, one is free to pick the linear code for each level such
that the rate is arbitrarily close to the capacity of that level. When doing so, as shown previously, the
lattice would be Poltyrev-good under multistage decoding as well.

APPENDIX B
CONSTRUCTION A L ATTICES OVER THESECOND PROPOSEDFAMILY OF CONSTELLATIONS

In this appendix, we provide the definition of Construction Alattices with the second proposed family
of constellations and provide a theorem about the existenceof such lattices that are simultaneously good
for MSE quantization and Poltyrev-good.

Construction A [3] [4] Let φ be an Eisenstein prime withφ being the product of a unit and a rational
prime q congruent to2 mod 3. Thus, one has|φ|2 = q2. Let k, N be integers such thatk ≤ N and let
G be the generator matrix of a(N, k) linear code. Construction A consists of the following steps,

1) Define the discrete codebookC = {x = G⊙ y : y ∈ Fk
q2} where all operations are overFq2.

2) Generate theN-dimensional latticeΛC as ΛC , {λ ∈ (Z[ω])N : σ(λ) ∈ C}, where σ is the
homomorphism defined in (59).

3) ScaleΛC with φ−1 to obtainΛ = φ−1ΛC.
Given N, k, q, we define an(N, k, q) ensemble as the set of lattices obtained through Construction A
described above where for each of these lattices,Gij are i.i.d. with a uniform distribution overFq2.

Theorem 36. A lattice drawn from the(N, k, q) ensemble is simultaneously good for quantization and
good for AWGN channel coding asN → ∞ in probability as long as the parameters satisfy

i) k ≤ βN for someβ < 1 but grows faster thanlog2(N),
ii) k, q satisfy

q2k =
(
√
3/2)N

Vol(B(reff
Λ ))

=
(
√
3/2)NΓ(N + 1)

πN(reff
Λ )2N

≈
√
2Nπ

(√
3

2

)N
(

2N

2 exp(1)(reff
Λ )2

)N

, (119)

and
rmin < reff

Λ (N) < 2rmin, (120)

where0 < rmin < 1/4,
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iii) γ → 0 and Vol(VγΛ) remains constant.

Proof: Following the steps in [2] with some modifications on the choice of parameters completes the
proof.

APPENDIX C
PROOF OFTHEOREM 34

Proof: Without loss of generality, we can assumeθ = 0. We prove this theorem by showing that
the capacity region of the corresponding MAC channel has a symmetric shape. Therefore, the symmetric
capacity always touches the boundary of the sum-rate limit.

Recall that with the homomorphism given in (70), the transmitted signals are given by

xk = γ
(

c1k + c2kω mod qZ[ω]
)

= γ
(

(c1k mod qZ) + ω(c2k mod qZ)
)

= γ
(

č1k + ωč2k
)

, (121)

wherečlk , clk mod qZ. Thus, the received signal can be rewritten as

y = h1x1 + h2x2 + z

= h1γ
(

č11 + ωč21
)

+ h2γ
(

č12 + ωč22
)

+ z

= γ
(

h1č
1
1 + h2č

1
2

)

+ γ
(

h1č
2
1 + h2č

2
2

)

ω + z. (122)

Notice that one also has

ωȳ = γ
(

h1č
2
1 + h2č

2
2

)

+ γ
(

h1č
1
1 + h2č

1
2

)

ω + ωz̄, (123)

whereωz̄ andz has the same distribution asz is circularly symmetric. Now, decoding second level first
by regarding the first level as unknown would result in an information rate

I(Y; b1C
2
1 ⊕ b2C

2
2)

(a)
= I(ωȲ; b1C

2
1 ⊕ b2C

2
2)

(b)
= I(Y; b1C

1
1 ⊕ b2C

1
2) (124)

where (a) follows from that the operations are bijective and(b) is due to the fact thath1č
1
1 + h2č

1
2 and

h1č
2
1 + h2č

2
2 are statistically the same.

Similarly, decoding the first level by assuming the decoded second level is correct results in an
information rate

I(Y; b1C
1
1 ⊕ b2C

1
2|b1C2

1 ⊕ b2C
2
2) = I(Y; b1C

2
1 ⊕ b2C

2
2|b1C1

1 ⊕ b2C
1
2). (125)

Now, combining (124) and (125), one can show that the capacity region of this MAC channel is symmetric.
This completes the proof.
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