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Abstract—The coordination of autonomous agents is a critical lated source and state (Fig. 1). It is also related to thelpnob
issue for decentralized communication networks. Insteadfdrans-  of state communication [16]. In this paper, we investigat t
mitting information, the agents interact in a coordinated manner empirical coordination Wi-th non-causal encoding and dewd

in order to optimize a general objective function. A target joint . . . ;
probability distribution is achievable if there exists a cale such and we characterize the optimal solutions for three paeticu

that the sequences of symbols are jointly typical. The empical ~Cases: perfect channel, lossless decoding and independent
coordination is strongly related to the joint source-chanmel coding source and channel. We also characterize the optimal go&uti

with two-sided state information and correlated source andstate. for causal encoding and causal decoding with two-side@ stat

This problem is also connected to state communication and is information

open for non-causal encoder and decoder. We characterize ¢h "

optimal solutions for perfect channel, for lossless decodg, for Z

independent source and channel, for causal encoding and for l

causal decoding. Un» xXn m yn vn
Index Terms—Shannon Theory, State-dependent Channel, (Pus: C T D

Joint Source-Channel Coding, Empirical Coordination, Emgri- .

cal Distribution of Symbols, Non-Causal Encoding and Decadg, S T 1

Causal Encoding, Causal Decoding.
9 g Fig. 1. Non-causal encoding : U™ x 8™ — X™ and decodingg :

Yy x Z™ — V™ functions for i.i.d. sourcéPus; and channeffy .
. INTRODUCTION o .
Channel model and definitions are presented in Sec. Il. In

The problem of the coordination of autonomous agenéac[Tl], we provide achievability and converse resultson-
is the cornerstone of decentralized communication netsvorl,,sal encoding and decoding. In SEC] IV, we characterize
Communication devices are considered as agents thatdnte@ptimm solutions for perfect channel, for lossless decgdi
in a coordinated manner in order to achieve a commepg for independent source and channel. Causal encoding and
objective, for example, the transmission of informatiohisT decoding are presented in S&G. V. Conclusion is in Bec. VI

analysis is based on a two step approach [1], [2]. The firghq sketches of proof are provided in App.[A,[B,[C,D, E.
step is the characterization of the set of achievable jaiobp

ability distributions over the symbols of source and channe Il. SYSTEM MODEL
The second step is the maximization or the minimization of The problem under investigation is depicted in Eiy. 1. Cap-
an objective function (source distortion or channel cost) htal letter U denotes the random variable, lowercase letter
considering the set of achievable joint probability distitions. 2/ denotes the realization ad* denotes the-time cartesian
Empirical coordination has been investigated_in [3], [4ltwi product.U™, S™, Z™, X™, Y™, V" denote the sequences of
a rate-distortion perspective. In the literature of gameoti, random variables of source symbal$ = (u1,...,u,) € U",
the agents coordinate their actions by implementing a epdiof channel states® < S, of state informations at the decoder
scheme that satisfies an information constraint [5]. Erogiri 2" € Zm, of channel inputst” € X", of channel outputs
coordination was under investigation in [6] for perfectchal, 3" < Y™ and of outputs of the decoder®* € V". Sets
in [7] for causal encoding, in_[8] with channel feedback, i/, S, Z, X, Y, V are discrete A(X) stands for the set of
[9] for a multi-user network with an eavesdropper, in/[10probability distributionsP(X) over X. The total variation
for polar codes, in[2] for causal decoding, in [11],[12] kit distance between the probability distributiogs and P is
feedback from the source, and in [13] for lossless decodidgnoted by||Q —P||., = 1/2->" . |Q(2z) —P(z)|. Notation
and correlated source and state. 1 (y|z) denotes the indicator function, that is equal to 1 if
The characterization of the set of achievable joint probg-= x and O otherwise. Markov chain property is denoted
bility distributions is equivalent to the joint source-cimel by Y -e— X —e— U and holds if for all (u,z,y) we have
coding with two-sided state information [14], [15] and @t P(y|z,u) = P(y|z). Information source and channel states
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are correlated and i.i.d. distributed witR,;,. Channel is 3) The joint probability distributiorP,s,(u, s, 2) @ Q(z|u, $)®
memoryless with transition probabilitf,. Statistics ofP,, 7T (y|z, s) ® Q(v|u, s, z,z,y) is not achievable if:
and 7y, are known by both encodér and decodeD.

max <I(W1;KZ|W2)—I(WQ;U,S|W1)> <0, (8)
Definition 1.1 Non-causal code = (f,g) € C(n) is defined ec@

by: am n n Q is the set of distribution® € A(U x S x Z x Wy x Wy X
frooUm xS — &Y, ORS Y x V) with auxiliary random variablegW;, W) s.t.:
DYt x 2" ", 2
g Y x —V ( ) Z(wl,’wz)EW]XW2 Q(u, s, 2, w1, W2, T, Y, V)
N(u|u™) denotes the occurrence number of symba U/ in = Pusa(t, 5, 2) ® Oz|u, 5) ® T(ylz, s) ® Qvlu, 5, 2, 2, 1),

the sequence”™. The empirical distributiorQ™ € A(U x S x

Zx X xYxV)of (u*,s", 2" ", y",v") is defined by: Y o= (X, 5) == (U, 2, W1, W),

Z - (U,S) - (X,Y, W1, W),

Qs zaye) = NLDEDBULTIILLU) Y e (Y, 2 W0, W) o (U, X).

Y(u,s,z,x,9,0) € UXSXEXXxYxV. (3) The probability distributionQ € Q decomposes as follows:
Fix a target proba. distributior® € AUxSx Zx X xYxV), Pus(u,s,2) ® Qz, w1, walu, ) ® T(ylz,s) ® Qv]y, z, w1, wa).
the error probability of the code e C(n) is defined by: The supports of the auxiliary random variablé®, W>)

are bounded bynax (W |, Wa|) < (I1B]+1) - (|B] +2) with
tVZE)a (4) B=UXSXxZxXxYxV.

Polc) = PC(HQ" o)

whereQ" € A(UxSx ZxX xYxV)is the random variable Remark Il.2 It is possible to send an additional message
of the empirical distribution induced by the code C(n) and m € M with rateR corresponding to left-hand side of equa-
the probability distributionsPs;, 7y xs. tion (@), while still satisfying the coordination requiremnt.
This remark also extends to the other results of this article
Definition 11.2 Probability distributionQ € AU x S x Z x
X x Y xV) is achievable if for alk > 0, there exists & € N
s.t. for all n > @, there exists a code € C(n) that satisfies:

Sketches of proof are available in Adpl A and B. Achiev-
ability result of Theoreri IIL1L is based on hybrid coding][[17
[18] and is stated in[]7], with a unique auxiliary random

Pelc) = PC(HQ" _ QH > E) <e. (5) variable W = (Wy, W), without state informations$s and

tv Z. Empirical coordination is obtained by consideri(ig, S)

If the error probabilityPe () is small, the empirical frequency @S State information at the encoder afid Z) as a state
of symbols(u, s, z, ,y,v) €U x Sx Zx X x Y x Vis close Information at the decoder. This open problem is also relate
to the target probability distributio®(u, s, z, z, y, v), i.. the to "state communlcatlon" [16] which is solved for Gaqsman
sequencegU™, S, Z", X", Y™, V") € A*(Q) are jointly chann_els [19], but remains open for non-causal _encodlng and
typical, with large probability. In that case, the sequence decoding. In the fol_lowmg, we Qonnect thg .duallty re_sult of
symbols are coordinated empirically. [15] and the separation result 6f |14] to empirical coordima

The performance of the coordination is evaluated by an |1v. OPTIMAL SOLUTIONS FORPARTICULAR CASES
objective function® : Y x S x Z x X x Y xV — R, as
stated in[[2] and [13]. This approach is powerful and sina ﬂE)u
expectatioriL|[d(u, v)] over the set of achievable distributions,
provides directly the minimal distortion leve{u,v). This is A. Perfect Channel is defined By, = 1(y|z) as in Fig.[2
valid for any function, as the channel cast:) or the utility A
®(u, s, z,z,y,v) of a decentralized network][5]. l

ur Xm vn

In this section, we characterize the joint probability dist
tions that are achievable for three particular cases.

IIl. ACHIEVABILITY AND CONVERSERESULTS

We provide necessary and sufficient conditions for non-
causal encoding and decoding. This problem is open.

STL
Theorem 111.1 (Non-Causal Encoding and Decoding) Fig. 2. The perfect channel is defined By, = L (yl).
1) If the joint probability distribution Q(u, s, z,z,y,v) is T

achievable, then it satisfies the marginal and Markov chains heorem IV.1 (Perfect Channel)

1) If the joint probability distribution Q(u, s, z,z,v) is
Q(u, 8,2) = Puss(,8,2), Qlylz,s) = T(ylz,s), © achievable, then it satisfies:
Y o (X,5) e (U,2), Z-e (US) - (X,Y). Qu, s,2) = Pusz(u,8,2), Z - (U,S) o X. 9)
2) The joint probability distributiorP,,(u, s, 2)@Q(z|u, s)®  2) The probability distributionP,s,(u,s,2) @ Q(z|u, s) ®
T(ylz, s) ® Q(v|u, s, z, z,y) is achievable if: Q(v|u, s, z, x) is achievable if(I0). The converse holds.

ga(g (I(WhWQ;YaZ) _I(WlaWQQUaS)) >0, (7) 5158( (I(W27Z|X)+H(X)_I(X1W27U75)> >0, (10)
S €Qp



Qy is the set of distribution§ us,w,x, With W, satisfying marg- As mentioned in[[2], the independence between the prob-
inals andZ - (U, S)e (X, W,) andV = (X, Z,Ws) < (U, S). ability distributions of the source and channel induces the

fofi . separation of the source coding and the channel coding. This
Support safisfie$Vs| < [B| +1 and Q € Qp decomposes: -0 5 " e 2ted to Theorem 1 ih [14], with expected distor-

tion d(u,v) and channel cost(x) functions. By considerin
Pusa(u, 8,2) @ Qlalu, 5) ® Quwzfu, 5,2) @ Qole, 2, w). (U, Z,(Wg,)lf) independent o(%,)X, W1,Y) an():i/ introducing
Achievability comes from replacing” and W; by X in three indexegm,, j) with rates(R,,,R;, R;) satisfying,
Theorer_rﬂ_ﬂfl and converse is i_n Arpl C Th_is re_sults extends g LR > [(Was U), R < I(WaZ),
the coding theorem of \Nyne.r-lev [20] with distortiaf{u, v), R, > (W), Rm+R, < I(WiY),
to the framework of coordination. The message of rRte
corresponds to the channel inputs® of rate log, |X| and the achievability of Theorem Il 1 becomes a separatedngpdi
the optimal distortion leveD* is obtained by taking the ex- scheme. The author would like to thank Pablo Piantanida,
pectationE[d(u, v)], as in Corollanf' V2. The main differenceMatthieu Bloch and Claudio Weidmann for useful discussions
is that the symbol$U, S, V') are coordinated withy . about the independence of the auxiliary random variables
B. Lossless Decoding defined &v|u, s, z, x,y) = 1 (i|u) (W1, W2) in the converse proof of Theorem IV.2.

The characterization for lossless decoding with corrdlate V. CAUSAL ENCODING AND DECODING

source and state is in_[13]. Achievability is also a paréeul The encoding (resp. decoding) is causal if for alle
case of Theoreni_Il1 by replacing random variablés {1,...,n}, we haveX; = f;(U‘, S%), (resp.V; = g;(Y*, Z%)).
and W, by U. Joint distributionP,e,(u, s,2) ® Q(z|u,s) ® We characterize of the set of achievable joint probability
T (y|x, s) @ L(a|u) is achievable if[(I1). The converse holdsdistributiogs for causal encoding and for causal decoding.

max (I(U, WhY, Z) — I(Wy; S|U) — H(U)) >0, (11) !
Qe UZ Xz m L v
Q is the set of distributionsDyem,xya Satisfying marginal  (Pusz ¢ \TJ D

conditions and Markov chain¥ —e- (X, S) - (U, Z, W) gi 1 1
and Z e (U,S) —o— (X,Y,W;). This result extends the
coding theorem of Gel'fand-Pinker [21] to the framework ofig. 4. Causal encoding functiofy : U x S* — X, foralli € {1,...,n}.
coordination. The message is a sequence of source syiibols

correlated with the statds, Z7) and channel inputX . Duality Theorem V.1 (Causal Encoding and Non-Causal Decoding)

between equationg (110) anld(11) recalls the duality betweqrj If O(u, s, z,x,y,v) is achievable, then it satisfies:
channel capacity and rate distortion, as mentioned_in [15].
Q(uv S, Z) = PUSZ(U7 S, Z)v Q(y|x,s) = T(y|$,8),

C. Independent sourcg/, Z, V), channel(S, X,Y), Fig.[3 Y o (X,8) o (U, Z), 7 -0 (U.5) - (X,Y) (14)
Zn ’ ] ) ) ’ .

| | 2) The distributionPys,(u, s,2) @ O(z|u, s) @ T (ylz,s) ®

> un c X" FT\ yn D 1 Q(v|u, s, z, x,y) is achievable if(I5). The converse holds.

Q€.

@ gn 1 \f/ max <I(W1,W2;Y,Z) — I(Wo; U,S|W1)> > 0, (15)

Fig. 3. The random variables of the sour@é, Z, V') are independent of Qe is the set of joint diStribUtionQ“ZWleXy" with auxiliary

the random variables of the chanrie, X, Y"). random variableg Wy, W5) satisfying marginal cond. and:

Th V.2 (ind dent S 4 ch ) (U, S) independent oy, X - (U, S,W1) - W,
eorem V.2 (Independent Source an anne

1) If the product Q(u,z,v) ® O(s.z.,y) of probabilty J% < (X,8) = (U, Z, W1, W2),

distribution is achievable, then it satisfies: Z - (U,S) = (X, Y, W1, W3),

174 Y, Z, W1, W; U,S, X).
Qu,2) = Purlw,2),  Q(s) = Pu(s), Qule,s) = T(yle,s).  (12) e 1 Wa) = ( )

2) Probability distributionPy, (u, z) ® Q(vlu, z) @ Py(s) @ _SuPports of(W:, W) are bounded by|B| +1) - (|B| +2).
Q(z|s)® T (y[x, s) is achievable if(T3). The converse holds. The probability distributionQ € Q. decomposes as follows:

A (I(Wl;Y) + I(Wa; Z) — I(Wi; 8) — T(W; U)) >0, (13 e ®CQm @ Quajusm @ Quusws © Types © Loz

Proofs are available in ApgJA and] B. This result is a
auxiliary random variablegW;, W5) satisfying conditions: par‘ucular case of Theorem 2 il[7], by considerifig ) as

information source andY,Z) as channel output. Empirical
Z-U-=oWs, V- (2,W)=eU Y- (X5 - W. coordination is equivalent to joint source channel codirip w
Supports of(W5, W>) are bounded by(|B| + 1) - §|B| +2). two-sided state information and correlated source ane.stat
The product distributior@ € Q; decomposes as follows:  Thegrenf V1 also reduces to Theorem 31 [16], by considering
Puz(u, 2) ® Qwalu) ® Q(v|z, w2) ® Ps(s) ® Oz, wi|s) ® T(ylz,s). (U, S) as channel state an@’, Z) as channel output.

Qs is the set of product distribution®),,w,y @ Qsxw,y With
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When considering strictly causal encoding instead of dausa jointly typical. Decoder return§™ drawn fromQ
encoding, the optimal solution is obtained by repladitig by depending on(Y", Z"™, W{*(m), W3 (m)).
X in equation[(Ib). The pair (W,,W,) can be replaced by a singlé’”. From
properties of typical sequences, packing and coverintig Lasnm
stated in[[2B] pp. 27, 46 and 208, equationg (17)] (18) imply

Corollary V.2 (Causal Encoding without Coordination) that the expected probability of error is bounded foralt n:

Consider a distortion functiod : I/ x ¥V — R. The distortion

level D > 0 is achievable if and only if: EC[”P<(U",S") ¢ A;mg))} <e, (19)
Ec|P(Vvm € M, (U™, 8™, W{"(m), Wa"(m)) ¢ AZ"(Q))| < e, (20)

max (I(Wl,W2;Y, Z) — I(Wa; U,S|W1)) > 0, [( ' : )
w1 Ly Juswy » Cx|uswy » Ee [P(am’ #m, st(Y™, z", Wit (m’), wi(m')) € A;"(Q))] <e. (21

Q, E[A(U,V)]SD

vyzwy wy

. . There exists a code" € C(n) such that sequences are jointl
Corollary[\V2 is a direct consequence of Theofen V.1. The; . () d Jointly
di ion level . hievable if and onlv if th : §p|cal for distributionPus; © Quw,waus @ Ty[xs @ Qujyzwiw, With
istortion levelD > 0 is achievable if and only if there eX'StsprobabiIity more thani — 3.

a joint distributionPys; ® Qw; ® Quw,jusw, @ Pufusw; @ Tyjxs @

Qujyawiw, that satisfied(16), such thafd(U, V)] < D. Similar  B. Sketch of Converse of Theorem il.1

analysis is mentioned in][2] for the proof of Theorem V.3.  Consider code(n) € C with small error probabilityPe (c).
Causal decoding and non-causal encoding is considered in

[2] without S and Z. Joint probability distributionP,s, ® 0 =

Qujus @ Tyjxs @ Qujuszxy IS achievable if[(16). Converse holds.

I(U’n+17 S«Zrla 1/13»17 Z?+1? Yi, Z71|Yi71a Ziil)

7

M=

1

-

s
Il
—

I(YiilaZiil?Ui75i|U?+175?+1aYz'11aZ?Jrl) (22)

3

I(Wh,4;Ys, Zi|Wa ;) *ZI(Wz,i;Ui,Si\Wl,i) (23)
v|yzwy i=1 i=1

Remark thafl” depends or{Y, Z, W») but not onW;. When s nogey (I(W“Y’Z‘WZ) - I(WQ;U’SIWI))' e4)
considering strictly causal decoding instead of causabdec
ing, the optimal solution is obtained by replacifig, by V' in

max (I(Wl;Y, Zle) — I(Wl,WQ; U, S)) > 0, (16)
xwywp fus

Q

Q

o
Il

Eq. (22) is due to Csiszar Sum ldentity and properties of MI.
Eg. (23) introduces auxiliary random variablé®;; =

equation [(IB). More details are provided fin [2]. (UF 1, 82,1, Y, 20 ) andWa, = (Yi~L, Zi-1) satisfying:
VI. CONCLUSION Y; - (Xi, i) o (Ui, Zs, Wy, Wass), (25)

The problem of empirical coordination is closely related Z; - (Us, Si) ~o (X, Y3, Wi i, Was), (26)
to the joint source-channel coding with two-sided state in- Vi o (Y;, Zo, Wis, Way) - (Ui, S5, Xi). (27)

formation with correlation between source and state. These

two problems are also related to state communication. \W&is is due to memoryless channel, i.i.d. source and nosatau
provide achievability and converse results for the norsahu decoding sincgY ™, Z") is included in(Y;, Z;, Wy ;, Wa ;).
case, that is open. We characterize the optimal solutions fog. (24) comes from taking the maximum over the Get

perfect channel, for lossless decoding, for independainicgo C. Sketch of Converse of TheorBiIV.1
and channel, for causal encoding and for causal decoding. .Consider code(n) € C with small err(')r probabilityP. (c).

APPENDIX 0 H(X™, Z") — I(X™,2™;U",S™) — H(X™, Z"|U", S™) (28)

3o H(X 20— 30 I, 275U ST ST )
=1

1= =1

A. Sketch of Achievability of TheorémTlI.1 - HX",zZ"|U",S") (29)

ConsiderQ(u, s, z, w1, wa, x,y,v) € Q that achieves the DOIX", 2", UN S X, Zi)
maximum in [[T). There exists > 0 and rateR > 0 such that:

The full versions of the proofs are stated in![22].

IN

=1
n

- D O I(X™,Z™ U, Si Ui, Si) — H(X™, Z™ U™, 8™) (30)

R 2 I(Wl,WQ;U,S)+§, (17) i=1
R < I(Wy,Ws Y, Z)—0. (18) < SIXM ZTN UM, SEa Xa, Zh)
=1
e Random codebooRNe generatg M| = 2"R pairs of & noi e @
sequence$W*(m), Wi*(m)) with indexm € M drawn ;I(X 275 Uiy i U, 52) G
from the i.i.d. marginal probability distributio@", . B iI(X- Wais Xe, Z5) — 1(Xs, Wass Us. 55) @)
¢ Encoding functionEncoder finds the index. € M such T e TRnan s B
tha_t U, 8™ Wir(m), Wi(m)) € A(Q) are jpintly < n-max (I(X Wa: X, Z) — 1(X, Was U, 5)). 33)
typical. It sendsX™ drawn fromej)ffswlw2 depending on Q€
(U™, 8™ Wi (m), Wa(m)). Eqg. (28), [29) are due to properties of mutual information.

e Decoding function.Decoder finds the index» € M Eq. (30) is due to the i.i.d. sourd&, S).
such that(Y™, Z™, W (m),Wi(m)) € A(Q) are Eq.(31)isduetothei.i.d.sour¢¥, S, 2): H(Z"|U",S") =



H(Z;|\U;, S;) =Y. H(Z;| X", Z74, UM, S 1, Uy, S). Eq. is due to Csiszar Sum Identity and properties of MI.
1+1 1+1 q ) LS y p p
Eq. (32) introduces auxiliary random variabld,,; = qi_l i_lmtroduces auxﬂ:lary 7rlandom_ vgna.blewl_i =
(X%, z7,Upr.,,Sr,) that satisfies Markov chainsZ; —e- (U571 and Wy, = (Yil,, Zj,) satisfying:

(Ui, Sl) - (Xl, Wg)i) andV; - (Xi, Zi, Wg,i) - (Ui, Sz) (Ui, S;) are independent o7 ;, (39)
This is due to i.i.d. sourc&U, S, Z) and non-causal decoding. Xi o= (Ui, 8i, Wi,i) o= Wa i, (40)
Eq. (33) comes from taking the maximum over the @gt Yi o= (Xi, 83) &= (Ui, Zi, Wi,i, Wai), (“1)

Zi o= (Ui, Si) = (X, Yi, Wi,i, Was), 42)
D. Sketch of Achievability of TheordmIV.1 Vi - (Yi, Zi, Wi, Wa,i) o= (Us, Si, Xi). “3)

Consider@ € Q. that maXimizeS[]]S) and block-Markov Eq @) comes from tak|ng the maximum over the @egt
codec € C(n) over B € N blocs of lengthn € N with:
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