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Abstract—To be considered for a 2015 IEEE Jack Keil Wolf memory between transmissions. Hence, BMST codes typically
ISIT Student Paper Award. In this paper, a modified extrin- have very simple encoding algorithms. To decode BMST
sic information transfer (EXIT) chart analysis that takes into  ¢qqeg, g sliding window decoding algorithm with a tunable
account the relation between mutual information (MI) and bit- d dina del b d th SC-LDPC cod Th
error-rate (BER) is presented to study the convergence belvéor ecot 'n%_ € inCMagT € duse_ 'ﬂas_g\l” 17 f h co efﬁ i €
of block Markov superposition transmission (BMST) of short CONStruction o codes s tlexi el .], Inthe sense ha
codes (referred to as basic codes). We show that the threskol applies to all code rates of interest in the interval (O, Ljtlrer,
curve of BMST codes using an iterative sliding window decodig BMST codes have near-capacity performance (observed by
algorithm with a fixed decoding delay achieves a lower boundni simulation) in the waterfall region of the bit-error-raBER)

the high signal-to-noise ratio (SNR) region, while in the lav SNR . .
regiong, dug to error propagatgon, tr)1e t%resholds of BMST cogs CUve and an error floor (predicted by analysis) that can be

become slightly worse as the encoding memory increases. Wecontrolled by the encoding memory.
also demonstrate that the threshold results are consistenwith On an additive white Gaussian noise channel (AWGNC),
finite-length performance simulations. the well-known extrinsic information transfer (EXIT) char
analysis [18] can be used to obtain the threshold of LDPC-
) i ) BC ensembles. In [19], a novel EXIT chart analysis was
Spatially coupled low-density parity-check (SC-LDPC)seq to evaluate the performance of protograph-based LDPC-
codes are constructed by coupling together a series @f ensembles, and a similar analysis was used to find the
L disjoint Tanner graphs of an underlying LDPC blocknresholds ofg-ary SC-LDPC codes with sliding window
code (LDPC-BC) into a single coupled chain and can Rescoding in [9]. Unlike LDPC codes, the asymptotic BER
viewed as a type of LDPC convolutional code [1]. It wagf BMST codes with window decoding cannot be better
shown in [2,3] that the belief propagation (BP) decodingyan a corresponding genie-aided lower bound [11]. Thus,
thresholds of SC-LDPC code ensembles are numerically ¥snventional EXIT chart analysis cannot be applied digectl
dlstl_ngwshable from the_maxmurq posteriori (MAP) de- {5 BMST codes. In this paper, we propose a modified EXIT
coding thresholds of their underlying LDPC-BC ensemblegnart analysis, that takes into account the relation betwee
Subsequently, it was proven analytically that SC-LDPC coggytual information (MI) and BER, to study the convergence
gnsembles exh|bthreshold saturatioron memoryles.s binary- pehavior of BMST codes and to predict the performance in
input symmetric-output channels under BP decoding [4]. Dyge waterfall region of the BER curve. We also show that the
to their excellent perfo_rmance, SC-LDPC codes have redeivggdified EXIT chart analysis of BMST codes is supported by
a great deal of attention recently (see, e.g., [5-10] and tﬁﬁite-length performance simulations.
references therein).

The concept of spatial coupling is not limited to LDPC Il. SC-LDPC CDES VS BMST CODES
codes. Block Markov superposition transmission (BMST) of
short codes [11, 12], for examp]e, is equiva|ent to Spatia| In this SeCtion, both SC-LDPC codes and BMST codes are
coupling of the subgraphs that specify the generator neatricdescribed in terms of matrices for the purpose of showing the
of the short codes. From this perspective, BMST codes d@nilarities (dualities) and differences.
similar to braided block codes [13], staircase codes [14d, a
spatially coupled turbo codes [15]. A BMST code can alst- Protograph-Based SC-LDPC Codes

be viewed as a serially concatenated code with a structurey protograph-based SC-LDPC code ensemble can be con-
similar to repeat-accumulate-like codes [16]. The outatecostrycted from a protograph-based LDPC-BC code ensemble
is a short code, referred to as thasic code(not limited to ysing the edge spreading technique [3], described here in
repetition codes), that introduces redundancy, while timeii  terms of thebase (parity-check) matrirepresentation of code
code is a rate-one block-oriented feedforward convolationensembles. LeB be a(IN — K) x N base matrix representing
code (instead of a bit-oriented accumulator) that intreducan LDPC-BC ensemble with design rafe = K/N. A

This work was partialy supported by the73 Program (No. terminated SC (convolutional) base matfdc with coupling

2012CB316100), the China NSF (No. 61172082 and No. 91438101), andidth (syndrome former memory) and coupling lengthL
the U.S. NSF (No. CCF-1161754). can be constructed by applying the edge spreading technique
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to B, resulting in which has constant weight + 1 in each row. Now assuming

" B, - that. we want to construct a rafe = k_/n code, we select a
B, B, basic code with & x n generator matriG. Let IL (0< 2'. <
m) bem + 1 randomly selected x n permutation matrices.
B, . Then each nonzero entry; ; in A is replaced with & x n

. . matrix GII;_; and each zero entry iA is replaced with the
Bsc= | Bm - Bo |, (1) & x n all-zero matrix, resulting in a BMST code of length
B, . B, (L +m)n and dimensiorLk. The resulting generator matrix
Gpgpuvst Of the BMST code is given by

B: GuMsT =

- . GII,GII, .. GII,,
where them + 1 component submatriceBg, By, ..., B, GII, GII, .. GII,,
each of size(l N — K) x N, satisfy > B; = B. The graph '
- . . . =0 . GH() GH1 GHm
lifting operation is then applied tdBgsc by replacing each GII, GII, .. GII,,
nonzero entry inBgc with a randomly selected/ x M per- .
mutation matrix and each zero entry iBsc with the M x M The rate of the BMST nge 1S I
all-zero matrix, resulting in a terminated SC-LDPC codehwit Rpmst = 0 R, 4)

constraint lengttw, = (m + 1)M N, where M (typically a L+m)n  L+m
large integer) is thdifting factor. The resulting SC-LDPC which is slightly less than the rate = k/n of the basic code.
parity-check matrixH s of size(L+m)(N—-K)M x LNM However, similar to SC-LDPC codes, this rate loss becomes

is given by vanishingly small ag, — co.
Hgo = Though any code (linear or nonlinear) with a fast encoding
© Ho (0) - algorithm and an efficient soft-in soft-out (SISO) decoding
HO 1 Hol algorithm can be taken as the basic code, in this paper wea focu
1(1) o(1) on the use of thel/-fold Cartesian product of a repetition
: H,(2) code (RC) or a single parity-check (SPC) code as the basic

code, resulting in a BMST-RC code or a BMST-SPC code,

Hy,(m) : Ho(L-1) |, respectively. LeGy, be theK x N generator matrix of an RC
Hp(m+1) H.(L) code or an SPC code. Thiex n generator matrixG: of the
_ basic code is then given by
: G =diag{Gy, - ,Go}, 5
_ Ho(bim—1) oG, Go) (5)
) M
where the blank spaces iHsc correspond to zeros and theyhere diad Gy, - -, Go} is a block diagonal matrix witiG,

submatricesH ;(t) have size(N — K)M x NM, Vi,t. The g the diagonalp = N M, andk =K M.
design rate of the terminated SC-LDPC code ensemble is given ’

by C. Similarities and Differences

Rec = 1— (L+m(N-K) , L+ M _R), (2) From the previous two subsections, we see that both SC-
LN L LDPC codes and BMST codes can be derived from a small
which is slightly less than the design rafée = K/N of matrix by replacing the entries with properly-defined sub-
the uncoupled LDPC-BC ensemble due to the terminatiomatrices. We also see that the generator maffixsr Of
However, this rate loss becomes vanishingly smallas co. BMST codes is similar in form to the parity-check matrix
H g of SC-LDPC codes. SC-LDPC codes introduce memory
B. BMST Codes by spatially coupling the parity-check matrices of the unde
lI))éing LDPC-BCs, while BMST codes introduce memory by
atially coupling the generator matrices of the basic code
us, BMST codes can be viewed as a type of spatially
coupled code. Similar to SC-LDPC codes, where increasing
the lifting factor M improves waterfall region performance,

In contrast to SC-LDPC codes, it is convenient to descri
BMST codes using generator matrices. To describe a BM
code ensemble with coupling width (encoding memaenyand
coupling lengthL, we start with an x (L + m) matrix

L1 1 increasing the Cartesian product ordérof BMST codes also
b 1 improves waterfall region performance. But the error flpors
A= , (3) which are solely determined by the encoding memarysee
1 1 - 1 Section 1lI-A), cannot be lowered by increasifig.
L [ll. PERFORMANCEANALYSIS OF BMST CODES
LI the nonzero entryB; ; > 1, it is replaced by a summation d8; ; Throughout the paper, we consider binary phase-shift key-

nonoverlapping randomly selected permutation matricesizef M x M. ing (BPSK) modulation over the binary-input AWGNC. In this



MI between the channel observation and the corresponding
codeword bit is referred to as ttehannelMI. The analysis
assumes that the interleavelfb; (0 < ¢ < m) are arbitrarily
large and random.

BMST code ensembles can be represented by a Forney-style
factor graph, also known as a normal graph [20], where edges
represent variables and vertices (nodes) represent aonstr
All edges connected to a node must satisfy the specific
constraint of the node. A full-edge connects to two nodes,
while a half-edge connects to only one node. A half-edge is
Fig. 1. Example of a window decoder with decoding defay- 2 operating @lso connected to a special symbol, called a “dongle”, that
on the normal graph of a BMST code ensemble with= 2 at timest =  denotes coupling to other parts of the transmission syssam (

0 (solid blue), andt = 1 (dotted red). For each window position/time instant,the channel or the information source) [20]. There are three
the first decoding layer is called the target layer. .
types of nodes in the normal graph of BMST codes.

section, we first discuss the problem that prevents the usg pNode : All edges (variables) connected to nofde]
of conventional EXIT chart analysis for BMST codes, and st sum to zero. The message updating rule at e

then we provide a modified EXIT chart analysis to study the s similar to that of the check node in the factor graph
convergence behavior of BMST codes with window decoding. ¢ 4 binary LDPC code. The only difference is that the

A. Genie-Aided Lower Bound on BER messages on the half-edges are obtained from the channel
observations.
« Node[=] All edges (variables) connected to nofde]
must take the same (binary) value. The message updating
rule at nodg =] is the same as that of the variable node
in the factor graph of a binary LDPC code.
Node : All edges (variables) connected to n
m must satisfy the constraint specified by the basic code.
IBmsT(V5) > fBasic (7b+1010g10 (m+1)—10log,, (1+f)2, The message updating rule at nd@2| can be derived
(6) accordingly, where the messages on the half-edges are
where the terml0log;, (m + 1) depends on the encoding associated with the information source.
memorym and the termo0log,, (1 +m/L) is due to the rate The normal graph of a BMST code ensemble can be divided
loss. In other words, a maximum coding gain over the basigo layers where each layer typically consists of a node of
code of10log,,(m + 1) dB in the low BER (high signal-to- type, a node of typg=], and a node of typer]. Similar to
noise ratio (SNR)) region is achieved for large Intuitively, Sc- DPC codes, an iterative sliding window decoding EXIT
this bound can be understood by assuming that a codeworgtiart analysis algorithm with decoding delayworking over
the basic code is transmitted+ 1 times without interference. 3 supgraph consisting of + 1 consecutive layers can be
B. A Modified EXIT Chart Analysis implementeq to study the convergence behavior of BMST
. . T _ codes® The first layer in any window is called tharget layer
To describe density evolution, it is convenient to assuree tl&n example of a window decoder with decoding delay: 2

all-zero codeword is transmitted and to represent the rgessa, ; ;
T . perating on the normal graph of a BMST code ensemble with
as log-likelihood ratios. The threshold of protographdsbs, . _ 9 is'shown in Fig. 1. In our modified EXIT chart analysis,

LDPC codes can be obtained based on a protograph-based .
EXIT chart analysis [9,19] by determining the minimug%e convergence check at n is performed as follows.

value of the SNRE,/N, such that the MI between the Algorithm 1: Convergence Check at No@
a posteriori message at a variable node and an associated Let I, denote the priori Ml and I; denote theextrinsic

L2 L-1

Let p, = femst(1s) be the BER performance function
corresponding to a BMST code with encoding memory (cou-
pling width) m and coupling length’., wherep, is the BER
andy, £ E,/Ny is in dB. Letp, = fpasic(7») be the BER
performance function of the basic code. By assuming a genie-
aided decoder, we have [11] °

codeword bit (referred to as th& posteriori Ml for short) MI. Then thea posterioriMIl I,p is given by
goes to 1 as the number of iterations increases, i.e., the BER - 5 - 5
at the variable nodes tends to zero as the number of itegation Inp = J(V [T YL + [T Ip)]?), (7)

tends to infinity. However, as shown in (6), the high SNR  \yhere thes(.) and.J~() functions are given in [21][4
performance of BMST codes with window decoding cannotbe s thea priori MI, and I; is theextrinsicMI. Suppose that
better than the corresponding genie-aided lower boundstwhi e 5 posterioriMI is Gaussian. As shown in Section 1i-
means that tha postenopMI (_)f BMST code; dpgs not tend C of [18], an estimate of the BER.; is then given by
to 1 as the number of iterations tends to infinity. Thus, the )
conventional EXIT chart analysis cannot be applied diyectl Pest = Q(J (1 —Iap)/2), (8)
to BMST codes.

For convenience, the Ml between thegoriori input and the 2For more details on the normal realization of BMST codes, eferrthe

. P L reader to [11,12].

Cf:)rre'\jlp(t))ndlng COCLGWOI’(;I b.lt IS referreddtohas ﬂ‘lprlorl M:j’. 3As with SC-LDPC codes, the decoding deldymust be chosen several
the etwee_n theextrinsic output an . t 1€ COrrespondinGimes as large as the encoding memeyin order to achieve good perfor-
codeword bit is referred to as thextrinsic MI, and the mance.



where 4 el
Loc L or§™ el
Q(z) = T / exp {—5} dt. 9) . S BMSTSPCN =d'm=5d=15
™ Jx N
0.6f <
« If the estimated BER. s, is less than the preselected tar- "\,‘
get BER, a local decoding success is declared; otherwise, 05
a local decoding failure is declared. 204
Given a channel parametél, / Ny, the channel Ml is given =
by 0.3 el
/ Ey Tl
I, =J ( SRBMSTF ) . (10) 0.2r ' l Tl
o/ 0 "’ Tl
The modified EXIT chart analysis algorithm of BMST codes ~ °f Increasing L E |
can now be described as follows. 8 ‘ ‘ ‘ ‘ ‘ ‘ ‘
. ) . 6 08 1 12 14 16 18 2 2z
Algorithm 2: EXIT Chart Analysis of BMST Codes with Threshold o7, ‘
WII"IdO\.N. Qechlng @
« Initialization: All messages over those half-edges (con- 08 . ‘
nected to the channel) at nodes| are initialized asl.., :Z: /g:o%nﬁt: 00|
according to (10), all messages over those half-edges o071 CRVRT Rep=gm=1iad=agF e
(connected to the information source) at nofieg are o HeBMSTOPC N =dm=54=15

initialized as 0, and all messages over the remaining
(inter-connected) full-edges are initialized as 0. Set a
maximum number of iterations,,, > 0.

« Sliding window decoding: For each window position,
the d + 1 decoding layers perform MI message process-
ing/passing layer-by-layer according to the schedule

F-m-E-Cl-m3-m-H
After a fixed number of iterationg,,.., make a con-
vergence check at no using Algorithm 1. If a
local decoding failure is declared, then window decod-
ing terminates; otherwise, a local decoding success is
declared, the window position is shifted, and decoding

3
=
1

0.5
0.4
0.3
0.2

01 "

45 1 05 o0 o5 1
Threshold (E,/Np)* (dB)

(b)

Cﬁntmufs' A Complete decgdlng SUCCGS§ f(;)l’ Ia S%GF;IE%. 2. AWGNC BP thresholds in terms of (a) standard dewviatig, and
channe Pafametefb/No and target BER "_5 eclared It () SNR(Ey/No)* (dB) for several families of BMST code ensembles with
and only if all target layers declare decoding successescreasing coupling length, m < L < 1000, for a preselected target BER
. . . -7
Now we can denote the iterative decoding threshof 10"

(Ey/No)” of BMST code ensembles for a preselected targgfonotonically with increasing.. However, in both plots, we
BER as the minimum value of the channel paraméigfN, can see that the gap to capacity decreases msreases.
which allows the decoder of Algorithm 1 to output a decoding Example 2: For the coupling length. = 1000, we cal-
success, in the limit of large code lengths (i&l,— oo). culated BP thresholds for several families of BMST code
IV. NUMERICAL RESULTS ensembles with different preselected target PERS. The cal-
Eulated thresholds in terms of the SNR,,/Ny)* versus the

In the simulations to compute th? window decodln_g thr?s reselected target BERs together with the lower bounds are
olds of BMST codes, we set a maximum number of iteratio $own in Fig. 3, where we observe that

Tinax = 1000. , _ .
Example 1: In Fig. 2, we display the thresholds of several 1) For a fixed encoding memory., the thresholds remain
families of BMST code ensembles with increasing coupling ~ €onstant at a value near capacity. Once a critical target
length L, m < L < 1000, for a preselected target BER of BER is reached, however, the thresholds degrade rapidly

10~7. The decoding deldyis set tod = 3m. Fig. 2(a) plots as the target BER decreases further. »

the thresholds in terms of the standard deviaigp of the ) For a high target BER (roughly abové)™), the
noise against the ensemble code f&igsT. We observe that, threshold increases slightly as the encoding memory
as L increases, the rate also increases while the threshold ™ increases, due to errors propagating to successive
0¥, remains constant. The same thresholds are depicted in  decoding windows.

Fig. 2(b) in terms of the SNRE,/Ny)*. SinceE, /N, takes ) For a small decoding delay (s&@y= m), the thresholds

into account the code rate, the thresholds /N,)* improve do not achieve the lower bounds even in the high SNR
region.

4The threshold does not improve further beyond a decodiraydel= 3m. 4) For a larger decoding delay (sdy= 3m), the thresholds
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Fig. 3.  AWGNC BP thresholds in terms df£;,/No)™ (dB) for several
families of BMST codes ensembles with different target BERSe finite-
length performance of BMST codes with R, 1]5990 and SPC[4, 3]2500
as basic codes is also included. The coupling lengts 1000.

correspond to the lower bounds in the high SNR regio

ensemble. Using the modified EXIT chart analysis, we can
predict the performance of BMST codes in the waterfall regio
of the BER curve. Finally, we showed that the EXIT chart
analysis results are consistent with finite-length perfomoe
simulations.
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n3]

suggesting that the window decoding algorithm is near

optimal for BMST codes.

[14]

5) The error floor can be lowered by increasing the encod-

ing memorym (and hence the decoding deldy.

In Fig. 3, the window decoding performance of BMST codes

with RC [2,1]59%° and SPC[4,3]***° as basic codes i

also plotted. By comparing the thresholds to the finite 1bng[

[15]

6]

code performance, we conclude that the modified EXIT chatt
analysis for BMST codes is supported by the finite-length

performance simulations. Note also that the gap between the
simulated curves and the thresholds increases as the i@artegs)

product orderM of BMST codes decreases, as expected.

V. CONCLUSIONS

[19]

In this paper, we have proposed a modified EXIT chart

analysis, that takes into account the relation between the
and the BER, to calculate the window decoding thresholds

0]
@k

BMST codes. In this analysis, a BP algorithm is performed on
the corresponding high-level normal graph of a BMST code
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