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Abstract—An [n, k] linear code C that is subject to locality
constraints imposed by a parity check matrix H0 is said to
be a maximally recoverable (MR) code if it can recover from
any erasure pattern that some k-dimensional subcode of the
null space of H0 can recover from. The focus in this paper
is on MR codes constrained to have all-symbol localityr.
Given that it is challenging to construct MR codes having
small field size, we present results in two directions. In the
first, we relax the MR constraint and require only that apart
from the requirement of being an optimum all-symbol locality
code, the code must yield an MDS code when punctured in a
single, specific pattern which ensures that each local code is
punctured in precisely one coordinate and that no two local
codes share the same punctured coordinate. We term these codes
as partially maximally recoverable (PMR) codes. We providea
simple construction for high-rate PMR codes and then provide
a general, promising approach that needs further investigation.
In the second direction, we present three constructions of MR
codes with improved parameters, primarily the size of the finite
field employed in the construction.

Index Terms—Distributed storage, codes with locality, maxi-
mally recoverable codes, partial-MDS codes.

I. I NTRODUCTION

In a distributed storage network, each file is regarded as a
message, encoded into a codeword by adding redundancy, and
stored in the network. Each code symbol is typically placed on
a different node to provide resiliency against node failure. Both
replication and Reed-Solomon codes are commonly employed
to protect data but have their drawbacks. While replication
incurs large overhead, RS codes are inefficient when it comes
to node repair. The notion of codes with locality introduced
in [1], was motivated in part, by this shortcoming of an RS
code.

A. Codes with Locality

Definition 1: [1] An [n, k] codeC of block lengthn and
dimensionk is said to have all-symbol localityr if for every
code symbolci in C, the dual codeC⊥ contains a codeword
with supportLi satisfyingi ∈ Li and |Li| ≤ (r+1). We will
call Li the recovery set for code symboli. We assume w.l.o.g.
that Li 6⊂ ∪j∈[n], j 6=iLj. We will write [n, k]r to indicate an
[n, k] code with such all-symbol localityr and[n, k, d]r if the
code has minimum distanced.

Codes with all-symbol locality have the property that the
number of code symbols that need to be accessed to repair a
failed node is at mostr. The following bound on the minimum

distance under a weaker notion called information-symbol
locality was derived in [1]:

dmin ≤ (n− k + 1)−

(

⌈
k

r
⌉ − 1

)

. (1)

The same bound also applies to codes with all-symbol locality
and is often (but not always) tight, see [2] for instance. The
Pyramid codes introduced in [3] are shown in [1] to be an
example of codes with information-symbol locality that are
optimal with respect to this bound. The existence of code with
all-symbol locality was established in [1] for the case when
(r + 1) | n. Codes with locality also go by the names locally
repairable codes [4] or local reconstruction codes [5].

A class of codes with all-symbol locality known asho-
momorphic self-repairing codeswere constructed in [6] with
the aid of linearized polynomials. An example provided in
[6] is optimal with respect to the bound in (1). A general
construction of optimal codes with all-symbol locality is
provided in [7], that is based on the construction of Gabidulin
maximum rank-distance codes. An upper bound on minimum
distance, similar to that in (1), was derived in [4], that applies
also to non-linear codes. Also provided, in [4], is an explicit
construction of a class of linear, optimal all-symbol locality
codes possessing a vector alphabet. This construction is related
to an earlier construction in [8], of codes termed as simple
regenerating codes. Most recently, Tamo and Barg [9] have
provided general constructions for optimal codes with all-
symbol locality.

B. Maximally Recoverable Codes

The notion of a maximally recoverable code is most easily
defined in terms of the generator matrixG of the code.

Let C be an [n, k]r code that satisfies the all-symbol,
locality-r constraints imposed by a parity-check matrixH0.
Let C0 denote the null space ofH0 andG0 be the correspond-
ing generator matrix. ThenC is said to be an MR code with
respect toH0 if for any collection ofk linearly independent
columns inG0, the corresponding columns ofG are also
linearly independent.

The construction of optimum codes with locality given in
[9], has field size on the order of block length. A principal
code constructed in their paper corresponds to a subcode
of an RS code. The coordinates of this code are grouped
together in accordance with cosets of a cyclic subgroup of
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the group ofnth roots of unity. The subcode of the RS code
is selected so that the restriction of the RS code to a coset
of size (r + 1) corresponds to evaluation of a polynomial
of degree(r − 1), thus providing locality. The degree of the
encoding polynomials is shown to be such that the resulting
codes are optimal with respect to the minimum distance bound
in (1). The authors in [10] define a general notion of maximal
recoverable codes and provide a construction for maximally
recoverable codes of field size

(
n−1
k−1

)
. In [11], a general

form of parity-check matrix was considered with the aim of
constructing MR codes. These codes are referred to in [11]
as partial MDS codes. The authors provide conditions under
which the proposed form of parity-check matrix defines an
MR code and identify explicit parameter sets for which their
construction results in an MR code. A particular instance of
their construction has field sizeO(2n), wheren in the block
length of the code. For the case of a single global parity check,
the authors provide a construction where the field size isO(n).

The authors of [12], construct codes termed as sector-disk
(SD) codes. These are codes which for certain puncturing
patterns associated to a combination of disk and sector failures
result in MDS codes. The authors provide a construction for
the case of2 global parities for handling the correction of
a single or double erasure in each local code and present
a parameter range for which their construction satisfies the
requirement of an SD code through computer search. In [13],
the authors present a construction for maximally recoverable
codes with2 global parities with field size ofO(n) that can
handle single erasures through local error correction. In [14],
a construction of SD codes with 2 global parities is provided
having field size ofO(n) to handle one or two erasures in each
local code. This was subsequently strengthened in [15], where
a construction of SD code and partial MDS code was provided
for 2 global parities having field size ofO(n) that can handle
any number of erasures through local error correction.

In [16], a family of explicit, MR codes for single local
erasure correction is provided in which the number of global
parities can be arbitrary. It is assumed here that(r + 1) | n
wherer is the locality parameter of the code. The parity check
matrix in [16] has the same form as in [11] except that the
authors use variables to fill up the entries of the parity check
matrix and then proceed to derive conditions needed to be
satisfied by these variables in order to yield an MR code.

In [17], a relaxation in the definition of an MR code is
proposed. Here the authors seek to correct a select set of
erasure patterns. Each codeword is put into matrix form in
such a way that each row corresponds to a local code. A
vector is used to specify the number of columns of this code
matrix in which erasure can occur, the maximum number of
erasures allowed within each column as well as the maximum
number of complete column erasures permitted. A construction
satisfying these requirements is provided.

In the present paper, a relaxation of the MR criterion
termed as a partial maximally recoverable (PMR) criterion is
presented and a simple, high-rate construction provided. Also
contained in the paper are three constructions of MR codes

with improved parameters, primarily field size.

II. PARTIAL MAXIMUM RECOVERABILITY

Given that the construction of MR codes having small field
size is challenging, we seek here to construct codes that satisfy
a weaker condition which we will refer to in this paper as the
partial maximally recoverable (PMR) condition. LetC be an
[n, k]r code having all-symbol locality and whose minimum
distance satisfies the bound in (1) with equality. LetLi denote
the recovery sets. In the context of PMR codes, an admissible
puncturing pattern{e1, e2, · · · , em} is one in which the{ei}
satisfy the condition:

ei ∈ Li \




⋃

j∈[m], j 6=i

Lj



 .

A PMR code is then defined simply as an optimal all-
symbol locality code which becomes an MDS code upon
puncturing under some admissible puncturing pattern. The
parity-check matrix of a PMR code is characterized below. We
assume w.l.o.g. in the section below, that{e1, e2, · · · , em) =
(1, 2, · · · ,m) through symbol reordering.

A. CharacterizingH for a PMR Code

Theorem 2.1:Let C be a PMR code as defined above for
admissible puncturing patterne = {e1, ..., em}. Then C can
be assumed to have parity-check matrix of the form:

H =







Im F
︸︷︷︸

(m×k0)

[0] HMDS
︸ ︷︷ ︸

(∆×k0)






,

whereHMDS is the parity-check matrix of an[k0, k0−∆] MDS
code andF is of the form:

F =








xt1
xt2
. ..
xtm








in which eachxi is a vector of Hamming weight at mostr.
Proof: Clearly,H can be assumed to be of the form

H =







Im F
︸︷︷︸

(m×k0)

H1 H2
︸︷︷︸

(∆×k0)






,

which can be transformed, upon row reduction to the form:

H =







Im F
︸︷︷︸

(m×k0)

[0] H3
︸︷︷︸

(∆×k0)






.

It is desired that upon puncturing the firstm coordinates
(corresponding to coordinates of the identity matrixIm in
the upper left), the code be MDS. But since the dual of a



punctured code is the shortened code in the same coordinates,
it follows thatH3 must be the parity-check matrix of an MDS
code.

B. A Simple Parity-Splitting Construction for a PMR Code
when∆ ≤ (r − 1)

We will assume throughout the rest of the paper thatC is
an [n, k]r code where(r + 1)|n and having parametersm,∆
given by:

n = m(r + 1), k0 = mr,

k = k0 −∆ = n− (m+∆).

Thus ∆ represents the number of “global” parity checks
imposed on top of them “local” parity checks.

Assume that∆ ≤ (r − 1). Let H0 be the the(∆+ 1× k0)
parity-check matrix of an MDS code. Letxt be the last row
of H0 andH1 beH0 with the last row deleted, i.e.,

H0 =

[
H1

xt

]

.

In the construction, we will require thatH1 also be the parity-
check matrix of an MDS code and setHMDS = H1. For
example, this is the case whenH0 is either a Cauchy or
a Vandermonde matrix. Let{xti}

m
i=1 be them contiguous

component(1 × r) vectors ofxt defined through

xt =
(
xt1 x

t
2 · · · , x

t
m

)
.

Let F be given by

F =








xt1
xt2

. . .
xtm







.

Lemma 2.2:

⌈
mr −∆

r
⌉ = m− ⌊

∆

r
⌋.

Theorem 2.3 (Parity-Splitting Construction):The [n, k]
codeC having parity-check matrixH given by

H =







Im F
︸︷︷︸

(m×k0)

[0] HMDS
︸ ︷︷ ︸

(∆×k0)






,

with HMDS , F, xi as given above and∆ ≤ (r−1), has locality
r, the PMR property and minimum distance achieving the
bound

dmin = (n− k + 1) −

(

⌈
k

r
⌉ − 1

)

= ∆+ 2.

Proof: We need to show that any(∆ + 1) columns of
H are linearly independent. From the properties of the matrix

HMDS , it is not hard to see that it suffices to show that any
(∆ + 1) columns of

Ha =

[
F

HMDS

]

,

are linearly independent. But the rowspace ofF contains the
vectorxt, hence it suffices to show that any(∆+1) columns
of

Hb =

[
HMDS

xt

]

= H0

are linearly independent, but this is clearly the case, sinceH0

is the parity-check matrix of an MDS code having redundancy
(∆ + 1).

Remark 1:The construction gives rise to codes having
parameters[m(r+ 1),mr−∆,∆+ 2]r and hence, high rate:

R = 1−
∆+ 1

m(r + 1)
≥ 1−

r

m(r + 1)
.

III. A G ENERAL APPROACH TOPMR CONSTRUCTION

We attempt to handle the general case

∆ = ar + b,

in this section and outline one approach. At this time, we are
only able to provide constructions for selected parameterswith
∆ = 2r − 2 and field size that is cubic in the block length
of the code and hold out hope that this construction can be
generalized.

The desired minimum distance of the PMR code (with H as
given in Theorem 2.3 andHMDS chosen to be a Vandermonde
matrix) can be shown to equal in this case,

d := dmin = (n− k + 1)−

(

⌈
k

r
⌉ − 1

)

= (m+∆+ 1)−

(

⌈
mr −∆

r
⌉ − 1

)

= ∆+ 2+ a.

It follows that even the code on the right having parity-check
matrix

Hpun =

[
F

HMDS

]

,

must have the same value ofdmin and therefore, the sub matrix
formed by any(d− 1) columns ofHpun must have full rank.
LetA be the support of this subset of(d−1) columns ofHpun.
Let this support have non-empty intersection with the support
of s local codes and the support of the intersection with the
ith code beingAi of size | Ai | = ℓi. The corresponding sub
matrix will then take on the form:


















a1(θ1i)
a2(θ2i)

. . .
as(θsi)

· · · 1 · · · · · · 1 · · · · · · · · · 1 · · ·
· · · θ1i · · · · · · θ2i · · · · · · · · · θsi · · ·
· · · θ21i · · · · · · θ22i · · · · · · · · · θ2si · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · θ∆−1

1i · · · · · · θ∆−1
2i · · · · · · · · · θ∆−1

si · · ·


















,

whereai(x) are the polynomials whose evaluations provide



the local parities. Since we want this matrix to have full rank
(d − 1) it must be that the left null space of the matrix must
be of dimension(∆ + s) − (∆ + a + 1) = s − (a + 1).
Computing the dimension of this null space is equivalent to
computing the number of solutions to

s∑

i=1

ci

ℓi∑

j=1

ai(θij)
∏

(k,l) 6=(i,j)

(x− θkl)

(θij − θkl)
= f(x),

where f(x) is generic notation for a polynomial of degree
≤ (∆− 1). Let us define

Ei(x) =

ℓi∑

j=1

ai(θij)
∏

(k,l) 6=(i,j)

(x− θkl)

(θij − θkl)
,

and note that eachEi(x) will in general, have degree(∆+a).
Consider the matrixE whose rows correspond to the coeffi-
cients ofEi(x). It follows that the first(a+1) columns ofE
must have full rank.

A. Restriction to the Casea = 1, i.e., r ≤ ∆ ≤ 2r − 1

We now assume thata = 1 so that(a + 1) = 2 and we
need the first2 columns ofE to have rank= 2. We consider
the (2× 2) sub matrix made up of the first two rows and first
two columns ofE. The determinant of this(2× 2) upper-left
matrix formed ofE is given by

det





∑ℓ1
j=1

a1(θ1j)
P1j

∑ℓ1
j=1

a1(θ1j)(
∑

(k,l)6=(1,j) θkl)
P1j

∑ℓ2
j=1

a2(θ2j)
P2j

∑ℓ2
j=1

a2(θ2j)(
∑

(k,l)6=(2,j) θkl)
P2j





= − det

[ ∑ℓ1
j=1

a1(θ1j)
P1j

∑ℓ1
j=1

a1(θ1j)θ1j
P1j

∑ℓ2
j=1

a2(θ2j)
P2j

∑ℓ2
j=1

a2(θ2j)θ2j
P2j

]

where

Pij =
∏

(k,l) 6=(i,j)

(θij − θkl)

This is equal to

ℓ1∑

j=1

ℓ2∑

t=1

a1(θ1j)a2(θ2t)

P1jP2t
(θ1j − θ2t).

Let ∆ = 2r − 1 and a1(θ1j) = θ1j , a2(θ2t) = θ2t, θij =
ξ + hij , hij ∈ Fq andξ ∈ Fq3 \ Fq. Then this becomes:

ℓ1∑

j=1

ℓ2∑

t=1

(
ξ2 + ξ(h1j + h2t) + h1jh2t

)

P1j(θ1j)P2t(θ2t)
(θ1j − θ2t)

= Aξ2 +Bξ + C

with A,B,C ∈ Fq which will be nonzero if the minimum
polynomial of ξ over Fq has degree= 3, unless all the
coefficients are equal to zero.

a) Numerical Evidence:Computer verification was car-
ried out for the∆ = 5, r = 3 case forn = 12 over F(24)3

andn = 36 over F(26)3 with hij = α(i−1)β(ij) whereα is
the primitive element ofF24 andF26 respectively for the two
cases andβ(ij) is fifth and seventh root of unity respectively
(the choice of fifth and seventh roots of unity varies for each
i, j). For both cases, it was found that the elementsA,B,C

never simultaneously vanished for all instances.

IV. M AXIMAL RECOVERABLE CODES

A. A Coset-Based Construction with Localityr = 2

Since this construction is based on Construction 1 in [9] of
all-symbol locality codes, we briefly review the latter here.

Let n = m(r + 1), andq be a power of a prime such that
n ≤ (q − 1), for example,q could equal(n+ 1). Let α be a
primitive element ofFq and β an element of order(r + 1).
Let

Ai = αi−1{1, β, β2, · · · , βr}, 1 ≤ i ≤ m.

Note that{Ai}mi=1 are pairwise disjoint and partition[n]. Let
k = ar + b. Let the supports of the local codes beAi, 1 ≤
i ≤ m. Note that the monomialxr+1 is constant on each of
the setsAi. Let us set

f(x) =

a−1∑

j=0

r−1∑

i=0

aijx
j(r+1)+i +

∑

j=a

b−1∑

i=0

aijx
j(r+1)+i,

where the second term is vacuous forb = 0, i.e., is not
present whenr | k. Consider the codeC of block lengthn
and dimensionk where each polynomial is associated to a
distinct codeword obtained by evaluating the polynomial atthe
elements of

⋃m
i=1 Ai. This code possesses all-symbol locality

and has minimum distancedmin satisfying (1).
Note that the exponentse in the monomial terms forming

each polynomialf(x) satisfy e 6= r (mod r + 1). It is this
property this property that gives the code its locality properties.

Our construction of an MR code here is based on the above
construction with parameters given byn = q − 1, r = 2, k =
2D + 1 so thata = D and b = 1. Thus the local codes all
have length3. Let us denote the algebraic closure ofFq by F.

Theorem 4.1:Given positive integersN,D with 2D
N

< 2
3

and

q > Σ2D
j=2⌊jg(j)⌋

(
(N3 − 1)

j

)

3j +N − 2,

where

g(j) =

{
1 for j even and2(D − 1) ≥ j ≥ 4
1
2 otherwise,

there exists an[N, k = 2D + 1] MR code withr = 2 that is
obtained fromC by puncturing the code at a carefully selected
set ofs = q−1

3 − N
3 cosets{Ai1 , Ai2 , · · · , Ais}.

Proof: Please see the Appendix A .
Example 1:Let k = 5, n = 15. The condition in the

theorem becomesq > 499 whereas, the optimized construction
given in [16] requires a field size of214. The construction in
[10] requiresq >

(
n−1
k−1

)
= 1001.



B. Modification of Construction by Blaum et al. for∆ = 2

in [15], the authors provide a construction for an MR
code (the code is referred to as a partial MDS code in their
paper). We present a modification of this construction here.
The modification essentially amounts to a different choice of
finite-field elements in the construction of the parity check
matrix given in [15] for the partial MDS code. The modified
parity-check matrix is provided below.

H =










H0 0 · · · 0
0 H0 · · · 0
...

...
...

...
0 0 · · · H0

H1 H2 · · · Hm










,

where

Hj =

(
1 βδ β2δ · · · β(r)δ

αj−1 αj−1β−1 αj−1β−2 · · · αj−1β−(r)

)

,

and

H0 =










1 1 1 · · · 1
1 β1 β2 · · · βr

1 β2 β4 · · · β2r

...
...

...
...

...
1 βδ−1 β2(δ−1) · · · βr(δ−1)










.

In the above,α is a primitive element ofFq andβ is aψth root
of unity for anyψ ≥ r + 1 and henceψ dividesq − 1. Using
the closed-form expression for the determinant given in [15],
it can be seen that this construction yields an MR code with
field sizeq− 1 ≥ ψm. Note that the field size is independent
of δ.

V. NON-EXPLICIT CONSTRUCTION OFMR CODES WITH

O(n∆−1) FIELD SIZE

In this section we provide a construction for MR codes
derived by ensuring that certain polynomial constraints which
reflect the rank conditions the parity-check matrix of an MR
code has to satisfy, hold. Our starting point is the canonical
form of the parity-check matrix for an MR code given in
Theorem 2.1. In our construction, the sub-matrixHMDS is
fixed and we show the existence of assignment of values to the
local parities corresponding to the elements ofF that result
in an MR code. Our approach yields improved field size in
comparison with the approach in Lemma 32 of [16].

Theorem 5.1:There exists a choice ofxij such that

H =







Im F
︸︷︷︸

(m×k0)

[0] HMDS
︸ ︷︷ ︸

(∆×k0)






,

F =








xt1
xt2

. . .
xtm








xti = (xi1, xi1, · · · , xir)

is a maximally recoverable code for anyHMDS with a field
size ofO(n∆−1) (for fixed r,∆).

Proof: The proof is skipped for lack of space.
The above construction can be extended in a straight for-

ward manner to give maximal recoverable codes with field
size ofO(n∆−1) when the matrixF is made up of blocks of
δ × (r + 1) local codes where we correctδ erasures in each
local code.
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APPENDIX A
PROOFS OFTHEOREMS ONMAXIMAL RECOVERABILITY

Proof of Theorem 4.1:The codeC has optimum min-
imum distance w.r.t localityr = 2 [1]. Hence puncturing at
any number of cosets (local codes) without changing k will
maintain the optimum minimum distance. We say thate is an
admissible puncturing pattern ife ⊂ [N ] and | e ∩ Li | = 1,
all i.

Let F be the algebraic closure ofFq. Throughout the proof
whenever we say a patterne or juste, it refers to an admissible
puncturing pattern for an[N, k] code with all symbol locality
r. Throughout the discussion any[N, k] code referred to are
polynomial evaluation codes and we assume that the set of
evaluation positions of the[N, k] code to be ordered. We use
e also to indicate the actual finite field elements at the positions
indicated by the puncturing patterne in the set of evaluation
positions of the[N, k] code.

Maximal Recoverability:
Let l = N

3 .
We denote an encoding polynomial ofC by f(x) and we
assumef 6= 0. LetH denote the cyclic group of cube roots of
unity. Letα be a primitive element inFq. If {X1, ...X3D} ⊂ F

are the roots off(x) then it must satisfy:

σ1(X1, ..., X3D) = 0

σ4(X1, ..., X3D) = 0

...

σ1+3(D−1)(X1, ..., X3D) = 0

where σi refers to theith elementary symmetric function.
Lets denote the above set of conditions based on elementary
symmetric functions onX1, ..., X3D by R(D).

If we have a[N, k = 2D + 1] maximally recoverable code
based on the theorem and letH1, ...Hl be the chosen cosets
of evaluation positions for forming the codeword of the[N, k]
maximally recoverable code and if we puncture this[N, k]
code by a patterne then for the resulting[N − l, k] (assuming
k doesnt change after puncturing) code to be MDS we need
dmin = N − l− k+1 = N − 2D− l. Based on the degree of
f(x), we know thatdmin ≥ N − l − deg(f) = N − l − 3D.
Hence out of3D roots of f(x), we want atleastD roots
to lie outsideH1 − e(1), .., Hl − e(l) for any e. In other
words its enough if we choosel cosets such that for any
{X1, ..., X3D} ⊂ F which satisfies the conditionR(D),
atmost only2D distinct elements will lie in the chosenl cosets
after puncturing by anye. Note that this condition will also
ensure that the dimension of aN − l length punctured code
obtained by puncturing the[N, k] code by a patterne is k for
anye. If not there are 2 distinct non zero message polynomials
f1(x), f2(x) which after evaluating atl cosets of evaluation
positions of the[N, k] code yields the same codeword after
puncturing by a patterne to N − l length. This means
f1− f2 is another non zero message or evaluation polynomial
with N − l zeros in the chosenl cosets after puncturing
by e but by the condition of choosing cosets mentioned in

previous sentence (roots off1 − f2 satisfiesR(D)) there
can be atmost2D distinct zeros in theN − l evaluation
positions. This is a contradiction asN − l = 2N

3 > 2D
(by the condition 2D

N
< 2

3 given in the theorem). Hence
if we choosel cosets such that for any patterne and any
2D distinct elementsX1, .., X2D from the l cosets after
puncturing bye, none ofX2D+1, .., X3D from F such that
X1, ..X3D satisfiesR(D) which are distinct fromX1, ..., X2D

lie in the chosen cosets after puncturing bye then we are done.

Proposition 1: LetS be a set of elements3A elements from
F satisfyingR(A) andS containsαiH for somei thenS −
αiH satisfiesR(A− 1).

Proof: Since S satisfies R(A), this implies
σ1+3(i−1)(S) = 0 for i = 1, .., A.

σ1+3(i−1)(S) = σ3(α
iH)σ1+3(i−1)−3(S − αiH) +

σ2(α
iH)σ1+3(i−1)−2(S − αiH) +

σ1(α
iH)σ1+3(i−1)−1(S − αiH) + σ1+3(i−1)(S − αiH)

σ3(α
iH) = a, σ2(α

iH) = 0, σ1(α
iH) = 0, for some a 6= 0.

Hence

σ1+3(i−1)(S) = aσ1+3(i−1)−3(S − αiH) +

σ1+3(i−1)(S − αiH)

For i = A, σ1+3(A−1)(S − αiH) = 0 as S − αiH has
only 3(A− 1) elements.
Hence,

σ1+3(A−1)(S) = aσ1+3(A−1)−3(S − αiH)

Hence

σ1+3(A−1)(S) = 0 => σ1+3(A−1)−3(S − αiH) = 0

for i = A− 1,

σ1+3(A−2)(S) = aσ1+3(A−2)−3(S − αiH) +

σ1+3(A−2)(S − αiH)

Since,σ1+3(A−2)(S) = 0 andσ1+3(A−2)(S − αiH) = 0, this
implies thatσ1+3(A−2)−3(S − αiH) = 0

By induction, if we assume,σ1+3(i−1)(S − αiH) = 0 then
sinceσ1+3(i−1)(S) = 0, we have
σ1+3(i−1)−3(S − αiH) = 0 (i = A is the starting condition
of the induction which we already proved).
HenceS − αiH satisfiesR(A− 1).
Claim :

Its enough to choosel cosets such that for any(A ≤ D)
and anyX1, ..., X2A(contained in the chosenl cosets) which
are distinct and contains atmost one element from each coset,
none of theX2A+1, .., X3A from F such thatX1, ..., X3A

satisfiesR(A), which are distinct fromX1, ..., X2A lies in
the chosenl cosets after puncturing bye for any e disjoint
from X1, ..., X2A.



Proof :
This is because ifX1, ..., X3D satisfyingR(D) contains at
least 2 element from some cosetαiH for somei, since the
polynomialf1(x) = (x − X1)...(x − X3D) restricted to any
coset is a degree1 polynomial, the third element from coset
is also a root off1. Hence the entire coset is contained in
X1, ..., X3D and by similar reasoningX1, ..., X3D can be
written asX1, ..., X3(D−j)∪α

i1H∪...αijH for somei1, ..., ij
whereX1, ..., X3(D−j) contains at most one element from
each coset and satisfiesR(D − j) by proposition1.

Now by the property of the chosen cosets, we have
that for any distinctX1, ..., X2(D−j) from the chosenl
cosets containing atmost one element from each coset,
any of X2(D−j)+1, ..., X3(D−j) which are distinct from
X1, ..., X2(D−j) such thatX1, ..., X3(D−j) satisfiesR(D− j)
will not lie inside the chosen cosets after puncturing by
e for any e such thate ∩ {X1, ..., X2(D−j)} = ∅. Wlog
this implies the chosen cosets after puncturing by anye

can contain atmost only (writing only distinct elements)
X1, ..., X2(D−j) ∪ α

i1H − e(i1) ∪ ...αijH − e(ij) of the 3D
elements. Hence there can be atmost2(D− j)+ 3j− j = 2D
roots out of3D roots inside the chosen cosets after puncturing
by anye. Hence we are done.

From here we term a set ofl cosets satisfying the above
claim, to be satisfyingR1(l).
We are going put another set of conditionsR2(l) on a set of
l cosets. The necessity of this condition will be clear in the
proof.

R2(l) :
A given set ofl cosets, is said to satisfy conditionR2(l) if,
For any1 ≤ A ≤ D and anyX1, ..., X2A(contained in the
chosenl cosets) which are distinct and contains atmost one
element from each ofl cosets, the matrixP (A) given by
P (A)=













1 0 · · · · · · 0
σ3(S) σ2(S) · · · · · · σ3+1−A(S)

...
...

...
. . .

...
σ3(i−1)(S) σ3(i−1)−1(S) · · · · · · σ3(i−1)+1−A(S)

...
...

...
. . .

...
0 · · · σ2A(S) σ2A−1(S) σ2(A−1)(S)













is non-singular, whereS = {X1, ..., X2A}.

Furthermore, for any3 ≤ A ≤ D and anyX1, ..., X2A−1

(contained in the chosenl cosets) which are distinct and
contains at most one element from each ofl cosets, the matrix
P1(A) given by
P1(A)=











1 0 · · · · · · 0
σ3(S) σ2(S) · · · · · · σ3+1−A(S)

...
...

...
. . .

...
σ3(i−1)(S) σ3(i−1)−1(S) · · · · · · σ3(i−1)+1−A(S)

...
...

...
. . .

...
0 · · · 0 σ2A−1(S) σ2(A−1)(S)













is non-singular. whereS = {X1, ..., X2A−1}.

From here on we proceed to find a set ofl cosets satisfying
R1(l) and R2(l). We proceed by choosing1 coset at each
step inductively until we choose the required set ofl cosets.
At each step we select and add one coset to our list and
throw away a collection of cosets from the cosets not chosen.
Let the cosets chosen upto ith step beG(i) and the cosets
thrown upto ith step beT (i) and let the total collection of
cosets in the fieldFq beW .

1) The first coset is chosen to be any coset. HenceG(1)
consists of just the coset chosen. We don’t throw away any
cosets at this step. HenceT (1) is empty.G(1) satisfiesR1(1)
andR2(1) trivially.

2) The second coset is also chosen to be any coset
from W −G(1). HenceG(2) consists of the2 chosen cosets.
R1(2):
For A = 1, and for any 2A = 2 distinct elements
X1, X2, one from each coset inG(2), any X3 such that
σ1(X1, X2, X3) = 0 cannot be distinct fromX1, X2 and lie
in any of the cosets inG(2). If it does, wlog letX1 andX3

lie in same coset which is inG(2) thenX2 = −(X1 +X3)
but every coset is a coset of cube roots of unity. Hence
X + X1 + X3 = 0 where X is the third element from the
same coset asX1, X3. HenceX = −(X1 + X3) which
impliesX = X2 but X is in the same coset asX1, X3 and
X2 is in the other coset inG(2). Hence a contradiction.
This implies that additive inverse of sum of2 distinct
elements from different cosets cannot lie in the same coset as
the 2 elements.

For A ≥ 2, 2A ≥ 4, we need to pick 4 distinct elements,
from distinct cosets but there are only 2 cosets inG(2).
HenceR1(2) is satisfied.

R2(2):
For A = 1, P1(1) = [1], P2(1) = [1], hence non-singular.
For A ≥ 2, we need to pick2A ≥ 4 and2A− 1 ≥ 3 distinct
elements from distinct cosets but there are only 2 cosets.
HenceR2(2) is satisfied.

T (2):
For every two distinct elementsX1, X2 chosen one from each
of the 2 cosets inG(2), find the third elementX3 such that
σ1(X1, X2, X3) = 0 and throw away the coset inW −(G(2))
which contains it. SinceG(2) satisfiesR1(2), X3 will either
not lie any coset inG(2) or won’t be distinct fromX1, X2.
In the first case, we throw the coset and in the latter case,
we don’t do anything. There are 3x3=9 possible summations
X1+X2 but if X1+X2+X3 = 0 thenθ(X1+X2+X3) = 0
andθX3is in the same coset asX3 for any cube root of unity
θ. Hence solutions for 9 possible summations lie in atmost 3
cosets and we throw away these 3 cosets.

3) Let i ≥ 2D and assume we haveG(i) satifying
R1(i), R2(i).
T (i):



a) For everyA ≤ D, Choose2A cosets (sayH1, ..., H2A) out
of G(i) cosets, and chooseX1, ..., X2A one from each of these
2A cosets, now find the set of allX2A+1, ..., X3A fromF such
that σ1(X1, ..., X3A) = 0, ..., σ1+3(A−1)(X1, ..., X3A) = 0
and throw away all the cosets in whichX2A+1, ..., X3A lies.
SinceG(i) satisfiesR1(i), the elements inX2A+1, ..., X3A

will either be not distinct fromX1, ..., X2A or will lie outside
G(i). In the first case we dont do anything and in the latter
case, we throw away these cosets.
To find the number of solutionsX2A+1, ..., X3A such that
σ1(X1, ..., X3A) = 0, ..., σ1+3(A−1)(X1, ..., X3A) = 0, we
solve forX2A+1, ..., X3A givenX1, ..., X2A.

It can be seen that to satisfyσ1(X1, ..., X3A) =
0, ..., σ1+3(A−1)(X1, ..., X3A) = 0,
σ1(X2A+1, ..., X3A), ...,σA(X2A+1, ..., X3A) has to satsify a
linear equation of the form

P (A)[σ1(X2A+1, ..., X3A), ..., σA(X2A+1, ..., X3A)]
t =

−[σ1(X1, ..., X2A), ..., σ1+3(A−1)(X2A+1, ..., X3A)]
t

sinceG(i) satifiesR2(i), P (A) is non singular and there
is a unique solution, for
[σ1(X2A+1, ..., X3A), ..., σA(X2A+1, ..., X3A)] which
implies a unique solution forX2A+1, ..., X3A. Hence
for a given distinct X1, ..., X2A, from distinct cosets,
there is a unique solution forX2A+1, ..., X3A such that
σ1(X1, ..., X3A) = 0, ..., σ1+3(A−1)(X1, ..., X3A) = 0. Hence
its enough to throw these A cosets containingX2A+1, ..., X3A

(unique solution).

The above procedure is done for every choice of2A cosets
from G(i) cosets and every choice ofX1, ..., X2A from the
chosen2A cosets.

Hence the total number of cosets thrown are atmost
(
|G(i)|
2A

)
32AA but if for X1, ..., X2A, X2A+1, ..., X3A

put together satisfiesR(A) then for θ(X1, ..., X2A),
θ(X2A+1, ..., X3A) (which doesn’t change the cosets of
X2A+1, .., X3A for any cube root of unityθ) satisfiesR(A)
and this choice is unique as seen before. Hence out of32A

choices forX1, ..., X2A from a given chosen2A cosets, its
enough to throw away cosets for3

2A

3 choices ofX1, ..., X2A.

Hence the total number of cosets thrown are atmost
(
|G(i)|
2A

)
32A−1A.

b) For every3 ≤ A ≤ D, Choose2A − 1 cosets (say
H1, ..., H2A−1) out ofG(i) cosets, and chooseX1, ..., X2A−1

one from each of these2A− 1 cosets, now find the set of all
X2A from F such thatP (A) is singular. ThisX2A can’t be in
any coset inG(i) which doesnt containX1, ..., X2A−1 asG(i)
satisfiesR2(i). If X2A lies in the coset which contains any of
X1, ..., X2A−1, then we don’t do anything. IfX2A lies outside
G(i), we throw the coset. To find the number of solutions of
X2A for a givenX1, ..., X2A−1 such thatP (A) is singular,

let S1 = {X1, ..., X2A−1} andS = {X1, ..., X2A−1, X2A}.
P (A) =












1 0 · · · · · · 0
σ3(S) σ2(S) · · · · · · σ3+1−A(S)

...
...

...
. . .

...
σ3(i−1)(S) σ3(i−1)−1(S) · · · · · · σ3(i−1)+1−A(S)

...
...

...
. . .

...
0 · · · σ2A(S) σ2A−1(S) σ2(A−1)(S)













=













1 0 · · · · · · 0
σ3(S1) + σ2(S1)X2A σ2(S1) + σ1(S1)X2A · · · · · · σ3+1−A(S1) + σ3+1−A−1(S1)X2A

...
...

...
. . .

...
σ3(i−1)(S1) + σ3(i−1−1)(S1)X2A σ3(i−1)−1(S1) + σ3(i−1)−1−1(S1)X2A · · · · · · σ3(i−1)+1−A(S1) + σ3(i−1)+1−A−1(S1)X2A

...
...

...
. . .

...
0 · · · σ2A−1(S1)X2A σ2A−1(S1) + σ2A−1−1(S1)X2A σ2(A−1)(S1) + σ2(A−1)−1(S1)X2A













.

The determinant of above matrixP (A) can be seen as a
polynomial inX2A and its degree is atmostA−1. The constant
term of this polynomial is the determinant of following matrix:












1 0 · · · · · · 0
σ3(S1) σ2(S1) · · · · · · σ3+1−A(S1)

...
...

...
. . .

...
σ3(i−1)(S1) σ3(i−1)−1(S1) · · · · · · σ3(i−1)+1−A(S1)

...
...

...
. . .

...
0 · · · 0 σ2A−1(S1) σ2(A−1)(S1)













The above matrix is non-singular forA ≥ 3 sinceG(i)
satisfiesR2(i). Hence thedet(P (A)) as a polynomial inX2A

is a non-zero polynomial (has a non zero constant term), and
since its degree is atmostA − 1, it can have atmostA − 1
solutions forX2A. Hence its enough to throw away these
A− 1 cosets containing theseA− 1 solutions.
The above procedure is done for every choice of2A − 1
cosets fromG(i) cosets and every choice ofX1, ..., X2A−1

from the chosen2A− 1 cosets.

The number of cosets thrown are atmost:
(
|G(i)|
2A−1

)
32A−1(A − 1). It can be seen thatdet(P (A)) is

a homogenous polynomial inX1, ..., X2A and hence as
before if for X1, ..., X2A−1, X2A, det(P (A)) = 0 then
for θ(X1, ..., X2A−1, X2A) also det(P (A)) = 0. Hence its
enough to throw away atmost:

(
|G(i)|
2A−1

)
32A−2(A− 1).

For A = 1, P (A) = [1] which is trivially non- singular
and we don’t do anything. ForA = 2, choose 3 cosets from
G(i) and choose distinctX1, X2, X3 one from each of these
distinct cosets, now find the set of allX4 such thatP (A) is
singular. ThisX4 can’t be in any coset inG(i) which doesnt
containX1, ..., X3 asG(i) satisfiesR2(i). If X4 lies in the
coset which contains any ofX1, ..., X3, then we don’t do
anything. IfX4 lies outsideG(i), we throw the coset. To find
the number of solutions ofX4 for a givenX1, ..., X3 such
thatP (A) is singular,

det(P (A)) = σ2(X1, X2, X3, X4) =

σ2(X1, X2, X3) +X4σ1(X1, X2, X3)

Given the chosenX1, X2, X3, the above expression for
det(P (A)) can be seen as a linear expression inX4. if



σ2(X1, X2, X3) = 0, σ1(X1, X2, X3) = 0 then(X−X1)(X−
X2)(X −X3) = X3−X1X2X3 = X3− γ. HereX1, X2, X3

constitutes the solution set forX3 = γ but X1H also
constitutes 3 solutions for the equationX3 = γ but there can
be atmost 3 solutions for the equationX3 = γ. HenceX1H =
{X1, X2, X3} which implies they all belong to same coset
which is a contradiction. Hence eitherσ2(X1, X2, X3) 6= 0 or
σ1(X1, X2, X3) 6= 0 which impliesdet(P (A)) is a non zero
degree 1 polynomial inX4. Hence we can find the solution
and throw away the coset containing it.

The number of cosets thrown are atmost:
(
|G(i)|

3

)
33 but by

similar argument as before we can see that the number of
cosets thrown are atmost:

(
|G(i)|

3

)
32

c) For every3 ≤ A ≤ D, Choose2A − 2 cosets (say
H1, ..., H2A−2) out ofG(i) cosets, and chooseX1, ..., X2A−2

one from each of these2A− 2 cosets, now find the set of all
X2A−1 from F such thatP1(A) is singular. ThisX2A−1 can’t
be in any coset inG(i) which doesnt containX1, ..., X2A−2 as
G(i) satisfiesR2(i). If X2A−1 lies in the coset which contains
any ofX1, ..., X2A−2, then we don’t do anything. IfX2A−1

lies outsideG(i), we throw the coset.
To find the number of solutions ofX2A−1 for a given

X1, ..., X2A−2 such thatP1(A) singular,
let S1 = {X1, ..., X2A−2} andS = {X1, ..., X2A−2, X2A−1}.

P1(A)=












1 0 · · · · · · 0
σ3(S) σ2(S) · · · · · · σ3+1−A(S)

...
...

...
. . .

...
σ3(i−1)(S) σ3(i−1)−1(S) · · · · · · σ3(i−1)+1−A(S)

...
...

...
. . .

...
0 · · · 0 σ2A−1(S) σ2(A−1)(S)













=












1 0 · · · · · · 0
σ3(S1) + σ2(S1)X2A−1 σ2(S1) + σ1(S1)X2A−1 · · · · · · σ3+1−A(S1) + σ3+1−A−1(S1)X2A−1

...
...

...
. . .

...
σ3(i−1)(S1) + σ3(i−1−1)(S1)X2A−1 σ3(i−1)−1(S1) + σ3(i−1)−1−1(S1)X2A−1 · · · · · · σ3(i−1)+1−A(S1) + σ3(i−1)+1−A−1(S1)X2A−1

...
...

...
. . .

...
0 · · · 0 σ2A−1−1(S1)X2A−1 σ2(A−1)(S1) + σ2(A−1)−1(S1)X2A−1













.

The determinant of above matrixP1(A) can be seen as
a polynomial inX2A−1 and its degree is atmostA − 1.
The constant term of this polynomial is the determinant of
following matrix:












1 0 · · · · · · 0
σ3(S1) σ2(S1) · · · · · · σ3+1−A(S1)

...
...

...
. . .

...
σ3(i−1)(S1) σ3(i−1)−1(S1) · · · · · · σ3(i−1)+1−A(S1)

...
...

...
. . .

...
0 · · · 0 0 σ2(A−1)(S1)













Now σ2(A−1)(S1) 6= 0 (because this is just the product of
2(A − 1) non zero elements) , since the determinant of the
matrix:












1 0 · · · · · · 0
σ3(S1) σ2(S1) · · · · · · σ3+1−(A−1)(S1)

...
...

...
. . .

...
σ3(i−1)(S1) σ3(i−1)−1(S1) · · · · · · σ3(i−1)+1−(A−1)(S1)

...
...

...
. . .

...
0 · · · σ2(A−1)(S1) σ2(A−1)−1(S1) σ2(A−2)(S1)













is non zero (becauseG(i) satisfiesR2(i)), we have that the
determinant of the matrix mentioned before corresponding to
the constant term of the polynomialdet(P1(A)) is also non
zero. Hence thedet(P1(A)) as a polynomial inX2A−1 is
a non-zero polynomial (has a non zero constant term), and
since its degree is atmostA − 1, it can have atmostA − 1
solutions forX2A−1. Hence its enough to throw away these
A− 1 cosets containing theseA− 1 solutions.
The above procedure is done for every choice of2A − 2
cosets fromG(i) cosets and every choice ofX1, ..., X2A−2

from the chosen2A− 2 cosets.

The number of cosets thrown are atmost:
(
|G(i)|
2A−2

)
32A−2(A − 1). It can be seen thatdet(P1(A))

is a homogenous polynomial inX1, ..., X2A−1 and hence
as before if forX1, ..., X2A−2, X2A−1, det(P1(A)) = 0
then for θ(X1, ..., X2A−2, X2A−1) also det(P1(A)) = 0.
Hence its enough to throw away atmost:

(
|G(i)|
2A−2

)
32A−3(A−1).

4) Following the previous step, we want to select one more
coset to formG(i+1) such that it satisfiesR1(i+1), R2(i+1)
:
Choose any coset (say)H1 from the collectionW − (T (i) ∪
G(i)). HenceG(i+1) = G(i)∪{H1}. It can be easily shown
thatG(i+1) satisfiesR1(i+1), R2(i+1) using the properties
of T (i) andG(i). We skip the proof due to space constraints.

5) The argument for throwing cosets fori < 2D is similar
to the above arguments (point 3) except that we skip the parts
where it becomes vacuous. The procedure for selecting new
coset to formG(i) and showing that it satisfiesR1(i) and
R2(i) can be done in a straight forward manner.

We repeat the steps 3 and 4 until we pickl cosets. Note
that the set of cosets thrown away atith step contains the set
of cosets thrown away ati− 1 th step.

Hence the total number of cosets thrown untilith step is
(from the step 3):

|T (i)| ≤ ΣD
j=1

(
|G(i)|

2j

)

32j−1j +ΣD
j=3

(
|G(i)|

2j − 1

)

32j−2(j − 1) +

(
|G(i)|

3

)

32 +ΣD
j=3

(
|G(i)|

2j − 2

)

32j−3(j − 1)

we can picki+1 th coset to formG(i+1) as long as|T (i)|+
|G(i)| < |W |. Hence we can pickl = n

3 cosets (evaluating
positions) to form maximally recoverable code of block length
n as long as|T (l−1)|+ |G(l−1)| < |W |. |W | = q−1

3 . Hence
we can form[n, k = 2D + 1] maximally recoverable code as
long as:

ΣD
j=1

(
|G(l−1)|

2j

)
32j−1j +ΣD

j=3

(
|G(l−1)|
2j−1

)
32j−2(j − 1)+

(
|G(l−1)|

3

)
32 +ΣD

j=3

(
|G(l−1)|
2j−2

)
32j−3(j − 1) + |G(l − 1)| < q−1

3

Using |G(i)| = i, it can be seen that the above inequality
is implied by:



Σ2D
j=2⌊jg(j)⌋

(
l − 1

j

)

3j−1 + (l − 1) <
q − 1

3

g(j) = 1 for 2(D − 1) ≥ j ≥ 4 and j even
g(j) = 1

2 otherwise

hence:

Σ2D
j=2⌊jg(j)⌋

(
(n3 − 1)

j

)

3j + n− 2 < q
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