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Abstract—We study the optimal geographic content placement
problem for device-to-device (D2D) networks in which the
content popularity follows the Zipf law. We consider a D2D
caching model where the locations of theD2D users (caches) are
modeled by a Poisson point process (PPP) and have limited
communication range and finite storage. Unlike most related
work which assumes independent placement of content, and does
not capture the locations of the users, we model the spatial
properties of the network including spatial correlation in terms
of the cached content. We propose two novel spatial correlation
models, the exchangeable content model and a Matérn (MHC)
content placement model, and analyze and optimize thehit
probability, which is the probability of a given D2D node finding
a desired file at another node within its communication range.
We contrast these results to the independent placement model,
and show that exchangeable placement performs worse. On the
other hand,MHC placement yields a higher cache hit probability
than independent placement for small cache sizes.

I. I NTRODUCTION

D2D communication is a promising technique for enabling
proximity-based applications and increased offloading from
the heavily loaded cellular network, and is being actively stan-
dardized by 3GPP [1]. Its efficacy however, requires nearby
users to possess content that another user wants. Therefore,
intelligent caching of popular files is indispensable forD2D
to be successful. Caching has been shown to provide increased
spectral reuse and throughput gain inD2D-enabled networks
[2], but the optimal way to spatially cache content usingD2D
is unknown. Intuitively, popular content should be seeded into
the network in a way that maximizes the probability that a
givenD2D device can find a desired file within its radio range.
We explore this problem quantitively in this paper.

Several aspects of content caching have been studied. The
gain offered by local caching is analyzed [3]. Scaling laws with
D2D content caching are studied [4]. Optimal collaboration
distance and scaling for the number of activeD2D links are
investigated [5]. A distributed caching system using mobiles
and deterministically placed helpers with low-rate backhaul is
proposed [6]. UsingPPPs to model the user locations, optimal
geographic content placement for various wireless network
scenarios are studied [7]. Maximum probability that the typical
user finds the content in one of its nearby base stations is
evaluated using the coverage number distribution [8].

Temporal caching models have also been studied [9], e.g.,
least recently used, least-frequently used and most recently

used cache update algorithms. However, to the best of authors’
knowledge, [7] is the only work to propose a spatial caching
model and there is no spatially joint content placement strategy
in the literature. We aim to maximize the cache hit probability
for a D2D network where the spatial distribution of nodes
matters, which can be exploited for an efficient use of caches.

We consider aD2D caching model in which user locations
are modeled by the Poisson point process (PPP) as in [10],
and users have limited communication range and finite storage.
D2D users are primarily served by each other if the desired
content is cached in a nearby user. Otherwise, they are served
by the cellular network. We aim to optimize the cache hit
probability, i.e., the probability that a user can get the desired
content from one of theD2D users within its range.

We propose 2 different strategies to maximize theD2D
cache hit probability: (i) independent content placement where
there is no spatial correlation among users and (ii) correlated
placement strategies that enable spatial diversity, namely a spa-
tially exchangeable placement model and a Matérn hard core
(MHC) model to prioritize the caches for content placement.
In the MHC model, the caches storing a particular file are
never closer to each other than some given distance, so neigh-
boring users are less likely to cache redundant content. We
show that exchangeable placement yields positively correlated
spatial distribution of content, and is suboptimal in termsof the
cache hit probability compared to independent placement. On
the other hand,MHC placement yields a negatively correlated
spatial content distribution, and a higher cache hit probability
than the independent placement in the small cache size regime.

II. SYSTEM MODEL

The locations of theD2D users are modeled by thePPP
Φ with densityλ. We assume that there areM files in total
in the network and each user has a cache of the same finite
sizeN < M . Depending on its cache state, each user makes
requests for new files based on a general popularity distribution
over the set of the files. The popularity of such requests is
modeled by the Zipf distribution, which has pmfpr(n) =
1

nγr
/
∑M

m=1
1

mγr
, for n = 1, . . . ,M , whereγr is the Zipf

exponent that determines the skewness of the distribution.
D2D users can only communicate within a finite range,

which we callD2D radius and denote it byRD2D. A request
needs to be fulfilled by theD2D users within theD2D radius.
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Otherwise, theD2D user has to be served by the cellular
network. The coverage process of the proposed model can
be represented by a Boolean model as described next.

Definition 1. The Boolean model (BM) is based on a PPP,
whose points are also called germs, and on an independent
sequence of iid compact sets called grains, defined as a model
driven by an independently marked PPP onR

2 [11].

Consider a given realizationφ = {xi} ⊂ R
2 of thePPP Φ.

We can think ofφ as a counting measure or a point measure
φ =

∑

i δxi
, xi ∈ R

2, wherexi denotes the coordinates of
the ith user andδx = {0, 1} is the Dirac measure atx; for
A ⊂ R

2, δx(A) = 1 if x ∈ A and δx(A) = 0 if x /∈ A.
Consequently,φ(A) gives the number of points ofφ in A.

Our model is a simpleBM wherexi’s denote the germs and
Bi(RD2D) -a closed ball of radiusRD2D centered atxi- denote
the grains. Then, the coverage process is driven by the follow-
ing independently markedPPP: Φ̃ =

∑

i δ(xi,Bi(RD2D)).
TheBM is given by the unionVBM =

⋃

i (xi +B0(RD2D))
that models the coverage process of theD2D transmitters.

Definition 2. Volume fraction [11]. Since our model is
translation invariant, volume fraction can be expressed asthe
probability that the origin is covered byB0(RD2D) given by

p = P(0 ∈ B0(RD2D)) = 1− exp(−λπR2
D2D). (1)

We propose different strategies to serve theD2D requests
that maximize the cache hit. Assuming a transmitter receives
one request at a time and multiple transmitters can potentially
serve a request, the selection of the active transmitters depends
on the caching strategies detailed in Sects. IV, V and VI.

III. C ACHE HIT PROBABILITY

To characterize the successful transmission probability,one
needs to know the number of users that a typical node can
connect to, i.e., the coverage number. Exploiting the properties
of the PPP, the distribution of the number of transmitters
covering the typical receiver that requests filem is given by

Nm ∼ Poisson(λmπR2
D2D). (2)

Assume that the files are cached at theD2D users identically
and independently of each other and letpc(·) be the caching
probability. LetYm be the indicator random variable that takes
the value1 if file m is available in the cache and0 otherwise.
Thus, any cache satisfies the condition

∑M
m=1 Ym ≤ N ,

i.e., Ym’s are inherently dependent. However, for tractability
reasons and due to the independent content placement assump-
tion, we take the expectation of this relation and obtain our
cache constraint:

∑M
m=1 P(Ym = 1) =

∑M
m=1 pc(m) ≤ N .

The maximum total cache hit probability, i.e., the probabil-
ity that the typical user finds the content in one of theD2D
users it is covered by, can be evaluated by solving

max
pc

PHit

s.t.
∑M

m=1
pc(m) ≤ N,

(3)

wherePHit = 1−
M
∑

m=1
pr(m)

∞
∑

k=0

P(Nm = k)(1 − pc(m))k.

Optimal content placement is a binary problem satisfying
∑M

m=1 Ym = N . However, as noted above, the constraint in
(3) is based on the average values ofYm’s, which yields a
relaxed content placement. Later, we show there are feasible
solutions to the relaxed problem filling up all the cache slots.

The key step in evaluating (3) is to determine the coverage
number distribution, i.e.,P(Nm = k). We can optimizePHit

by using the Lagrangian technique as follows

L(µ) = 1−
∑M

m=1
pr(m)

∑∞

k=0
P(Nm = k)(1− pc(m))k

−µ
(

∑M

m=1
pc(m)−N

)

.

Taking the derivative ofL(µ) with respect topc(m) and
evaluating atµ = µ∗, we have dL(µ)

dpc(m) |µ=µ∗ = 0, for which
there exists a feasible solutionp∗c(m) that satisfies

pr(m)
∑∞

k=1
kP(Nm = k)(1 − p∗c(m))k−1 = µ∗,

pr(m)P(Nm = 1) ≤ µ∗ ≤ pr(m)E[Nm]. (4)

Similar to the approach in [7], we can use bisection method1

and numerically solve (4) to find thep∗c(m) values. We
initialize the bisection method by settingµ such thatµ ∈
[µmin, µmax], where µmax = pr(N/cb)P(NN/cb = 1) as-
sumingpc(m) = 1 for m ≤ N/cb, henceµ∗ ≤ µmax, and
µmin = pr(cbN)E[NcbN ] assumingpc(m) = 0 for m ≥ cbN ,
henceµ∗ ≥ µmin. Here, cb is a constant integer parameter
appropriately adjusted andN is divisible bycb andcbN ≤ M .

Using the coverage number pmf (2), we can rewrite (4) as

µ∗ = pr(m)

∞
∑

k=1

ke−λmπR2

D2D

(λmπR2
D2D)

k

k!
(1− p∗c(m))

k−1

= pr(m)λmπR2
D2D exp(−p∗c(m)λmπR2

D2D),

which yields forpr(m)P(Nm = 1) ≤ µ∗ ≤ pr(m)E[Nm]:

p∗c(m) =
1

λmπR2
D2D

log
(pr(m)λmπR2

D2D

µ∗

)

. (5)

IV. I NDEPENDENTCACHE DESIGN

Given that each cache can storeN < M files2, our objective
is to determine the number of filesL that should be stored in
the cache with probability 1, and the maximum number of
distinct filesK that can be stored in the cache as a function
of the important design parameters, e.g.,RD2D, λm’s andN .
Using the optimal solutionp∗c(m) in (5), we can deduce that

p∗c(m) =











1 µ∗ ≤ pr(m)P(Nm = 1)
1

λmπR2

D2D

log
(pr(m)λmπR2

D2D

µ∗

)

µ∗ ∈ Mm

0 µ∗ ≥ pr(m)E[Nm]

, (6)

where P(Nm = 1) = e−λmπR2

D2D(λmπR2
D2D), E[Nm] =

λmπR2
D2D and Mm is a set such that for anyµ∗ ∈ Mm,

1The bisection method is a numerical root-finding method thatrepeatedly
bisects an interval and selects a subinterval in which a rootmust lie. The
algorithm stops when the change in the root is smaller than a chosenε > 0.

2Swapping the contents within a cache does not change cache’sstate.



it is satisfied thatpr(m)P(Nm = 1) ≤ µ∗ ≤ pr(m)E[Nm].
Incorporating the finite cache size constraint to (6), we can
rewrite

∑M
m=1 pc(m) as follows:

L− 1 +

K
∑

m=L

1

λmπR2
D2D

log
(pr(m)λmπR2

D2D

µ∗

)

= N. (7)

Using the boundary conditions forµ∗, we have

pr(K)λKπR2
D2D ≤ µ∗ ≤ pr(L)e

−λLπR2

D2D(λLπR
2
D2D), (8)

where the relation betweenL andK can be found as

pr(K)2 ≤ pr(L)
2 exp(−λLπR

2
D2D), (9)

which follows from λm = λpr(m), i.e., the density of the
transmitting users is proportional to the density of the requests.

Using (6), for anyL ≤ m ≤ K, the optimal solution is

p∗c(m) =

M
∑

j=1

(2γr/j
γr)

λπR2
D2D

log
(K

m

)

mγr +
(m

K

)γr

pc(K). (10)

From (7) and (10), we obtain the following relation:

N − L+ 1 =

[

∑M
j=1(2γr/j

γr)

λπR2
D2D

log(K) +
pc(K)

Kγr

]

×

∑K

m=L
mγr −

∑M
j=1(2γr/j

γr)

λπR2
D2D

∑K

m=L
log(m)mγr . (11)

Applying (9) with equality and from (11), we uniquely
determineL and K that approximate the optimal content
placement pmf in (6) as the following linear model:

pLinc (m) =

{

min{1, 1− m−L
K−L} 1 ≤ m ≤ K

0 m > K
, (12)

which is a good approximation as shown in Sect. VII.

V. A SPATIALLY EXCHANGEABLE CACHE MODEL

For an ordered set ofn transmitters covering a receiver with
desired contentm, the binary sequenceYm1

, Ym2
, . . . , Ymn

denotes the availability of the content. We assume the sequence
Ym1

, Ym2
, . . . , Ymn

is exchangeablein the spatial domain.

Definition 3. An exchangeable sequenceY1, Y2, Y3, . . . of
random variables is such that for any finite permutationr
of the indices1, 2, 3, . . . , the joint probability distribution of
the permuted sequenceYr(1), Yr(2), Yr(3), . . . is the same as
the joint probability distribution of the original sequence.

Theorem 1. de Finetti’s theorem. A binary sequence
Y1, . . . , Yn, . . . is exchangeable if and only if there ex-
ists a distribution functionF on [0, 1] such that for
all n p(y1, . . . , yn) =

∫ 1

0
θtn(1 − θ)n−tn dF (θ), where

p(y1, . . . , yn) = P(Y1 = y1, . . . , Yn = yn) and tn =
∑n

i=1 yi.
It further holds thatF is the distribution function of the
limiting frequency, i.e., ifX = limn→∞

∑

i Yi/n, thenP(X ≤
x) = F (x) and by conditioning withX = θ, we obtain

P(Y1 = y1, . . . , Yn = yn|X = θ) = θtn(1− θ)n−tn . (13)

The optimization formulation to maximize the cache hit for
an exchangeable content placement strategy becomes

max
fXm

1−
∑M

m=1
pr(m)

∑∞

k=0
P(Nm = k)Pmiss(m, k)

s.t.
∑M

m=1
E[Xm] ≤ N.

(14)

From Theorem 1,Pmiss(m, k) =
∫ 1

0 (1− θ)kfXm
(θ) dθ is the

probability thatk caches cover a receiver, and none has file
m, andE[Xm] =

∫ 1

0 θfXm
(θ) dθ is the probability a cache

contains filem. Hence, the objective in (14) is equal to

PHit =
∑M

m=1
pr(m)

(

∫ 1

0

(

1−
∑∞

k=0
exp(−λmπR2

D2D)

((λmπR2
D2D)

k/k!)(1− θ)k
)

fXm
(θ) dθ

)

= 1−
∑M

m=1
pr(m)E[exp(−λmπR2

D2DXm)]. (15)

Proposition 1. Any exchangeable placement strategy is worse
than independent placement in terms of cache hit probability.

Proof: Using the convexity of exponential, we can show
that the hit probability of exchangeable placement in (15)
satisfies:

1− PHit =
∑M

m=1
pr(m)E[exp(−λmπR2

D2DXm)]

≥
∑M

m=1
pr(m) exp(−λmπR2

D2DE[Xm]). (16)

From (16), the miss probability of the exchangeable cache
placement model is higher than the miss probability of the
independent placement.

Proposition 2. Negatively correlated placement performs bet-
ter than independent placement in terms of the hit probability.

Proof: Note that for negatively correlated content place-
ment, i.e., whenPmiss(m, k) ≤ P(Ym = 0)k,

PHit = 1−
∑M

m=1 pr(m)
∑∞

k=0 P(Nm = k)Pmiss(m, k)

≥ 1−
∑M

m=1 pr(m)
∑∞

k=0 e
−λmπR2

D2D
(λmπR2

D2D
P(Ym=0))k

k! ,

which is the hit probability for independent placement.
Negatively correlated spatial placement corresponds to a

distance-dependent thinning of the transmitter process sothat
neighboring users are less likely to have matching contents.

VI. M ATÉRN HARD CORE (MHC) CONTENT PLACEMENT

We propose a content placement approach exploiting the
spatial properties of Matérn’s hard core (MHC) model.MHC
is constructed from the underlyingPPP modeling the loca-
tions of the caches by removing certain points depending on
the positions of the neighboring points and additional marks
attached to the points. Each transmitter of theBM VBM is
assigned a uniformly distributed markU [0, 1]. A nodex ∈ Φ̃
is selected if it has the lowest mark among all the points in
B(x,RD2D). A realization of theMHC p.p. is illustrated in
Fig. 1. The proposed placement model is slightly different.
Instead, for each file type, there is a distinct exclusion radius.



0.91

0.91

0.57

0.410.10

0.440.63

0.64
0.97

0.70

0.88

0.54

0.91

0.91

0.57

0.410.10

0.54

0.440.63

0.64
0.97

0.70

0.88

0.91

0.91

0.57

0.410.10

0.54

0.440.63

0.64
0.97

0.70

0.88

(d)(c)(b)(a)

Fig. 1. MHC p.p. realization: (a) Begin with aPPP. (b) Associate a mark∼ U [0, 1] to each point independently. (c) A nodex is selected
if it has the lowest mark among all the points inB(x,RD2D). (d) Set of selected points.

We optimize the exclusion radii to maximize the total hit.
The exclusion radius of a particular file (rm for file m) de-
pends on the file popularity in the network, transmitter density
and the cache size and satisfiesrm < RD2D. Otherwise, once
rm exceedsRD2D, as holes would start to open up in the cover-
age for that content, the hit probability for filem would suffer.
We consider the following cases: (i) if the file is extremely
popular, then many transmitters should simultaneously cache
the file, yielding a small exclusion radius, and (ii) if the file
is not popular, then fewer transmitters would be sufficient for
caching the file, yielding a larger exclusion radius. Therefore,
intuitively, we might expect the exclusion radius to decrease
with increasing file popularity. However, our analysis shows
that the exclusion radius is positively correlated with thefile
popularity, i.e., the most popular files are stored in a few
caches with higher marginal probabilities unlike the files with
low popularity that are stored with lower marginals.

Given the exclusion radius of theMHC model, a file should
be placed at only one cache within a circular region. Hence,
the caching probability of filem at a typical transmitter is

pcache(m)
(a)
= E

[ 1

1 + Cm

]

=
1− exp(−C̄m)

C̄m
, (17)

whereCm is number of neighboring transmitters in a circular
region of radiusrm, which is Poisson distributed with mean
C̄m = λπr2m asCm ∼ Poisson(C̄m), and (a) follows from
the fact that the caching probability of a typical transmitter at
origin is given by the probability that the node qualifies and
gets the minimum mark value in its neighborhood.

Let C̃m be the number of transmitters containing filem
within a circular region of radiusrm. Since only one trans-
mitter is allowed to contain a file within the exclusion radius,
C̃m ∈ {0, 1}. Given theMHC model as above, there exists
C̃m ∈ {0, 1} transmitter having filem in a region of sizeπr2m
with the probability of having one transmitter having filem is

P(C̃m = 1) = 1− exp(−C̄m). (18)

Hence,E[C̃m] = λMHC(m)πr2m = 1 − exp(−C̄m) [11, Ch.
2.1], whereλMHC(m) is the density of theMHC model.

Consider the following optimization formulation:

max
pcache(m)

PHit =
∑M

m=1
pr(m)P(C̃m = 1)

s.t.
∑M

m=1
pcache(m) ≤ N,

(19)

which gives the maximum hit for theMHC content placement,
where the constraint equation follows from that the probability
that contentm is cached at a transmitter is equal topcache(m),
and there are at mostN files to be stored in each cache.

We define the Lagrangian to find the solution as follows:
M(ζ) =

∑M
m=1 pr(m)(1− e−C̄m)+ζ

(
∑M

m=1
1−e−C̄m

C̄m
−N

)

,
and taking its derivative with respect tōCm, we get

dM(ζ)

dC̄m
= pr(m)e−C̄m + ζ

(e−C̄mC̄m − (1− e−C̄m)

C̄2
m

)

.

Evaluating this atζ = ζ∗, we obtain the simplified relation
pr(m)C̄2

m + ζ∗
(

C̄m − (exp(C̄m)− 1)
)

= 0, or equivalently,

ζ∗ = hm(C̄∗

m) = pr(m)(C̄∗

m)2/(exp(C̄∗

m)− C̄∗

m − 1), (20)

where the optimal solutionζ∗ depends on the cache sizeN .
Note thatζ∗ is decreasing in̄Cm, limC̄m→0 ζ∗ = 2pr(m) and
limC̄m→∞ ζ∗ = 0. We determine the optimal value of̄Cm as

C̄∗

m =

{

0 if ζ∗ ≥ 2pr(m),

h−1
m (ζ∗) if ζ∗ < 2pr(m).

(21)

For very unpopular files with smallpr(m), ζ∗ satisfies
ζ∗ > 2pr(m) and hence,C̄∗

m = 0 and as the file popularity
increases,pr(m) will be higher andζ∗ satisfies the relation
ζ∗ ≤ 2pr(m). Hence C̄∗

m increases with popularity and
satisfies the relationh−1

m (ζ∗). Thus, the average number of
transmitters within the exclusion region, i.e.,C̄∗

m, is increasing
by increasing the file popularity, and the exclusion radius for
files with high popularity should be higher, which yields lower
pcache(·) for popular files from (17).

As the storage size of the users drops, the exclusion region
should increase to bring more spatial diversity into the model.
Using the constraint in (19), asN drops, a typical receiver
won’t be able to find its requested files andlimN→0 rm = ∞,
which increases the volume fraction, i.e., increases the caching
probability. WhenN increases sufficiently, the transmitter can-
didates of the typical receiver will have any of the requested
files and limN→∞ rm = 0, and because it is redundant to
cache the files at all the transmitters, the exclusion radius
should be made smaller to decrease the volume fraction and
the caching probability. Thus,N and rm have an inverse
relationship.
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Fig. 2. Optimal cache placement (independently at each user) with more focused content popularity.

VII. A C OMPARISON OFCONTENT PLACEMENT MODELS

We compare the optimal solutionp∗c(m) (5) and our linear
approximation (12) in Fig. 2. Modifying theD2D parameters,
we observe that our linear solution in (12) is indeed a good
approximation of the optimal solution in (6). Keepingγr
constant, by increasingRD2D, we expect to see a more diverse
set of requests from the user,L to decrease andK to increase.
Converse is also true. When we keepRD2D fixed, and increase
γr, since the requests become more skewed towards the most
popular files, the optimal strategy for the user is to store the
most popular files in its cache. KeepingRD2D andγr fixed,
and increasingλ has a similar effect as increasingRD2D,
however this is not plotted due to space limitations. From these
plots, although it is clear that independent placement favors
the most popular contents, it is not optimal to cache the most
popular contents everywhere.

The performance of the independent content placement and
theMHC-based model is mainly determined by the cache size.
Hence, the analysis boils down to finding the critical cache size
that determines which model outperforms the other in terms
of the hit probability under or above the critical size. Using
the hit probabilities given in (3) and (19), respectively for
the independent andMHC content placements, the required
condition for which theMHC model performs better than
the independent placement is

∑M
m=1 pr(m)P(C̃m = 1) ≥

1 −
∑M

m=1 pr(m)
∑∞

k=0 P(Nm = k)(1− pc(m))k. A suffi-
cient condition for this to be valid is given as

P(C̃m = 1) ≥ 1−
∑∞

k=0
P(Nm = k)(1− pc(m))k, (22)

equivalent to the conditione−λmπr2m ≤ e−pc(m)λmπR2

D2D .
Now, we consider two regimes controlled by the cache size

N . In the regime whereMHC placement is better than the
independent placement, using (22),rm is lower bounded as
√

pc(m)RD2D ≤ rm, for all m, and the volume fraction
is lower bounded by1 − exp(−λmπpc(m)R2

D2D). Since a
high exclusion radius is required for small cache size,MHC
placement performs better than the independent placement for
small cache size. Whenrm <

√

pc(m)RD2D, the volume
fraction is upper bounded by1 − exp(−λmπpc(m)R2

D2D).
In this case, the file exclusion radii are very small for files
with very low popularity, implying that the cache size should
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Fig. 3. Cache hit probabilities of the independent andMHC models.

be sufficiently large, for which case independent placementis
better thanMHC placement. The cache hit probability trends
of the independent placement in [7], and theMHC placement
model with respect to the cache size are shown in Fig. 3.
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