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Abstract

We study the performance of generalized polar (GP) codes when they are used for coding schemes involving
erasure. GP codes are a family of codes which contains, amongothers, the standard polar codes of Arıkan and
Reed-Muller codes. We derive a closed formula for the zero-undetected-error capacityIGP

0 (W ) of GP codes for a
given binary memoryless symmetric (BMS) channelW under the low complexity successive cancellation decoder
with erasure. We show that for everyR < I

GP
0 (W ), there exists a generalized polar code of blocklengthN and of

rate at leastR where the undetected-error probability is zero and the erasure probability is less than2−N
1
2
−ǫ

. On
the other hand, for any GP code of rateIGP

0 (W ) < R < I(W ) and blocklengthN , the undetected error probability

cannot be made less than2−N
1
2
+ǫ

unless the erasure probability is close to1.

I. INTRODUCTION

Polar coding, invented by Arıkan [1], is the first low complexity coding technique that achieves the
symmetric capacity of binary-input memoryless channels. Polar codes rely on a phenomenon called
polarization, which is the process of converting a set of identical copiesof a given single user binary-input
channel, into a set of “almost extremal channels”, i.e., either “almost perfect channels”, or “almost useless
channels”.

The invention of polar codes brought attention to Reed-Muller codes because of their similarity. It
was recently shown that Reed-Muller codes achieve the capacity of binary erasure channels under MAP
decoding [2].

The probability of error of polar codes under successive cancellation decoding was shown to be equal
to o(2−N1/2−ǫ

) by Arıkan and Telatar [3]. A more refined estimation of the probability of error (which is
dependent on the transmission rateR) was obtained by Hassani et al. [4]. They showed that the probability

of error under successive cancellation decoding of the polar code is equal to2−2
n
2 +

√
n
2 Q−1( R

I(W ))+o(
√
n)

where
N = 2n is the blocklength,R is the transmission rate andI(W ) is the capacity of the binary memoryless
symmetric (BMS) channelW . They also showed that the probability of error under MAP decoding has
the same asymptotic estimation. This does not show a good performance of polar codes in terms of
the probability of error because the decay is too slow in the blocklength. One attempt to enhance the
performance of polar codes was to apply list decoding with CRC error detection [5].

Another possible way to enhance the performance of polar codes is through decoding with erasure; it is
sometimes desirable to allow the receiver not to decide which message was transmitted, especially when
there is a feedback from the receiver to the transmitter: If aconfusing string of symbols was received
(in the sense that there is a high probability of a decoding error to occur, no matter which message the
receiver chooses as the decoded message), the receiver can ask the transmitter to retransmit the message,
hoping that the received string will not be confusing in the next transmission.

There are two types of error in decoding with erasure:
• If the receiver decides on the transmitted message and makesan error, we say that an undetected

error occurs.

http://arxiv.org/abs/1602.06690v3


1

• If the receiver does not decide, we say that an erasure occurs.
In general, there is a trade-off between the probability of undetected errorpue and the erasure probability
per: pue can be made smaller at the expense of a higherper. The trade-off between these parameters was
first studied by Forney [6]. In this paper, we study the tradeoff between these parameters for generalized
polar (GP) codes, which are a family of codes that contains, among others, the standard polar codes of
Arıkan and Reed-Muller codes. Moreover, we compute the zero-undetected-error capacity of GP codes
under the low complexity successive cancellation decoder with erasure. We also derive an estimate of the
erasure probability of GP codes for rates which are less thanthe zero-undetected-error capacity.

II. PRELIMINARIES

A. Useful notations

For 0 ≤ ǫ, ǫ′ ≤ 1, define the following:
• ǫ = 1− ǫ.
• ǫ ∗ ǫ′ = ǫǫ′ + ǫǫ′.
• m(ǫ) = min{ǫ, ǫ}.
For everyx ∈ F

N
2 and everyI ⊂ [N ] = {1, . . . , N}, we write xI ∈ F

I
2 to denote the subvector

containing the components ofx whose indices appear inI.

B. Erasure Schemes

Let W : F2 −→ Y be a binary input channel. A coding scheme with erasure is a triple C = (M, f, g)
whereM is the set of messages,f : M → F

N
2 is the encoder mapping,N is the blocklength of the code,

g : YN → M∪ {e} is the decoder mapping ande /∈ M represents erasure.
The scheme is used as follows:
• The transmitter chooses a messagem uniformly in M and computesXN = (X1, . . . , XN) = f(m).
• The transmitter sendsX1, . . . , XN throughN independent copies of the channelW , i.e., he uses the

channelN times. The rateR of the coding scheme is the amount of information that is sentper

channel use:R =
log2 |M|

N
.

• The receiver obtainsY1, . . . , YN and computeŝm = g(Y N) = g(Y1, . . . , YN).
• If m̂ = e, we say that an erasure has occurred. Thus, the erasure probability of the scheme is
per(W,C) = P({m̂ = e}).

• If m̂ 6= e andm̂ 6= m, we say that an undetected error has occured. Therefore, theundetected error
probability of the scheme ispue(W,C) = P

({

m̂ /∈ {e,m}
})

.
In practice, it is desirable to maximize the rateR while minimizing the blocklengthN , the erasure

probabilityper(W,C), the undetected-error probabilitypue(W,C) as well as the computational complexity
of both the encoder and the decoder. The trade-off between all these performance parameters is one of the
most important problems in information theory. In this paper we are interested in studying the trade-off
between these parameters asymptotically inN under the following assumptions:

i A BMS channelW is used.
ii Only GP codes are considered.
iii Only successive cancellation decoders with erasure areconsidered.

C. Binary-input memoryless symmetric channels

Binary-input memoryless symmetric (BMS) channels generalize binary symmetric channels (BSC). One
can think of a BMS channel as “a combination of BSCs”: LetBSC(ǫ1), . . . ,BSC(ǫl) be a collection ofl
binary symmetric channels of crossover probabilitiesǫ1, . . . , ǫl respectively. Letp1, . . . , pl be a probability
distribution over[l] := {1, . . . , l} and consider the binary input channelW which operates as follows:



2

During each use of the channelW , one of the channelsBSC(ǫ1), . . . ,BSC(ǫl) is chosen with probability
p1, . . . , pl respectively. The bit at the input ofW is transmitted to the receiver through the chosen BSC.
Moreover, we assume that the receiver knows which BSC was used in each channel use ofW . Formally,
the channelW : F2 → [l]× F2 can be defined as follows:

W (i, y|x) =

{

pi · (1− ǫi) if x = y,

pi · ǫi if x 6= y.
(1)

We denote this channelW as

W =
l
∑

i=1

pi · BSC(ǫi).

Definition 1. A channelW is said to be binary-input memoryless symmetric (BMS) if there exist0 ≤
ǫ1, . . . , ǫl ≤ 1 and a probability distribution{p1, . . . , pl} over [l] = {1, . . . , l} such thatW is equivalent

to (in the sense that it is both upgraded and downgraded from)the channel
l
∑

i=1

pi ·BSC(ǫi). In this case,

we write

W ≡
l
∑

i=1

pi · BSC(ǫi), (2)

and we say that this is aBSC-decomposition ofW .

Note that one can define general BMS channels by considering infinite collections of BSCs. The binary-
input additive white Gaussian noise channels are examples of general BMS channels with continuous
output alphabet. For the sake of simplicity, we will only consider in this paper BMS channels with finite
output alphabets. However, all the main results of this paper are also valid for general BMS channels.

Another remark worth mentioning is that there are infinitelymany BSC-decompositions of a given
BMS channelW . The reason for this is twofold:

(i) We can decompose or uniteBSC-components having the same crossover probability by decomposing
or adding their fractions (i.e., thepi parameters) respectively.

(ii) For every ǫ > 0, we haveBSC(ǫ) ≡ BSC(ǫ), therefore we can change the crossover probability of
any BSC component to its complement.

This motivates the following definition:

Definition 2. If ǫi ≤ 1
2

for all 1 ≤ i ≤ l, we say thatW ≡
l
∑

i=1

pi ·BSC(ǫi) is a naturalBSC-decomposition

of W . Note that anyBSC-decomposition can be naturalized as follows:

W ≡
l
∑

i=1

pi · BSC(ǫi) ≡
l
∑

i=1

pi · BSC
(

m(ǫi)
)

.

If 0 ≤ ǫ1 < . . . < ǫl ≤
1
2

andpi > 0 for all 1 ≤ i ≤ l, we say thatW ≡
l
∑

i=1

pi ·BSC(ǫi) is the canonical

BSC-decomposition ofW . It can be shown that the canonicalBSC-decomposition ofW is unique.

Example 1. For every0 ≤ ǫ ≤ 1, the binary erasure channelBEC(ǫ) is BMS. Moreover, its canonical
BSC-decomposition is

BEC(ǫ) ≡ (1− ǫ) · BSC(0) + ǫ · BSC

(

1

2

)

.
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Definition 3. Let W ≡
l
∑

i=1

pi ·BSC(ǫi). For every0 ≤ ǫ ≤ 1
2
, define the fractionpW (ǫ) of BSC(ǫ) in W

as follows:

pW (ǫ) =
l
∑

i=1

pi · 1{m(ǫi)=ǫ}.

pW (ǫ) is well defined because it does not depend on theBSC-decomposition ofW . I.e., if
l
∑

i=1

pi·BSC(ǫi) ≡

l′
∑

j=1

p′j · BSC(ǫ
′
j) then

l
∑

i=1

pi · 1{m(ǫi)=ǫ} =
l′
∑

j=1

pj · 1{m(ǫ′j)=ǫ}.

As we will see later, the parameterpW (0) will play an important role in our analysis. We introduce
another parameter which is also of interest for our study:

Definition 4. Let W be a BMS channel. We define thebest imperfect componentof W , denotedǫbic(W ),
as follows:

ǫbic(W ) =











0 if I(W ) = 1,

min
ǫ∈]0, 1

2
]:

pW (ǫ)>0

ǫ if I(W ) < 1,

=







0 if I(W ) = 1,

min
1≤i≤l,

pi>0, 0<ǫi<1

m(ǫi) if I(W ) < 1,

D. Dt decoders for BMS channels

Definition 5. Let W =
∑l

i=1 pi ·BSC(ǫi) and let0 ≤ t ≤ 1
2
. Define the decoderDt : [l]× F2 → {0, 1, e}

of W as follows:

Dt(i, x) =











x if ǫi ≤ t,

1⊕ x if ǫi ≥ 1− t,

e otherwise.

Remark 1. Dt decoders are desirable because no other decoder with erasure can provide a strictly better
trade-off betweenpue and per for the code of blocklength 1 and rate 1. Moreover,Dt decoders are very
easy to implement: we compute the log-likelihood ratioLLR(y) = log

PX|Y (1|y)

PX|Y (0|y)
(whereX and Y are the

input and output ofW respectively) and then compare withT = log 1−t
t

:

Dt(y) =











0 if LLR(y) ≤ −T,

1 if LLR(y) ≥ T,

e otherwise.

E. Generalized polar codes

Definition 6. A codef : M → F
N
2 is said to be ageneralized polar (GP) codeof parameters(n, r, I, b)

if it satisfies the following:

• N = 2n, M = F
I
2 and b ∈ F

N−r
2 .

• I ⊂ [N ] = {1, . . . , N} and |I| = r.
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• f(u) = F⊗n · ũ, where

F =

[

1 1
0 1

]

,

and ũ ∈ F
N
2 is such that̃uI = u and ũIc = b.

n is called thenumber of polarization stepsof the GP code. We denote the codef as GP(n, r, I, b).
Moreover, ifb = 0 ∈ F

N−r
2 , we simply writeGP(n, r, I).

Example 2. Here are two examples of GP codes:
• Standard polar codes of Arıkan: TakeI to be the set of indices of ther synthetic channels having

the lowest Bhattacharyya parameters, and takeb to be the vector of frozen bits.
• Reed-Muller codes: TakeI to be the set of indices of ther columns ofF⊗n having the largest number

of ones, and takeb = 0 ∈ F
N−r
2 .

F. Successive cancellation decoder with erasure of GP codes

Because of the recursive construction ofF⊗n, one can implement the encoder of any GP code in
O(N logN) time exactly like polar codes.

On the other hand, for any givenGP(n, r, I, b) code, there are various decoders that can be considered.
One attractive choice is what we callsuccessive cancellation decoder with erasure (SCE)which operates
similarly like the successive cancellation decoder of polar codes, but instead of applying the ML decoder
for each bitui, we apply aDti decoder for some0 ≤ ti ≤

1
2
. The reason why SCE decoders are desirable

is because they have low computational complexity.

Definition 7. For everyi ∈ I let 0 ≤ ti ≤
1
2

and let t = (ti)i∈I ∈ [0, 1
2
]I. TheDt successive cancellation

decoder with erasure (denotedSCE -Dt or simplyDt) for a GP(n, r, I, b) code operates as follows:
• For eachi ∈ I, computeûi by applying theDti decoder. The bits are successively decoded exactly

in the same order as in the successive cancellation decoder of polar codes.
• If ûi = e for any i ∈ I, stop decoding immediately and declare erasure.
• If ûi 6= e for everyi ∈ I, the output isû = (ûi)i∈I .

Two remarks are worth mentioning here:
• The computational complexity of anySCE decoder isO(N logN).
• If ti = 0 for every i ∈ I, we get a zero-undetected-error scheme.

III. ERASURE SCHEMES USINGGP CODES

Definition 8. Let W : F2 −→ Y be a BMS channel and define

IGP
0 (W ) :=

∑

y∈Y :
W (y|1)=0

W (y|0) =
∑

y∈Y :
W (y|0)=0

W (y|1). (3)

It can be easily shown thatIGP
0 (W ) = pW (0).

The following theorem, which is the main result of this paper, shows thatIGP
0 (W ) is thezero-undetected-

error capacity of GP codes forW underSCE decoders.

Theorem 1. Let W be a fixed BMS channel. We have the following:
• For everyR < IGP

0 (W ), everyβ < 1
2

and everyn large enough, there exists a GP code of blocklength
N = 2n and of rate at leastR for which the low complexityD0- SCE decoder (which induces a
zero-undetected-error scheme) has an erasure probabilityof order 2−2β·n

.
• For everyα > 0, everyβ > 1

2
, everyn large enough, and every GP code of rateIGP

0 (W ) < R < I(W )

and blocklengthN = 2n, if per < 1 − α then pue > 2−2β·n
. In other words, the undetected error

probability cannot be made better than2−N
1
2+o(1)

unless the erasure probability is of order1− o(1).
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In order to prove Theorem 1, we need a few lemmas and propositions. The next proposition shows the
first point of the Theorem. In fact, it provides a better estimate for the erasure probability:

Proposition 1. Let W : F2 −→ Y be a BMS channel. For everyR < IGP
0 (W ), there exists a GP code

of blocklengthN = 2n and of rate at leastR for which the low complexityD0- SCE decoder (which

induces a zero-undetected-error scheme) has an erasure probability of order 2−2

n
2 +Q−1

(

R
IGP
0

(W )

)√
n
2 +o(

√
n)

,
whereQ(x) = P({N (0, 1) ≥ x}) is the standard Q-function.

Proof: DefineW ′ : F2 −→ F2 ∪ {e} as follows:

W ′(y′|x) =







































∑

y∈Y :
W (y|x⊕1)=0

W (y|x) if y′ = x,

∑

y∈Y :
W (y|x⊕1)>0

W (y|x) if y′ = e,

0 otherwise.

In other words, for eachx ∈ F2 we contract all the output symbols ofW for which we can decide
without error that the input wasx to one output symbol ofW ′ that we also denote byx. Moreover, we
contract all the remaining uncontracted symbols to the erasure symbole.

Let ǫ = 1 − IGP
0 (W ). One can easily check thatW ′ = BEC(ǫ) � W . Now for everyR < IGP

0 (W ) =
1 − ǫ = I(W ′), there exists a polar code forW ′ of rate at leastR and whose probability of error under

successive cancellation decoder is equal to2−2
n
2 +Q−1

(

R
I(W ′)

)√
n
2 +o(

√
n)

(see [4]). One can use the same code
for W and apply theD0-SCE decoder. This induces a zero-undetected-error scheme.

It can be easily seen that the erasure probability for theD0- SCE decoder of the GP code forW is of
the same order as the error probability of the successive cancellation decoder of the polar code forW ′.

In order to prove the second point of Theorem 1, we will need the analysis tools of polarization theory.
Let us first recall the basic notations and definitions.

Let W : F2 −→ Y be a binary-input channel. We define the two channelsW− : F2 −→ Y × Y and
W+ : F2 −→ Y × Y × F2 as follows:

W−(y1, y2|u1) =
1

2

∑

u2∈F2

W (y1|u1 ⊕ u2)W (y2|u2), (4)

W+(y1, y2, u1|u2) =
1

2
W (y1|u1 ⊕ u2)W (y2|u2). (5)

For everys = (s1, . . . , sn) ∈ {−,+}n, we defineW s recursively asW s := ((W s1)s2 . . .)sn .

Proposition 2. If W is BMS, thenW− andW+ are BMS as well. More precisely, ifW ≡
l
∑

i=1

pi ·BSC(ǫi)

then

W− ≡
l
∑

i=1

l
∑

j=1

pipj · BSC(ǫi ∗ ǫj), (6)

and

W+ ≡
l
∑

i=1

l
∑

j=1

pipj ·

(

(ǫi ∗ ǫj) · BSC

(

ǫiǫj
ǫi ∗ ǫj

)

+ (ǫi ∗ ǫj) · BSC

(

ǫiǫj
ǫi ∗ ǫj

)

)

. (7)
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Proof: We use Equations (1), (4) and (5) and we apply the fact thatBSC(ǫ) ≡ BSC(ǫ) for every
ǫ ∈ [0, 1].

Proposition 2 can be used to derive the effect of polarization on IGP
0 (W ) and ǫbic(W ) :

Corollary 1. IGP
0 (W−) = IGP

0 (W )2 and IGP
0 (W+) = 2IGP

0 (W )− IGP
0 (W )2.

Proof: Let W ≡
∑l

i=1 pi ·BSC(ǫi) be aBSC-decomposition ofW . Using the equations of Proposition
2, one can see that:

• IGP
0 (W−) = pW−(0)

(a)
= pW (0)2 = IGP

0 (W )2, where (a) follows from the fact thatm(ǫi ∗ ǫj) = 0 if
and only ifm(ǫi) = m(ǫj) = 0.

• IGP
0 (W+) = pW+(0)

(b)
= 2pW (0)− pW (0)2 = 2IGP

0 (W )− IGP
0 (W )2, where (b) follows from the fact

that

m

(

ǫiǫj
ǫi ∗ ǫj

)

= 0 ⇔ m(ǫi) = 0 or m(ǫj) = 0,

and

m

(

ǫiǫj
ǫi ∗ ǫj

)

= 0 ⇔ m(ǫi) = 0 or m(ǫj) = 0.

Corollary 2. We have:

ǫbic(W
−) =

{

2ǫbic(W ) · ǫbic(W ) if pW (0) = 0,

ǫbic(W ) otherwise.

ǫbic(W
+) =

ǫbic(W )2

ǫbic(W )2 + (1− ǫbic(W ))2
.

Proof: If I(W ) = 1 (i.e., ǫbic(W ) = 0), thenI(W−) = I(W+) = 1 which implies thatǫbic(W−) =
ǫbic(W

+) = 0. This shows the corollary forI(W ) = 1.

Assume now thatI(W ) < 1 so thatǫbic(W ) > 0. Let W ≡
l
∑

i=1

pi · BSC(ǫi) be the canonicalBSC-

decomposition ofW .
Since0 ≤ ǫi, ǫj ≤

1
2

for every1 ≤ i, j ≤ l, it is easy to see that:
• 0 ≤ ǫi ∗ ǫj ≤ 1

2
. This means that the crossover probabilities appearing in (6) do not need to be

complemented.
• ǫi ∗ ǫj = 0 if and only if ǫi = ǫj = 0.

Now since the functionǫ ∗ ǫ′ is increasing in bothǫ and ǫ′ (assuming0 ≤ ǫ, ǫ′ ≤ 1
2
), we conclude that

ǫbic(W
−) = min

1≤i,j≤l,
m(ǫi∗ǫj)>0

m(ǫi ∗ ǫj)

=

{

2ǫbic(W ) · (1− ǫbic(W )) if pW (0) = 0,

ǫbic(W ) otherwise.

We apply a similar reasoning onm
(

ǫiǫj

ǫi∗ǫj

)

andm
(

ǫiǫj

ǫi∗ǫj

)

. We obtain:

ǫbic(W
+) = min

{ ǫiǫj
ǫi ∗ ǫj

,
ǫiǫj
ǫi ∗ ǫj

, 1−
ǫiǫj
ǫi ∗ ǫj

: 1 ≤ i, j ≤ l, ǫi > 0, ǫj > 0
}

=
ǫbic(W )2

ǫbic(W )2 + (1− ǫbic(W ))2
.
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Proposition 3. Let W : F2 −→ Y be a BMS channel and letGP (n, r, I, b) be a generalized polar code
of rateR = r

2n
and blocklengthN = 2n. If IGP

0 (W ) < R < I(W ) then for everyβ > 1
2
, everyα > 0 and

everyn large enough, there is noSCE decoder which can make the undetected error probability lower
than 2−Nβ

unless it makes the erasure probability at least1− α.

Proof: Let (Bn)n≥1 be i.i.d. uniform random variables in{−,+}. Define the channel-valued process
(Wn)n≥0 as follows:

W0 := W,

Wn := WBn
n−1 ∀n ≥ 1.

Let 1
2
< β ′ < β and letn be large enough so that we haveα

2
· 2−Nβ′

≥ 2−Nβ
, whereN = 2n.

Corollary 1 shows that the processIGP
0 (Wn) is a martingale process. Therefore,IGP

0 (Wn) converges
almost surely. Moreover, one can show by standard polarization theory techniques thatIGP

0 (Wn) = pWn(0)
converges almost surely to 0 or 1. Furthermore, for everyǫ > 0 we have:

lim
n→∞

P({pWn(0) < ǫ}) = 1− pW (0).

Therefore, asn becomes large, the fraction of indicess ∈ {−,+}n such thatpW s(0) ≥ ǫ is roughly at
mostIGP

0 (W ) = pW (0).
On the other hand, from Corollary 2, we can easily see thatǫbic(W

−) ≥ ǫbic(W ) and ǫbic(W
+) ≥

ǫbic(W )2. By applying the same analysis of [3], but toǫbic instead of the Bhattacharyya parameter, one
can show that ifI(W ) < 1, then the fraction of indicess ∈ {−,+}n such thatǫbic(W s) ≥ 2−2β

′n
goes to

1. Therefore, forn large enough, ifR > IGP
0 (W ) = pW (0), there exists at least one indexs ∈ {−,+}n

whose corresponding index inF⊗n appears in the generator matrix of the GP code and which satisfies
ǫbic(W

s) > 2−2β
′n

and pW s(0) < α
2
. Let i ∈ [2n] be the index of the column ofF⊗n corresponding tos

and let0 ≤ ti ≤
1
2

be the threshold used forW s in an SCE−Dt decoder. Letp(i)ue andp(i)er be the erasure
probability and undetected error probability of theDti decoder applied toW s respectively. We have:

p(i)er =
∑

ǫ>ti

pW (ǫ),

and

p(i)ue =
∑

ǫ≤ti

ǫ · pW s(ǫ) =
∑

ǫbic(W s)≤ǫ≤ti

ǫ · pW s(ǫ)

≥
∑

ǫbic(W s)≤ǫ≤ti

ǫbic(W
s) · pW s(ǫ)

= ǫbic(W
s) · (1− pW s(0)− p(i)er )

≥ 2−Nβ′
·
(

1−
α

2
− p(i)er

)

. (8)

Therefore, ifp(i)er ≤ 1 − α then p
(i)
ue ≥ α

2
· 2−Nβ′

≥ 2−Nβ
. Hencep(i)ue cannot be made less than2−Nβ

unlessp(i)er is at least1 − α. The proposition now follows from the fact that the erasure probability and
the undetected error probability of the whole scheme are lower bounded byp(i)er andp(i)ue respectively.

The proof of Theorem 1 now follows from Propositions 1 and 3.

IV. D ISCUSSION

The tradeoff obtained here between the undetected error probability and erasure probability for rates
R > IGP

0 (W ) is very sharp and does not depend on the rateR. A more refined estimation of the tradeoff
betweenpue andper which is dependent onR remains an open problem.
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