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#### Abstract

We study the second-order asymptotics of information transmission using random Gaussian codebooks and nearest neighbor (NN) decoding over a power-limited stationary memoryless additive non-Gaussian noise channel. We show that the dispersion term depends on the non-Gaussian noise only through its second and fourth moments, thus complementing the capacity result (Lapidoth, 1996), which depends only on the second moment. Furthermore, we characterize the second-order asymptotics of point-to-point codes over $K$-sender interference networks with non-Gaussian additive noise. Specifically, we assume that each user's codebook is Gaussian and that NN decoding is employed, i.e., that interference from the $K-1$ unintended users (Gaussian interfering signals) is treated as noise at each decoder. We show that while the first-order term in the asymptotic expansion of the maximum number of messages depends on the power of the interferring codewords only through their sum, this does not hold for the second-order term.
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## I. Introduction

In second-order asymptotic analyses for channel coding, a line of work pioneered by Strassen [1] and extended by Hayashi [2] and Polyanskiy, Poor and Verdú [3] among others, one seeks a two-term approximation of the maximum possible number of messages $M^{*}(n, \varepsilon)$ that can be transmitted with an average probability of error no larger than $\varepsilon$ using a stationary memoryless channel $n$ times, as $n$ tends to infinity. This analysis is useful because it serves as a good approximation to the finite-blocklength fundamental limits of information transmission over various channels for error probabilities of practical interest [3]. For a real AWGN channel with unit-variance noise, and under the assumption that the $n$ dimensional codewords have a power not exceeding $n P$, it is well-known that $M^{*}(n, \varepsilon)$ can be approximated as [2], [3]

$$
\log M^{*}(n, \varepsilon)=n \mathrm{C}(P)-\sqrt{n \mathrm{~V}(P)} \mathrm{Q}^{-1}(\varepsilon)+O(\log n)
$$
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where $\mathrm{Q}(a):=(1 / \sqrt{2 \pi}) \int_{a}^{\infty} e^{-t^{2} / 2} \mathrm{~d} t$ is the complementary cumulative distribution function (CDF) of a standard Gaussian, $\mathrm{Q}^{-1}(\cdot)$ is its inverse, $\mathrm{C}(P)=(1 / 2) \log (P+1)$ [nats per channel use] is the channel capacity, and

$$
\begin{equation*}
\mathrm{V}(P)=\frac{P(P+2)}{2(P+1)^{2}} \quad\left[\text { nats }^{2} \text { per channel use }\right] \tag{2}
\end{equation*}
$$

is the channel dispersion. An expression of the same form as (2) was also derived by Shannon [4] in his study of the optimal asymptotic error probability of transmission over an AWGN channel at rates close to capacity.

Spherical Gaussian codebooks (henceforth also referred to as shell codebooks or simply shell codes), where each codeword is uniformly distributed on a sphere of radius $\sqrt{n P}$, achieve (1). Furthermore, the nearest-neighbor (NN) or minimum distance decoding rule is optimal in the sense that this rule minimizes the error probability. In this paper, we also study the performance of i.i.d. Gaussian codebooks, which achieve $\mathrm{C}(P)$ as well, but are not dispersion-optimal (i.e., they do not achieve the second term in (1)). Nevertheless, they provide a basis for comparison to other coding schemes.

A natural question then beckons. What is the maximum rate we can achieve if the codebook is constrained to be Gaussian and the decoder uses the NN rule, but the noise is nonGaussian? See Fig. 1. This question is relevant in situations when one knows how to combat Gaussian noise, and seeks to adopt the same design for the non-Gaussian case, despite the inherent mismatch.

Lapidoth [5] provided a "first-order-asymptotics" answer to this question by showing that the Gaussian capacity $\mathrm{C}(P)$ is also the largest rate achievable over unit-variance nonGaussian stationary ergodic additive channels when i.i.d. or spherical Gaussian codebooks and NN decoding are used. Lapidoth also showed that the rate of communication cannot exceed $\mathrm{C}(P)$ using this encoding-decoding structure even if one allows for a non-vanishing error probability $\varepsilon \in(0,1)$, i.e., Lapidoth proved a strong converse with respect to the random codebook. In some sense, these results say that Gaussian codebooks and NN decoding, although possibly suboptimal for the case of non-Gaussian noise, form a robust communication scheme-the target rate $\mathrm{C}(P)$ is achieved even when the assumption of Gaussian noise fails to hold.

## A. Main Contributions and Proof Technique

In this paper, we extend Lapidoth's result in the direction of second-order asymptotics by determining the analogue of
$\mathrm{V}(P)$ in (1) for additive non-Gaussian noise channel, when we use a Gaussian codebooks and a NN decoder. Specifically, we show that when the non-Gaussian noise is i.i.d. and has a finite fourth moment $\xi$ and a finite sixth moment, the dispersion for the case of spherical Gaussian codebooks and NN decoder is given by

$$
\begin{equation*}
\mathrm{V}(P, \xi):=\frac{P^{2}(\xi-1)+4 P}{4(P+1)^{2}} \tag{3}
\end{equation*}
$$

This means that the rate of convergence to $\mathrm{C}(P)$ depends on the fourth moment of the noise distribution, or more generally, on the kurtosis, i.e., the ratio between the fourth-moment and the square of the second moment. The higher the kurtosis, the slower the convergence. We also perform a similar analysis for the case that the codebook is i.i.d. Gaussian, and obtain a expression for the dispersion that is, in general, larger (worse) than that in (3).

In addition, motivated by work by Baccelli, El Gamal and Tse [6] and Bandemer, El Gamal and Kim [7] on communication over interference networks with point-to-point codes, we establish the dispersion for the scenario where additional "noise" arises from unintended users equipped with Gaussian codebooks, and the NN decoding rule is used at the intended receiver. This means that interference is treated as noise. For this case, whereas the first term in the second-order expansion of $\log M^{*}(n, \varepsilon)$ is simply $n$ times the Gaussian channel capacity $\mathrm{C}(\cdot)$ with $P$ replaced by the signal-to-interference-andnoise ratio (SINR), the expression for the channel dispersion is more involved (see (23)). In particular, it depends on the individual power of each interferer and not only on the total interference power. This investigation sheds lights on a setup that is appealing from a practical point of view, because the communication scheme that is analyzed has low complexityeach transmitter is constrained to use a Gaussian codebook and only simple point-to-point codes are considered. In particular, more complex schemes such as superposition [8] or HanKobayashi [9] coding are not permitted.

One of the main tools in our second-order analysis is the Berry-Esseen theorem for functions of random vectors (e.g., see [10, Prop. 1]). To ensure the paper is self-contained, we have restated this as Theorem 3 in Appendix A. This result, which is also known as the multivariate delta method [11] in statistics, has previously been used to obtain an inner bound to the second-order rate region for Gaussian multiple access channel by MolavianJazi and Laneman [12]. Moreover, it has also been successfully employed in the analyses of the secondorder asymptotics of certain classes of Gaussian interference channels [13], as well as the third-order asymptotics for fixed-to-variable length universal compression of i.i.d. [14] and Markov [10] sources.

## B. Paper Outline

The remainder of the paper is structured as follows. In Section II, we present our second-order asymptotic results for point-to-point additive non-Gaussian noise channels, for the setup where the encoder outputs a codeword from a random Gaussian codebook (to be made precise therein) and the decoder is constrained to return the codeword that is closest


Fig. 1. Additive non-Gaussian noise channel.
in Euclidean distance to the channel output. We consider both shell and i.i.d. codes. In Section III, we study interference networks and derive similar second-order asymptotic expansions. The proofs of our main results are presented in Sections IV and V. We conclude the paper in Section VI.

## II. Point-To-Point Channels

## A. System Model and Definitions

Consider the point-to-point additive-noise channel

$$
\begin{equation*}
Y^{n}=X^{n}+Z^{n} \tag{4}
\end{equation*}
$$

where $X^{n}$ is the input vector and $Z^{n}$ is the noise vector over $n$ scalar channel uses. See Fig. 1. Throughout, we shall focus exclusively on Gaussian codebooks. More precisely, we consider shell codes for which $X^{n}$ is uniformly distributed on a sphere with radius $\sqrt{n P}$, i.e.,

$$
\begin{equation*}
X^{n} \sim \mathrm{f}_{X^{n}}^{\text {(shell) }}(\mathbf{x}):=\frac{\delta\left(\|\mathbf{x}\|^{2}-n P\right)}{S_{n}(\sqrt{n P})} \tag{5}
\end{equation*}
$$

Here, $\delta(\cdot)$ is the Dirac delta function, and $S_{n}(r)=$ $2 \pi^{n / 2} r^{n-1} / \Gamma(n / 2)$ is the surface area of a radius- $r$ sphere in $\mathbb{R}^{n}$ where $\Gamma(\cdot)$ denotes the Gamma function. This random coding distribution is second- and third-order optimal [15]. For the purpose of comparison, we shall also consider i.i.d. Gaussian codes, in which each component of $X^{n}$ is distributed according to a zero-mean, variance $P$ normal distribution, i.e.,

$$
\begin{equation*}
X^{n} \sim \mathrm{f}_{X^{n}}^{(\mathrm{iid})}(\mathbf{x}):=\prod_{i=1}^{n} \frac{1}{\sqrt{2 \pi P}} \exp \left(-\frac{x_{i}^{2}}{2 P}\right) \tag{6}
\end{equation*}
$$

This random coding distribution achieves $\mathrm{C}(P)$ but not $\mathrm{V}(P)$. Note that while the quantity $P$ in (5) can be interpreted as a peak or per-codeword power constraint (e.g., see [3, Eq. (192)]), this does not hold for (6). There, $P$ should instead be interpreted as the power averaged over the random codebook.

The noise $Z^{n}$ is generated according to a stationary and memoryless process that does not depend on the channel input:

$$
\begin{equation*}
Z^{n} \sim \mathrm{P}_{Z^{n}}(\mathbf{z})=\prod_{i=1}^{n} \mathrm{P}_{Z}\left(z_{i}\right) \tag{7}
\end{equation*}
$$

for some $\mathrm{P}_{Z}$. Hence, the $n^{\text {th }}$ extension of the channel is

$$
\begin{equation*}
\mathrm{P}_{Y^{n} \mid X^{n}}(\mathbf{y} \mid \mathbf{x})=\prod_{i=1}^{n} \mathrm{P}_{Y \mid X}\left(y_{i} \mid x_{i}\right)=\prod_{i=1}^{n} \mathrm{P}_{Z}\left(y_{i}-x_{i}\right) \tag{8}
\end{equation*}
$$

The distribution $\mathrm{P}_{Z}$ does not need to be Gaussian nor even zero-mean; the only assumptions are the following:

$$
\begin{equation*}
\mathbb{E}\left[Z^{2}\right]=1, \quad \xi:=\mathbb{E}\left[Z^{4}\right]<\infty, \quad \mathbb{E}\left[Z^{6}\right]<\infty \tag{9}
\end{equation*}
$$

The assumption that the second moment is equal to 1 is made for normalization purposes. As we shall see, the assumption that the fourth moment is finite is crucial. Note that the finiteness of the fourth moment implies by the CauchySchwarz inequality that the second moment is finite as well. The assumption that the sixth moment is finite is made only for technical reasons (see Appendix B).

Given either a shell or an i.i.d. codebook consisting of $M \in \mathbb{N}$ random codewords $\mathcal{C}:=\left\{X^{n}(1), \ldots, X^{n}(M)\right\}$, we consider an NN (or minimum distance) decoder that outputs the message $\hat{W}$ whose corresponding codeword is closest in Euclidean distance to the channel output $Y^{n}$, i.e.,

$$
\begin{equation*}
\hat{W}:=\underset{w \in[1: M]}{\arg \min }\left\|Y^{n}-X^{n}(w)\right\| \tag{10}
\end{equation*}
$$

This decoder is optimal if the noise is Gaussian [5], [16], but may not be so in the more general setup considered here.

We define the average probability of error as

$$
\begin{equation*}
\bar{p}_{\mathrm{e}, n}:=\operatorname{Pr}[\hat{W} \neq W] . \tag{11}
\end{equation*}
$$

This probability is averaged over the uniformly distributed message $W$, the random codebook $\mathcal{C}$, and the channel noise $Z^{n}$. Note that in traditional channel-coding analyses [2], [3], the probability of error is averaged only over $W$ and $Z^{n}$. Similar to [5], the additional averaging over the codebook $\mathcal{C}$ is required here to establish ensemble-tightness results for the two classes of Gaussian codebooks considered in this paper.

Let $M_{\text {shell }}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)$ be the maximum number of messages that can be transmitted using a shell codebook over the channel (4) with average error probability $\bar{p}_{\mathrm{e}, n}$ no larger than $\varepsilon \in(0,1)$, when the noise is distributed according to $\mathrm{P}_{Z}$. Let $M_{\text {iid }}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)$ be the analogous quantity for the case of i.i.d. Gaussian codebooks. Lapidoth [5] showed that for all $\varepsilon \in(0,1)$ and $\dagger \in\{$ shell, iid $\}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log M_{\dagger}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)=\mathrm{C}(P) \tag{12}
\end{equation*}
$$

regardless of the distribution of $\mathrm{P}_{Z}$. Note that Lapidoth's result [5, Th. 1] holds under more general noise models than that of the present paper. In particular, it allows for distributions with memory.

## B. Main Result

In the following theorem, we provide a second-order asymptotic expansion of $\log M_{\dagger}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)$.
Theorem 1. Consider a noise distribution $\mathrm{P}_{Z}$ with statistics as in (9). For shell codes,

$$
\begin{align*}
& \log M_{\text {shell }}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right) \\
& \quad=n \mathrm{C}(P)-\sqrt{n \mathrm{~V}_{\text {shell }}(P, \xi)} \mathrm{Q}^{-1}(\varepsilon)+O(\log n) \tag{13}
\end{align*}
$$

where the shell dispersion is

$$
\begin{equation*}
\mathrm{V}_{\text {shell }}(P, \xi):=\frac{P^{2}(\xi-1)+4 P}{4(P+1)^{2}} \tag{14}
\end{equation*}
$$

Moreover, for i.i.d. codes,

$$
\begin{align*}
& \log M_{\mathrm{iid}}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right) \\
& \quad=n \mathrm{C}(P)-\sqrt{n \mathrm{~V}_{\mathrm{iid}}(P, \xi)} \mathrm{Q}^{-1}(\varepsilon)+O(\log n) \tag{15}
\end{align*}
$$

where the i.i.d. dispersion is

$$
\begin{equation*}
\mathrm{V}_{\mathrm{iid}}(P, \xi):=\frac{P^{2}(\xi+1)+4 P}{4(P+1)^{2}} \tag{16}
\end{equation*}
$$

The proof of Theorem 1 is given in Section IV.

## C. Remarks on Theorem 1

The second-order terms in the asymptotic expansions of $\log M_{\text {shell }}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)$ and $\log M_{\mathrm{iid}}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)$ only depend on the distribution $\mathrm{P}_{Z}$ through its second and fourth moments. If $Z$ is Gaussian, then the fourth moment $\xi$ is equal to 3 and we recover from (14) the Gaussian dispersion (2).

Comparing (14) with (2), we see that noise distributions $\mathrm{P}_{Z}$ with higher fourth moments than Gaussian (e.g., Laplace) result in a slower convergence to $\mathrm{C}(P)$ for $\epsilon<\frac{1}{2}$. Conversely, distributions with smaller fourth moment than Gaussian (e.g., Bernoulli) result in a faster convergence to $\mathrm{C}(P)$.

For the case of i.i.d. Gaussian codes (i.e., $X^{n} \sim \mathrm{f}_{X^{n}}^{(\mathrm{iid})}$ ), when $Z$ is Gaussian, $\xi=3$, and so from (16), we obtain

$$
\begin{equation*}
\mathrm{V}_{\mathrm{iid}}(P)=\frac{P}{P+1} \tag{17}
\end{equation*}
$$

An expression of the same form as (17) was derived by Rice [17], who used i.i.d. Gaussian codes to establish a lower bound on the error exponent (reliability function) for AWGN channels at rates close to capacity.

Note finally that

$$
\begin{equation*}
\mathrm{V}_{\mathrm{iid}}(P, \xi)=\mathrm{V}_{\text {shell }}(P, \xi)+\frac{1}{2}\left(\frac{P}{P+1}\right)^{2} \tag{18}
\end{equation*}
$$

Since this implies that $\mathrm{V}_{\text {shell }}(P, \xi) \leq \mathrm{V}_{\mathrm{iid}}(P, \xi)$, we conclude that shell codes are superior to i.i.d. codes for $\epsilon<1 / 2$, because they yield a smaller dispersion. Note that $\log M_{\text {iid }}^{*}$ in (15) is only achievable for $\varepsilon>1 / 2$ under the assumption that $P$ is the power averaged over the random codebook; for the usual setting with a per-codeword power constraint, (15) is not achievable, as this would violate known converse bounds [2], [3], [15] for $\varepsilon>1 / 2$.

## III. Interference Networks

## A. System Model and Definitions

We assume that $K$ sender-receiver pairs operate concurrently over the same additive noise channel. Similarly to Section II, the additive noise $Z^{n}$ is i.i.d. but possibly nonGaussian. The senders use Gaussian codebooks with powers $\left\{P_{j}\right\}_{j=1}^{K}$ (as in Section II, we shall consider both shell and i.i.d. codes) and all receivers use NN decoding. Hence, they treat the codewords from the unintended senders as additional noise. Note that for the case of shell codes, the resulting total additive noise (including interference) is no longer i.i.d., so Theorem 1 cannot be applied. Although the communication strategy described above may be suboptimal rate-wise compared to more sophisticated strategies such as superposition [8] or Han-Kobayashi coding [9], it is easy to implement since it relies exclusively on point-to-point channel codes [6], [7].

Without loss of generality, we shall focus only on the signal at receiver 1, which we indicate by

$$
\begin{equation*}
Y^{n}=X_{1}^{n}+X_{2}^{n}+\ldots+X_{K}^{n}+Z^{n} \tag{19}
\end{equation*}
$$



Fig. 2. Non-Gaussian noise plus interference.

Here, $X_{j}^{n}$ denotes the codeword transmitted by the $j^{\text {th }}$ sender; $X_{1}^{n}$ is the codeword intended for receiver 1. See Fig. 2 for an illustration of this setting for the case when the number of senders $K$ is set to 2 .

We consider two different models for the codewords. In the first, each codeword $X_{j}^{n}$ follows a shell distribution as in (5) with power $P_{j}$. In the second, each codeword $X_{j}^{n}$ follows an i.i.d. Gaussian distribution as in (6) with power $P_{j}$. We define $M_{\text {shell }}^{*}\left(n, \varepsilon,\left\{P_{j}\right\}_{j=1}^{K} ; \mathrm{P}_{Z}\right)$ to be the maximum number of messages that sender 1 can transmit using shell codes with error probability no larger than $\varepsilon \in(0,1)$ over the channel (19), when the receiver uses NN decoding, and, hence, treats $X_{2}^{n}, \ldots, X_{K}^{n}$ as noise. Similarly, let $M_{\text {iid }}^{*}\left(n, \varepsilon,\left\{P_{j}\right\}_{j=1}^{K} ; \mathrm{P}_{Z}\right)$ be the analogous quantity for the case of i.i.d. Gaussian codebooks. Let the SINR of the channel from sender 1 to receiver 1 be

$$
\begin{equation*}
\bar{P}:=\frac{P_{1}}{1+\widetilde{P}} \tag{20}
\end{equation*}
$$

where the total power of the interfering codewords is

$$
\begin{equation*}
\widetilde{P}:=\sum_{j=2}^{K} P_{j} \tag{21}
\end{equation*}
$$

## B. Main Result

In Theorem 2 below, we provide a second-order asymptotic expansion of $\log M_{\dagger}^{*}\left(n, \varepsilon,\left\{P_{j}\right\}_{j=1}^{K} ; \mathrm{P}_{Z}\right)$.
Theorem 2. Consider a noise distribution $\mathrm{P}_{Z}$ with statistics as in (9). For shell codes,

$$
\begin{align*}
& \log M_{\text {shell }}^{*}\left(n, \varepsilon,\left\{P_{j}\right\}_{j=1}^{K} ; \mathrm{P}_{Z}\right) \\
& \quad=n \mathrm{C}(\bar{P})-\sqrt{n \mathrm{~V}_{\text {shell }}^{\prime}\left(\left\{P_{j}\right\}_{j=1}^{K}, \xi\right)} \mathrm{Q}^{-1}(\varepsilon)+O(\log n) \tag{22}
\end{align*}
$$

where the shell dispersion is

$$
\begin{align*}
& \mathrm{V}_{\text {shell }}^{\prime}\left(\left\{P_{j}\right\}_{j=1}^{K}, \xi\right) \\
& :=\frac{P_{1}^{2}(\xi-1+4 \widetilde{P})+4 P_{1}(\widetilde{P}+1)^{3}+4 P_{1}^{2} \sum_{2 \leq i<j \leq K} P_{i} P_{j}}{4(\widetilde{P}+1)^{2}\left(P_{1}+\widetilde{P}+1\right)^{2}} \tag{23}
\end{align*}
$$

Moreover, for i.i.d. codes,

$$
\begin{align*}
& \log M_{\mathrm{iid}}^{*}\left(n, \varepsilon,\left\{P_{j}\right\}_{j=1}^{K} ; \mathrm{P}_{Z}\right) \\
& \quad=n \mathrm{C}(\bar{P})-\sqrt{n \mathrm{~V}_{\mathrm{iid}}\left(\bar{P}, \xi^{\prime}\right)} \mathrm{Q}^{-1}(\varepsilon)+O(\log n) \tag{24}
\end{align*}
$$

where $\mathrm{V}_{\mathrm{iid}}(\cdot, \cdot)$ is defined in (16), and

$$
\begin{equation*}
\xi^{\prime}:=\frac{3 \widetilde{P}^{2}+6 \widetilde{P}+\xi}{(\widetilde{P}+1)^{2}} \tag{25}
\end{equation*}
$$

The proof of this result can be found in Section V.

## C. Remarks on Theorem 2

As a sanity check, we first notice that Theorem 2 reduces to Theorem 1 upon setting $K=1$, which immediately yields $\widetilde{P}=0, \bar{P}=P$, and $\xi^{\prime}=\xi$.

As expected, the first-order term in the asymptotic expansion is $\mathrm{C}(\bar{P})$, where $\bar{P}$ is the SINR defined in (20). The second-order term for the i.i.d. case can be obtained in a straightforward manner from Theorem 1 (see Section V-A). This is because the effective noise, $X_{2}^{n}+\ldots+X_{K}^{n}+Z^{n}$, is i.i.d. Gaussian, but of variance $\widetilde{P}+1$ instead of 1 . The secondorder term for the shell case does not follow directly from Theorem 1, because the total noise $X_{2}^{n}+\ldots+X_{K}^{n}+Z^{n}$, which is the sum of $K-1$ shell random vectors and a single i.i.d. Gaussian random vector, is neither i.i.d. nor shell distributed. Observe that the cross term in (23), namely $2 \sum_{2 \leq i<j \leq K} P_{i} P_{j}=\left(\sum_{j=2}^{K} P_{j}\right)^{2}-\sum_{j=2}^{K} P_{j}^{2} \quad$ implies that the dispersion does not only depend on the sum $\widetilde{P}$ of the interferers' powers, but also on the individual power $P_{j}$ of each interferer. This phenomenon is not present in the i.i.d. case. Since, by convexity,

$$
\begin{equation*}
\frac{\widetilde{P}^{2}}{K-1} \leq \sum_{j=2}^{K} P_{j}^{2} \leq \widetilde{P}^{2} \tag{26}
\end{equation*}
$$

we conclude that the shell dispersion is maximized when all interferers have the same power, and minimized when only one interferer with power $\widetilde{P}$ is active. Through standard manipulation along with (26), one can also show that $\mathrm{V}_{\text {shell }}^{\prime}\left(\left\{P_{j}\right\}_{j=1}^{K}, \xi\right) \leq \mathrm{V}_{\text {iid }}\left(\bar{P}, \xi^{\prime}\right)$ for all $\left\{P_{j}\right\}_{j=1}^{K}$.

Finally, observe that if $Z$ is standard Gaussian, we have $\xi=\mathbb{E}\left[Z^{4}\right]=3$ and hence $\xi^{\prime}=3$ (see (25)). Plugging this into the expression for $\mathrm{V}_{\mathrm{iid}}$ in (16), evaluated at $\bar{P}$ and $\xi^{\prime}$, we obtain as expected

$$
\begin{equation*}
\mathrm{V}_{\mathrm{iid}}\left(\bar{P}, \xi^{\prime}\right)=\frac{\bar{P}}{\bar{P}+1} \tag{27}
\end{equation*}
$$

This is in complete analogy to (17).


Fig. 3. Dispersion as a function of the number of interferers $K-1$ for both shell and i.i.d. codes. Here, $P_{1}=10, P_{2}=\cdots=P_{K}=1$ and $\bar{P}=P_{1} /\left(1+\sum_{i=2}^{K} P_{i}\right)$. The noise $Z^{n}$ is i.i.d. Gaussian with unit variance.

## D. Numerical Illustration

In Fig. 3, we plot both $\mathrm{V}_{\text {shell }}^{\prime}\left(\left\{P_{j}\right\}_{j=1}^{K}, \xi\right)$ and $\mathrm{V}_{\mathrm{iid}}\left(\bar{P}, \xi^{\prime}\right)$ for the case $P_{1}=10, P_{2}=\ldots=P_{K}=1$. The noise $Z^{n}$ is i.i.d. Gaussian with unit variance $(\xi=3)$. We recall that in the shell case, although the noise is i.i.d. Gaussian, the noise-plus-interference term is neither Gaussian nor i.i.d. For comparison, we also plot $\mathrm{V}_{\text {shell }}(\bar{P}, \xi)$, which corresponds to the dispersion for the case when the intended sender uses a shell code, whereas the interferers use i.i.d. codes. The resulting dispersion, which follows directly from Theorem 1, takes a particularly simple form, namely, the Gaussian dispersion (2) computed at the $\operatorname{SINR} \bar{P}$. As illustrated in Fig. 3, there is no ordering between $\mathrm{V}_{\text {shell }}(\bar{P}, \xi)$ and $\mathrm{V}_{\text {shell }}^{\prime}\left(\left\{P_{j}\right\}_{j=1}^{K}, \xi\right)$. As shown if Fig. 3, for the case $P_{1}=10, P_{2}=\ldots=P_{K}=1$ shell interference is preferable (i.e., gives a smaller dispersion to user 1) when there is a single interferer, but i.i.d. interference is preferable when there are three or more users.

## IV. Proof of Theorem 1

Our analysis makes extensive use of the "mismatched" information density

$$
\begin{align*}
\tilde{\iota}(x, y) & :=\log \frac{\mathcal{N}(y ; x, 1)}{\mathcal{N}(y ; 0, P+1)}  \tag{28}\\
& =\mathrm{C}(P)+\frac{y^{2}}{2(P+1)}-\frac{(y-x)^{2}}{2} \tag{29}
\end{align*}
$$

This is the information density of the Gaussian channel $\mathcal{N}(y ; x, 1)$; indeed, the denominator in (28) is its capacityachieving output distribution $\mathcal{N}(y ; 0, P+1)$. We define

$$
\begin{equation*}
\tilde{\iota}^{n}(\mathbf{x}, \mathbf{y}):=\sum_{i=1}^{n} \tilde{\iota}\left(x_{i}, y_{i}\right) \tag{30}
\end{equation*}
$$

## A. Proof of (13) in Theorem 1

1) Proof of the Direct Part of (13): We shall obtain a lower bound on $\log M_{\text {shell }}^{*}\left(n, \varepsilon, P ; \mathrm{P}_{Z}\right)$, whose asymptotic expansion coincides with the right-hand side of (13). By (29), the NN rule is equivalent to maximizing $\tilde{\iota}^{n}(\mathbf{x}(w), \mathbf{y})$ over $w \in[1: M]$. Hence, by using a "mismatched" version of
the random coding union bound [3, Th. 16], we conclude that the ensemble error probability $\bar{p}_{\mathrm{e}, n}$ can be bounded as

$$
\begin{align*}
& \bar{p}_{\mathrm{e}, n} \leq \mathbb{E}[\min \{1 \\
&\left.\left.M \operatorname{Pr}\left(\tilde{\iota}^{n}\left(\bar{X}^{n}, Y^{n}\right) \geq \tilde{\iota}^{n}\left(X^{n}, Y^{n}\right) \mid X^{n}, Y^{n}\right)\right\}\right] \tag{31}
\end{align*}
$$

where $\left(\bar{X}^{n}, X^{n}, Y^{n}\right) \sim \mathrm{f}_{X^{n}}^{(\text {shell })}(\overline{\mathbf{x}}) \mathrm{f}_{X^{n}}^{(\text {shell })}(\mathbf{x}) \mathrm{P}_{Y^{n} \mid X^{n}}(\mathbf{y} \mid \mathbf{x})$. Defining

$$
\begin{equation*}
g(t, \mathbf{y}):=\operatorname{Pr}\left[\tilde{\iota}^{n}\left(\bar{X}^{n}, \mathbf{y}\right) \geq t\right] \tag{32}
\end{equation*}
$$

we can rewrite (31) as

$$
\begin{equation*}
\bar{p}_{\mathrm{e}, n} \leq \mathbb{E}\left[\min \left\{1, M g\left(\tilde{\imath}^{n}\left(X^{n}, Y^{n}\right), Y^{n}\right)\right\}\right] \tag{33}
\end{equation*}
$$

For sufficiently large $n$, the function $g(t, \mathbf{y})$ can be bounded as follows:

$$
\begin{align*}
g(t, \mathbf{y}) & \leq \frac{K_{0} e^{-t}}{\sqrt{n}}  \tag{34}\\
& \leq K_{0} e^{-t} \tag{35}
\end{align*}
$$

Here, $K_{0}$ is a finite constant that does not depend on $\mathbf{y}$. The inequality (34) is given in [15, Eq. (58)] (recall that $\tilde{\iota}^{n}\left(\bar{X}^{n}, \mathbf{y}\right)$ is the information density of an additive Gaussian channel), and (35) follows because $\sqrt{n} \geq 1$. We note that one can also upper-bound $g(t, \mathbf{y})$ by the expression in (35) directly using [12, Prop. 2] (see also [3, p. 2317]).

Substituting (35) into (33) and using that for every realvalued random variable $J$ and every positive integer $n$

$$
\begin{align*}
\mathbb{E}[\min \{1, J\}] & \leq \operatorname{Pr}\left[J>\frac{1}{\sqrt{n}}\right]+\frac{1}{\sqrt{n}} \operatorname{Pr}\left[J \leq \frac{1}{\sqrt{n}}\right]  \tag{36}\\
& \leq \operatorname{Pr}\left[J>\frac{1}{\sqrt{n}}\right]+\frac{1}{\sqrt{n}} \tag{37}
\end{align*}
$$

we further upper-bound the right-hand-side of (33) as follows:

$$
\begin{align*}
& \bar{p}_{\mathrm{e}, n} \\
& \leq \operatorname{Pr}\left[M K_{0} e^{-\tau^{n}\left(X^{n}, Y^{n}\right)} \geq \frac{1}{\sqrt{n}}\right]+\frac{1}{\sqrt{n}}  \tag{38}\\
& \leq \operatorname{Pr}\left[\log M-\left(n \mathrm{C}(P)+\frac{\left\|Y^{n}\right\|^{2}}{2(P+1)}-\frac{\left\|Y^{n}-X^{n}\right\|^{2}}{2}\right)\right. \\
& \left.\geq-\log \left(K_{0} \sqrt{n}\right)\right]+\frac{1}{\sqrt{n}}  \tag{39}\\
& =\operatorname{Pr}\left[\frac{\left\|Z^{n}\right\|^{2}}{2}-\frac{\left\|X^{n}+Z^{n}\right\|^{2}}{2(P+1)}\right. \\
& \left.\quad \geq n \mathrm{C}(P)-\log M-\log \left(K_{0} \sqrt{n}\right)\right]+\frac{1}{\sqrt{n}}  \tag{40}\\
& =\operatorname{Pr}\left[(P+1)\left\|Z^{n}\right\|^{2}-\left\|X^{n}+Z^{n}\right\|^{2}\right. \\
& \left.\quad \geq 2(P+1)\left(n \mathrm{C}(P)-\log M-\log \left(K_{0} \sqrt{n}\right)\right)\right]+\frac{1}{\sqrt{n}}  \tag{41}\\
& \quad=\operatorname{Pr}\left[P\left\|Z^{n}\right\|^{2}-n P-2\left\langle X^{n}, Z^{n}\right\rangle\right. \\
& \left.\quad \geq 2(P+1)\left(n \mathrm{C}(P)-\log M-\log \left(K_{0} \sqrt{n}\right)\right)\right]+\frac{1}{\sqrt{n}} . \tag{42}
\end{align*}
$$

Here, (39) follows from (29), (41) follows since $Y^{n}=X^{n}+$ $Z^{n}$, and (42) follows because $\left\|X^{n}\right\|^{2}=n P$ almost surely. Now we make use of the Berry-Esseen Theorem for functions of random vectors in Theorem 3 stated in Appendix A (which is based on [12, Prop. 1] and [10, Prop. 1]). By proceeding similarly as in [12, Sec. IV.D]. A shell codeword can be written as

$$
\begin{equation*}
X^{n}=\sqrt{n P} \frac{\tilde{X}^{n}}{\left\|\tilde{X}^{n}\right\|} \tag{43}
\end{equation*}
$$

where $\tilde{X}^{n} \sim \mathcal{N}\left(\mathbf{0}, \mathbf{I}_{n}\right)$. We can write $P\left\|Z^{n}\right\|^{2}-n P-$ $2\left\langle X^{n}, Z^{n}\right\rangle$ in terms of the zero-mean i.i.d. random variables

$$
\begin{align*}
& A_{1, i}:=1-Z_{i}^{2}  \tag{44}\\
& A_{2, i}:=\sqrt{P} \tilde{X}_{i} Z_{i}  \tag{45}\\
& A_{3, i}:=\tilde{X}_{i}^{2}-1 \tag{46}
\end{align*}
$$

for $i=1, \ldots, n$, and the smooth function

$$
\begin{equation*}
f\left(a_{1}, a_{2}, a_{3}\right):=P a_{1}+\frac{2 a_{2}}{\sqrt{1+a_{3}}} \tag{47}
\end{equation*}
$$

Specifically, we have

$$
\begin{align*}
-n f\left(\frac{1}{n} \sum_{i=1}^{n} A_{1, i},\right. & \left.\frac{1}{n} \sum_{i=1}^{n} A_{2, i}, \frac{1}{n} \sum_{i=1}^{n} A_{3, i}\right) \\
& =P\left\|Z^{n}\right\|^{2}-n P-2\left\langle X^{n}, Z^{n}\right\rangle \tag{48}
\end{align*}
$$

Now, the Jacobian matrix of $f$ evaluated at $\mathbf{0}$ is $\mathbf{J}=\left[\begin{array}{lll}P & 2 & 0\end{array}\right]$ and the covariance matrix $\mathbf{V}$ of the vector $\left[\begin{array}{lll}A_{1,1} & A_{2,1} & A_{3,1}\end{array}\right]$ is $\mathbf{V}=\operatorname{diag}\left(\left[\begin{array}{lll}\xi-1 & P & 2\end{array}\right]^{T}\right)$. We now apply the Berry Esseen theorem for functions in Theorem 3 in Appendix A. With the above notation, Theorem 3 states that $\left(P\left\|Z^{n}\right\|^{2}-n P-\right.$ $\left.2\left\langle X^{n}, Z^{n}\right\rangle\right) / \sqrt{n}$ converges in distribution to a univariate, zero-mean normal random variable with variance $\mathbf{J V J}{ }^{T}=$ $P^{2}(\xi-1)+4 P$, and that the convergence rate is $O(1 / \sqrt{n})$. We thus conclude that

$$
\begin{array}{r}
\bar{p}_{\mathrm{e}, n} \leq \mathrm{Q}\left(\frac{2(P+1)\left(n \mathrm{C}(P)-\log M-\log \left(K_{0} \sqrt{n}\right)\right)}{\sqrt{n\left(P^{2}(\xi-1)+4 P\right)}}\right) \\
+O\left(\frac{1}{\sqrt{n}}\right) \tag{49}
\end{array}
$$

Equating the right-hand-side of (49) to $\varepsilon$, solving for $\log M$ and performing a first-order Taylor expansion of $\mathrm{Q}^{-1}(\cdot)$ about $\varepsilon$, we establish the lower bound corresponding to (13)-(14).
2) Proof of the Ensemble Tightness Part of (13): Since the probability of ties for the NN rule in (10) is zero, the exact random coding probability can be written as

$$
\begin{equation*}
\bar{p}_{\mathrm{e}, n}=\mathbb{E}\left[\bar{p}_{\mathrm{e}, n}\left(X^{n}, Y^{n}\right)\right] \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{p}_{\mathrm{e}, n}(\mathbf{x}, \mathbf{y})=1-\left(1-\operatorname{Pr}\left[\left\|\mathbf{y}-\bar{X}^{n}\right\| \leq\|\mathbf{y}-\mathbf{x}\|\right]\right)^{M-1} \tag{51}
\end{equation*}
$$

and $\left(X^{n}, \bar{X}^{n}, Y^{n}\right)$ are distributed as in Section IV-A1. Let $\mathbf{z}:=\mathbf{y}-\mathbf{x}$. The probability in (51) depends on ( $\mathbf{x}, \mathbf{y}$ ) only
through the powers $\hat{P}_{Y}=\|\mathbf{y}\|^{2} / n$ and $\hat{P}_{Z}=\|\mathbf{z}\|^{2} / n$. Indeed, since $\left\|X^{n}\right\|^{2}=n P$ almost surely, we have

$$
\begin{align*}
& \operatorname{Pr}\left[\left\|\bar{X}^{n}-\mathbf{y}\right\|^{2} \leq\|\mathbf{z}\|^{2}\right] \\
& =\operatorname{Pr}\left[\left\|\bar{X}^{n}\right\|^{2}-2\left\langle\bar{X}^{n}, \mathbf{y}\right\rangle+\|\mathbf{y}\|^{2} \leq\|\mathbf{z}\|^{2}\right]  \tag{52}\\
& =\operatorname{Pr}\left[2\left\langle\bar{X}^{n}, \mathbf{y}\right\rangle \geq n \hat{P}_{Y}+n P-n \hat{P}_{Z}\right]  \tag{53}\\
& =\operatorname{Pr}\left[\bar{X}_{1} \geq \frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}}\right] \tag{54}
\end{align*}
$$

Here, $\bar{X}_{1}$ denotes the first symbol in the vector $\bar{X}^{n}$; the last step follows because $\bar{X}^{n}$ is spherically symmetric, and, hence, we can transform $\mathbf{y}$ into $\left(\sqrt{n \hat{P}_{Y}}, 0 \ldots, 0\right)$ by performing a rotation that does not change the probability. For convenience, we set

$$
\begin{equation*}
\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right):=\operatorname{Pr}\left[\bar{X}_{1} \geq \frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}}\right] \tag{55}
\end{equation*}
$$

so that

$$
\begin{equation*}
\bar{p}_{\mathrm{e}, n}(\mathbf{x}, \mathbf{y})=1-\left(1-\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right)\right)^{M-1} \tag{56}
\end{equation*}
$$

Because of (12), we shall assume without loss of generality that $\lim \inf _{n \rightarrow \infty}(\log M) / n>0$, i.e., that $M$ grows (at least) exponentially with the blocklength. Let

$$
\begin{align*}
& c_{z}:=\xi-1, \quad \text { and }  \tag{57}\\
& c_{y}:=\xi-1+4 P . \tag{58}
\end{align*}
$$

We define the typical sets of powers

$$
\begin{equation*}
\mathcal{P}_{Y}:=\left\{\hat{p}_{Y} \in \mathbb{R}:\left|\hat{p}_{Y}-(P+1)\right| \leq \sqrt{c_{z} \frac{\log n}{n}}\right\} \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{P}_{Z}:=\left\{\hat{p}_{Z} \in \mathbb{R}:\left|\hat{p}_{Z}-1\right| \leq \sqrt{c_{y} \frac{\log n}{n}}\right\} \tag{60}
\end{equation*}
$$

Moreover, we fix $\eta \in(0,2 P)$, and define the following additional typical set to ensure that $\hat{p}_{Y}+P-\hat{p}_{Z}$ is uniformly bounded away from zero:

$$
\begin{equation*}
\mathcal{Q}:=\left\{\left(\hat{p}_{Y}, \hat{p}_{Z}\right) \in \mathbb{R}^{2}: \hat{p}_{Y}+P-\hat{p}_{Z}>\eta\right\} \tag{61}
\end{equation*}
$$

For brevity, we combine the above typical sets into one:

$$
\begin{equation*}
\mathcal{T}:=\left(\mathcal{P}_{Y} \times \mathcal{P}_{Z}\right) \cap \mathcal{Q} \tag{62}
\end{equation*}
$$

In Appendix B, we show using the Berry Esseen theorem for functions of random vectors (Theorem 3 in Appendix A) and the assumption that $\mathbb{E}\left[Z^{6}\right]$ is finite that

$$
\begin{equation*}
\operatorname{Pr}\left[\left(\frac{1}{n}\left\|Y^{n}\right\|^{2}, \frac{1}{n}\left\|Z^{n}\right\|^{2}\right) \notin \mathcal{T}\right]=O\left(\frac{1}{\sqrt{n}}\right) \tag{63}
\end{equation*}
$$

The implied constant in the $O(\cdot)$ notation above depends only on $\xi, \mathbb{E}\left[Z^{6}\right]$ and $P$.

Now consider an arbitrary pair of powers $\left(\hat{P}_{Y}, \hat{P}_{Z}\right)$ such that $\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \geq n /(M-1)$. In this case, we have

$$
\begin{align*}
& 1-\left(1-\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right)\right)^{M-1} \\
& \geq 1-\left(1-\frac{n}{M-1}\right)^{M-1}  \tag{64}\\
& =1-\left(\left(1-\frac{n}{M-1}\right)^{\frac{M-1}{n}}\right)^{n}  \tag{65}\\
& =1-\left(e^{-1}(1+o(1))\right)^{n}  \tag{66}\\
& \geq 1-e^{-n \gamma} \tag{67}
\end{align*}
$$

where we used the fact that $n /(M-1) \rightarrow 0$ (recall that we assumed that $\left.\liminf _{n \rightarrow \infty}(\log M) / n>0\right)$ and also that $\left(1-\zeta^{-1}\right)^{\zeta} \rightarrow e^{-1}$ as $\zeta \rightarrow \infty$. The inequality (67) holds for any given $\gamma \in(0,1)$ provided that $n$ is sufficiently large.

Combining the analyses in the previous two paragraphs, we obtain from (50) and (56) that

$$
\begin{align*}
& \bar{p}_{\mathrm{e}, n} \\
& \geq \operatorname{Pr}\left[\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \geq \frac{n}{M-1} \cap\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \in \mathcal{T}\right]\left(1-e^{-n \gamma}\right)  \tag{68}\\
& =\operatorname{Pr}\left[\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \geq \frac{n}{M-1} \cap\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \in \mathcal{T}\right]+O\left(\frac{1}{\sqrt{n}}\right) . \tag{69}
\end{align*}
$$

Ensemble tightness will be established if we can show that for all typical powers $\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \in \mathcal{T}$,

$$
\begin{equation*}
\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \geq q(n) \exp \left(-n\left(\mathrm{C}(P)+\frac{\hat{P}_{Y}}{2(P+1)}-\frac{\hat{P}_{Z}}{2}\right)\right) \tag{70}
\end{equation*}
$$

for some $q(n)$ satisfying $\log q(n)=O(\log n)$. Indeed, if (70) holds, we can further lower-bound (69) as

$$
\begin{align*}
& \bar{p}_{\mathrm{e}, n}+O\left(\frac{1}{\sqrt{n}}\right) \\
& \geq \operatorname{Pr}\left[-n\left(\mathrm{C}(P)+\frac{\hat{P}_{Y}}{2(P+1)}-\frac{\hat{P}_{Z}}{2}\right)\right. \\
& \left.\quad \geq-\log M+O(\log n) \cap\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \in \mathcal{T}\right]  \tag{71}\\
& =\operatorname{Pr}\left[\mathrm{C}(P)+\frac{\hat{P}_{Y}}{2(P+1)}-\frac{\hat{P}_{Z}}{2} \leq \frac{\log M}{n}+O\left(\frac{\log n}{n}\right)\right]  \tag{72}\\
& =\operatorname{Pr}\left[\frac{\left\|Z^{n}\right\|^{2}}{2}-\frac{\left\|Y^{n}\right\|^{2}}{2(P+1)} \geq n \mathrm{C}(P)-\log M+O(\log n)\right]  \tag{73}\\
& =\operatorname{Pr}\left[P\left\|Z^{n}\right\|^{2}-n P-2\left\langle X^{n}, Z^{n}\right\rangle\right. \\
& \quad \geq 2(P+1)(n \mathrm{C}(P)-\log M+O(\log n))] \tag{74}
\end{align*}
$$

In (71) we used that $\log (M-1) \geq \log M-\log 2$ (assuming without loss of generality $M>1$ ), in (72) we used that $\operatorname{Pr}[\mathcal{A} \cap$ $\mathcal{B}] \geq \operatorname{Pr}[\mathcal{A}]+\operatorname{Pr}[\mathcal{B}]-1$ and the concentration bounds of the empirical powers in the typical set in (63), and in (73) we applied the definitions of $\hat{P}_{Y}$ and $\hat{P}_{Z}$. To complete the proof
(sans the justification of (70)), we follow steps (42)-(49) in the direct part, which are all tight in the second-order sense.

Now we prove (70). We fix $\delta>0$ and bound (55) as

$$
\begin{align*}
& \Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \\
& =\operatorname{Pr}\left[\bar{X}_{1} \geq \frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}}\right]  \tag{75}\\
& \geq \operatorname{Pr}\left[\frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}} \leq \bar{X}_{1}\right. \\
& \left.\quad \leq \frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}}\left(1+\frac{\delta}{n}\right)\right]  \tag{76}\\
& \geq \frac{\delta\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)}{2 \sqrt{n \hat{P}_{Y}}} \min _{x} f_{\bar{X}_{1}}(x) \tag{77}
\end{align*}
$$

where the minimization in (77) is over the interval in (76), and $f_{\bar{X}_{1}}$ is the probability density function of $\bar{X}_{1}$, which is given by [18, Eq. (4)]:

$$
\begin{equation*}
f_{\bar{X}_{1}}(x)=\frac{1}{\sqrt{\pi n P}} \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)}\left(1-\frac{x^{2}}{n P}\right)^{(n-3) / 2} \mathbf{1}\left\{x^{2} \leq n P\right\} \tag{78}
\end{equation*}
$$

Note that since the right-hand side of (78) is a decreasing function of $|x|$, we can further lower-bound (77) as follows:

$$
\begin{align*}
& \Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \\
& \geq \frac{\delta\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)}{2 \sqrt{n \hat{P}_{Y}}} \frac{1}{\sqrt{\pi n P}} \frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma\left(\frac{n-1}{2}\right)} \\
& \times\left[1-\frac{1}{n P}\left(\frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}}\left(1+\frac{\delta}{n}\right)\right)^{2}\right]^{(n-3) / 2} \tag{79}
\end{align*}
$$

Since $\hat{P}_{Y}$ and $\hat{P}_{Z}$ are bounded within the typical sets in (59)(60), we have that for all sufficiently large $n$ and for some constant $K_{1}$ (depending only on $P$ and $\delta$ ) that

$$
\begin{equation*}
\left(\frac{n \hat{P}_{Y}+n P-n \hat{P}_{Z}}{2 \sqrt{n \hat{P}_{Y}}}\left(1+\frac{\delta}{n}\right)\right)^{2} \leq \frac{n\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2}}{4 \hat{P}_{Y}}+K_{1} \tag{80}
\end{equation*}
$$

Moreover, $\Gamma\left(\frac{n}{2}\right) / \Gamma\left(\frac{n-1}{2}\right)$ behaves as $\Theta(\sqrt{n})$, and thus the first three factors in (79) (the first of which is positive because $\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \in \mathcal{T}$ implies that $\left.\hat{P}_{Y}+P-\hat{P}_{Z}>\eta>0\right)$ can be combined into a single prefactor $p_{0}^{\prime}(n)$ satisfying $\log p_{0}^{\prime}(n)=$ $O(\log n)$. Hence,

$$
\begin{align*}
& \Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) \\
& \geq p_{0}^{\prime}(n)\left(1-\frac{\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2}}{4 P \hat{P}_{Y}}-\frac{K_{1}}{n P}\right)^{(n-3) / 2}  \tag{81}\\
& \geq p_{0}^{\prime}(n)\left(\left(1-\frac{\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2}}{4 P \hat{P}_{Y}}\right)\left(1-\frac{K_{2}}{n P}\right)\right)^{(n-3) / 2}  \tag{82}\\
& \geq p_{0}^{\prime \prime}(n)\left(1-\frac{\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2}}{4 P \hat{P}_{Y}}\right)^{n / 2}  \tag{83}\\
& =p_{0}^{\prime \prime}(n) \exp \left(\frac{n}{2} \log \left(1-\frac{\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2}}{4 P \hat{P}_{Y}}\right)\right) \tag{84}
\end{align*}
$$

Here, (82) holds for some finite constant $K_{2}$. and (83) follows by absorbing additional terms in a new prefactor $p_{0}^{\prime \prime}(n)$ still satisfying $\log p_{0}^{\prime \prime}(n)=O(\log n)$; specifically, this step uses again (59)-(60), as well as the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(1-\frac{K_{2}}{n P}\right)^{n / 2}=e^{-K_{2} /(2 P)} \tag{85}
\end{equation*}
$$

which is a constant.
We prove (70) by performing the following Taylor expansion of $\frac{1}{2} \log \left(1-\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2} /\left(4 P \hat{P}_{Y}\right)\right)$ in (84) about $\left(\hat{P}_{Y}, \hat{P}_{Z}\right)=(P+1,1)$ :

$$
\begin{align*}
& -\frac{1}{2} \log \left(1-\frac{\left(\hat{P}_{Y}+P-\hat{P}_{Z}\right)^{2}}{4 P \hat{P}_{Y}}\right) \\
& =\frac{1}{2} \log (P+1)+\frac{1}{2(P+1)}\left(\hat{P}_{Y}-(P+1)\right)-\frac{1}{2}\left(\hat{P}_{Z}-1\right) \\
& \quad+O\left(\left|\hat{P}_{Y}-(P+1)\right|^{2}+\left|\hat{P}_{Z}-1\right|^{2}\right)  \tag{86}\\
& =  \tag{87}\\
& \quad \mathrm{C}(P)+\frac{\hat{P}_{Y}}{2(P+1)}-\frac{\hat{P}_{Z}}{2}+O\left(\frac{\log n}{n}\right)
\end{align*}
$$

Here, the remainder term is $O((\log n) / n)$ due to the definition of the typical sets in (59)-(60). This remainder term can be factored into the prefactor in (84), yielding $q(n)$ in (70). The proof of (70) is thus complete.

## B. Proof of (15) in Theorem 1

1) Proof of the Direct Part of (15): Since $X^{n}$ is i.i.d., the direct part of (15) can be established using the standard Berry-Esseen central limit theorem, and following the steps detailed in [3, Sec. IV.A]. We just need to verify that the expectation and the variance of $\tilde{\iota}(X, Y)$ (when $X \sim \mathcal{N}(0, P)$ and $Y=X+Z$ ) are $\mathrm{C}(P)$ and $\mathrm{V}_{\mathrm{iid}}(P, \xi)$, respectively. The former is straightforward, and for the latter, using the statistics of $Z$ in (9) and the fact that $X$ is independent of $Z$, one has

$$
\begin{align*}
& \operatorname{Var}[\tilde{l}(X, Y)] \\
&= \operatorname{Var}\left[\frac{(X+Z)^{2}}{2(P+1)}-\frac{Z^{2}}{2}\right]  \tag{88}\\
&= \frac{1}{4(P+1)^{2}} \operatorname{Var}\left[X^{2}+2 X Z-P Z^{2}\right]  \tag{89}\\
&= \frac{1}{4(P+1)^{2}}\left(\mathbb{E}\left[\left(X^{2}+2 X Z-P Z^{2}\right)^{2}\right]\right. \\
&\left.-\mathbb{E}\left[X^{2}+2 X Z-P Z^{2}\right]^{2}\right)  \tag{90}\\
&= \frac{1}{4(P+1)^{2}} \mathbb{E}\left[X^{4}+4 X^{2} Z^{2}+P^{2} Z^{4}-2 X^{3} Z\right. \\
&\left.\quad-2 P X^{2} Z^{2}-2 P X Z^{3}+4 X^{3} Z-4 P X Z^{3}\right]  \tag{91}\\
&= \mathrm{V}_{\mathrm{iid}}(P, \xi) \tag{92}
\end{align*}
$$

where in the last step we applied $\mathbb{E}\left[X^{3} Z\right]=\mathbb{E}\left[X Z^{3}\right]=0$ along with standard Gaussian moments. This completes the proof of the direct part of (15).
2) Proof of the Ensemble Tightness Part of (15): We prove only (70), since all other steps (including the proof of (63)) follow those in Section IV-A2 along with standard steps in dispersion analyses [3]. We again start with the left-hand-side of (52), and recall that the probability remains
unchanged when we transform $\mathbf{y}$ arbitrarily subject to its power remaining unchanged. This time, we choose the form $\left(\sqrt{\hat{P}_{Y}}, \cdots, \sqrt{\hat{P}_{Y}}\right)$, thus yielding

$$
\begin{align*}
\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right) & =\operatorname{Pr}\left[\sum_{i=1}^{n}\left(\bar{X}_{i}-\sqrt{\hat{P}_{Y}}\right)^{2} \leq n \hat{P}_{Z}\right]  \tag{93}\\
& =\operatorname{Pr}\left[-\frac{1}{P} \sum_{i=1}^{n}\left(\bar{X}_{i}-\sqrt{\hat{P}_{Y}}\right)^{2} \geq-n \frac{\hat{P}_{Z}}{P}\right] \tag{94}
\end{align*}
$$

Here, we consider $\left(\hat{P}_{Y}, \hat{P}_{Z}\right)$ belonging to the typical set $\mathcal{T}$ defined in (62). Since $\bar{X}_{i} \sim \mathcal{N}(0, P)$, each term $\left(\bar{X}_{i}-\right.$ $\left.\sqrt{\hat{P}_{Y}}\right)^{2} / P$ follows a non-central $\chi^{2}$-distribution with one degree of freedom and noncentrality parameter $\hat{P}_{Y} / P$. Its moment generating function is thus [19, Sec. 2.2.12]

$$
\begin{align*}
M(s) & :=\mathbb{E}\left[\exp \left(s \cdot \frac{1}{P}\left(\bar{X}_{i}-\sqrt{\hat{P}_{Y}}\right)^{2}\right)\right]  \tag{95}\\
& =\frac{1}{\sqrt{1-2 s}} \exp \left(\frac{\hat{P}_{Y} s}{P(1-2 s)}\right) \tag{96}
\end{align*}
$$

Now using the strong large deviations (exact asymptotics) theorem by Bahadur and Ranga Rao [20] (see also [21, Theorem 3.7.4] and [22]), we observe that

$$
\begin{equation*}
\Psi\left(\hat{P}_{Y}, \hat{P}_{Z}\right)=q(n) \exp \left(-n E\left(\hat{P}_{Y}, \hat{P}_{Z}\right)\right) \tag{97}
\end{equation*}
$$

for some function $q(n)$ satisfying $q(n)=\Theta(1 / \sqrt{n})$, where the exponent is

$$
\begin{align*}
E\left(\hat{P}_{Y}, \hat{P}_{Z}\right) & :=\sup _{s \geq 0}\left\{-\log M(-s)-s \frac{\hat{P}_{Z}}{P}\right\}  \tag{98}\\
& =\sup _{s \geq 0}\left\{\frac{\hat{P}_{Y} s}{P(1+2 s)}+\frac{1}{2} \log (1+2 s)-s \frac{\hat{P}_{Z}}{P}\right\} \tag{99}
\end{align*}
$$

The objective function in (99) is strictly concave. By a direct differentiation, we find that the supremum is achieved by

$$
\begin{equation*}
s^{*}=\frac{P-2 \hat{P}_{Z}+\sqrt{P^{2}+4 \hat{P}_{Y} \hat{P}_{Z}}}{4 \hat{P}_{Z}} \tag{100}
\end{equation*}
$$

Hence,

$$
\begin{gather*}
E\left(\hat{P}_{Y}, \hat{P}_{Z}\right)=\frac{1}{2} \log \left(1+\frac{P-2 \hat{P}_{Z}+\sqrt{P^{2}+4 \hat{P}_{Y} \hat{P}_{Z}}}{2 \hat{P}_{Z}}\right) \\
\left.+\frac{\hat{P}_{Y}\left(P-2 \hat{P}_{Z}+\sqrt{P^{2}+4 \hat{P}_{Y} \hat{P}_{Z}}\right.}{4 P \hat{P}_{Z}\left(1+\frac{P-2 \hat{P}_{Z}+\sqrt{P^{2}+4 \hat{P}_{Y} \hat{P}_{Z}}}{2 \hat{P}_{Z}}\right.}\right) \\
 \tag{101}\\
-\frac{P-2 \hat{P}_{Z}+\sqrt{P^{2}+4 \hat{P}_{Y} \hat{P}_{Z}}}{4 P}
\end{gather*}
$$

Performing a Taylor expansion of $E\left(\hat{P}_{Y}, \hat{P}_{Z}\right)$ about $\left(\hat{P}_{Y}, \hat{P}_{Z}\right)=(P+1,1)$ similarly to the shell case in Section IV-A2, and using (59)-(60), we obtain

$$
\begin{equation*}
E\left(\hat{P}_{Y}, \hat{P}_{Z}\right)=\mathrm{C}(P)+\frac{\hat{P}_{Y}}{2(P+1)}-\frac{\hat{P}_{Z}}{2}+O\left(\frac{\log n}{n}\right) \tag{102}
\end{equation*}
$$

thus completing the proof of (70).

## V. Proof of Theorem 2

We shall first present the proof of the i.i.d. interference case (24) and then move to the shell interference case (22).

## A. Proof of (24) in Theorem 2

As all the users employ i.i.d. Gaussian codebooks, the asymptotic expansion (24) follows directly from (15) in Theorem 1, provided that the total noise variance is normalized to one. Specifically, since the codewords of users $2, \ldots, K$ are to be treated as noise, user 1 observes effective noise

$$
\begin{equation*}
\widetilde{Z}:=X_{2}+\ldots+X_{K}+Z \tag{103}
\end{equation*}
$$

Recall that $\widetilde{P}:=\sum_{i=2}^{K} P_{i}$ is the sum power of the interfering codewords. The mutual independence of $X_{2}, \ldots, X_{K}, Z$ and the fact that $\mathbb{E}\left[X_{i}\right]=0, i \in[2: K]$ imply that

$$
\begin{equation*}
\mathbb{E}\left[\widetilde{Z}^{2}\right]=\widetilde{P}+1 \tag{104}
\end{equation*}
$$

Let $Z_{0}:=X_{2}+\ldots+X_{K}$. The fourth moment of $\widetilde{Z}$ can be computed as follows:

$$
\begin{align*}
\mathbb{E}\left[\widetilde{Z}^{4}\right] & =\mathbb{E}\left[\left(Z_{0}+Z\right)^{4}\right]  \tag{105}\\
& =3 \widetilde{P}^{2}+6 \widetilde{P}+\xi \tag{106}
\end{align*}
$$

Now in order to apply (15) in Theorem 1, we need to normalize the channel input-output relation, so as to make the effective noise of unit variance. We do this by setting $\bar{Z}:=\widetilde{Z} / \sqrt{\widetilde{P}+1}$, and by rescaling the power of the intended user to $\bar{P}=P_{1} /(\widetilde{P}+1)$ (see (20)). Note that

$$
\begin{equation*}
\mathbb{E}\left[\bar{Z}^{4}\right]=\frac{3 \widetilde{P}^{2}+6 \widetilde{P}+\xi}{(\widetilde{P}+1)^{2}} \tag{107}
\end{equation*}
$$

Substituting into (16) with the identifications $P \equiv \bar{P}$ and $\xi \equiv$ $\mathbb{E}\left[\bar{Z}^{4}\right]$, we obtain (24)-(25).

## B. Proof of (22) in Theorem 2

The proof follows along the same lines as the proof of (14) in Section IV. Hence, we only provide the details of the changes that need to be made.

Let $\widetilde{X}^{n}=X_{2}^{n}+\ldots+X_{K}^{n}$ be the overall interference and let $\widetilde{P}=P_{2}+\ldots+P_{K}$ be its (per-symbol) average power (see (21)). Let $\mathrm{C}(\bar{P})$ be the "interference-as-noise" rate where $\bar{P}$ is the SINR of the channel (see (20)).

We start with the direct part. Following the steps leading to (40), we obtain

$$
\begin{align*}
& \bar{p}_{\mathrm{e}, n} \\
& \begin{array}{r}
\leq \operatorname{Pr}\left[\frac{\left\|\widetilde{X}^{n}+Z^{n}\right\|^{2}}{2(\widetilde{P}+1)}-\frac{\left\|X_{1}^{n}+\widetilde{X}^{n}+Z^{n}\right\|^{2}}{2\left(P_{1}+\widetilde{P}+1\right)}\right. \\
\left.\quad \geq n \mathrm{C}(\bar{P})-\log M-\log \left(K_{0} \sqrt{n}\right)\right]+\frac{1}{\sqrt{n}}(108) \\
\leq \operatorname{Pr}\left[\left(P_{1}+\widetilde{P}+1\right)\left\|\widetilde{X}^{n}+Z^{n}\right\|^{2}-(\widetilde{P}+1)\left\|X_{1}^{n}+\widetilde{X}^{n}+Z^{n}\right\|^{2}\right. \\
\left.\geq 2(\widetilde{P}+1)\left(P_{1}+\widetilde{P}+1\right)\left(n \mathrm{C}(\bar{P})-\log M-\log \left(K_{0} \sqrt{n}\right)\right)\right] \\
\\
+\frac{1}{\sqrt{n}} .
\end{array}
\end{align*}
$$

As in Section IV-A1, the crucial point is the characterization of the asymptotic distribution of

$$
\begin{align*}
& \left(P_{1}+\widetilde{P}+1\right)\left\|\widetilde{X}^{n}+Z^{n}\right\|^{2}-(\widetilde{P}+1)\left\|X_{1}^{n}+\widetilde{X}^{n}+Z^{n}\right\|^{2} \\
& =P_{1}\left\|\widetilde{X}^{n}+Z^{n}\right\|^{2}-n(\widetilde{P}+1) P_{1}-2(\widetilde{P}+1)\left\langle X_{1}^{n}, \widetilde{X}^{n}+Z^{n}\right\rangle  \tag{110}\\
& =P_{1}\left(n \sum_{i=2}^{K} P_{i}+\left\|Z^{n}\right\|^{2}+2 \sum_{i=2}^{K}\left\langle X_{i}^{n}, Z^{n}\right\rangle+2 \sum_{2 \leq i<j \leq K}\left\langle X_{i}^{n}, X_{j}^{n}\right\rangle\right)  \tag{111}\\
& \quad-n(\widetilde{P}+1) P_{1}-2(\widetilde{P}+1)\left(\left\langle X_{1}^{n}, Z^{n}\right\rangle+\sum_{i=2}^{K}\left\langle X_{1}^{n}, X_{i}^{n}\right\rangle\right)  \tag{112}\\
& = \\
& \quad P_{1}\left(\left\|Z^{n}\right\|^{2}-n+2 \sum_{i=2}^{K}\left\langle X_{i}^{n}, Z^{n}\right\rangle+2 \sum_{2 \leq i<j \leq K}\left\langle X_{i}^{n}, X_{j}^{n}\right\rangle\right)  \tag{113}\\
& \quad-2(\widetilde{P}+1)\left(\left\langle X_{1}^{n}, Z^{n}\right\rangle+\sum_{i=2}^{K}\left\langle X_{1}^{n}, X_{i}^{n}\right\rangle\right) .
\end{align*}
$$

where (111) follows by expanding the term $\left\|X_{1}^{n}+\widetilde{X}^{n}+Z^{n}\right\|^{2}$ and noting that $\left\|X_{i}^{n}\right\|^{2}=n{\underset{\sim}{P}}_{i}$ almost surely, and we have used the definitions of $X^{n}$ and $\widetilde{P}$.

To apply the Berry-Esseen central limit theorem for functions of random vectors in Theorem 3 in Appendix A, we write (113) in terms of the zero-mean random variables

$$
\begin{align*}
A_{1, \ell} & :=1-Z_{\ell}^{2}  \tag{114}\\
A_{2, \ell} & :=\sqrt{P_{1}} X_{1, \ell}^{\prime} Z_{\ell}  \tag{115}\\
A_{3, \ell} & :=\left(X_{1, \ell}^{\prime}\right)^{2}-1  \tag{116}\\
A_{4, \ell}^{(i)} & :=\sqrt{P_{1} P_{i}} X_{1, \ell}^{\prime} X_{i, \ell}^{\prime}  \tag{117}\\
A_{5, \ell}^{(i)} & :=\sqrt{P_{i}} X_{i, \ell}^{\prime} Z_{\ell}  \tag{118}\\
A_{6, \ell}^{(i)} & :=\left(X_{i, \ell}^{\prime}\right)^{2}-1  \tag{119}\\
A_{7, \ell}^{(i, j)} & :=\sqrt{P_{i} P_{j}} X_{i, \ell}^{\prime} X_{j, \ell}^{\prime} . \tag{120}
\end{align*}
$$

Here, $\left\{X_{i, \ell}^{\prime}\right\}$, where $\ell \in[1: n]$ and $i \in[2: K]$, are i.i.d. $\mathcal{N}(0,1)$-distributed random variables and $j \in[2: K]$. Note that the random variables in (114)-(120) are i.i.d. over $\ell$. We also define the following function:

$$
\begin{align*}
& f\left(a_{1}, a_{2}, a_{3},\left\{a_{4}^{(i)}\right\}_{i=2}^{K},\left\{a_{5}^{(i)}\right\}_{i=2}^{K},\left\{a_{6}^{(i)}\right\}_{i=2}^{K},\left\{a_{7}^{(i, j)}\right\}_{i, j=2}^{K}\right) \\
& :=P_{1}\left(a_{1}-2 \sum_{i=2}^{K} \frac{a_{5}^{(i)}}{\sqrt{1+a_{6}^{(i)}}}\right. \\
& \left.\quad-2 \sum_{2 \leq i<j \leq K} \frac{a_{7}^{(i, j)}}{\sqrt{1+a_{6}^{(i)}} \sqrt{1+a_{6}^{(j)}}}\right) \\
& \quad+2(1+\widetilde{P})\left(\frac{a_{2}}{\sqrt{1+a_{3}}}+\sum_{i=2}^{K} \frac{a_{4}^{(i)}}{\sqrt{1+a_{3}} \sqrt{1+a_{6}^{(j)}}}\right) \tag{121}
\end{align*}
$$

With these definitions, we find that

$$
\begin{align*}
-n f( & \frac{1}{n} \sum_{\ell=1}^{n} A_{1, \ell}, \frac{1}{n} \sum_{\ell=1}^{n} A_{2, \ell}, \frac{1}{n} \sum_{\ell=1}^{n} A_{3, \ell} \\
& \left\{\frac{1}{n} \sum_{\ell=1}^{n} A_{4, \ell}^{(i)}\right\}_{i=2}^{K},\left\{\frac{1}{n} \sum_{\ell=1}^{n} A_{5, \ell}^{(i)}\right\}_{i=2}^{K}, \\
& \left.\left\{\frac{1}{n} \sum_{\ell=1}^{n} A_{6, \ell}^{(i)}\right\}_{i=2}^{K},\left\{\frac{1}{n} \sum_{\ell=1}^{n} A_{7, \ell}^{(i, j)}\right\}_{i, j=2}^{K}\right) \tag{122}
\end{align*}
$$

coincides with the right-hand side of (113)
The variances of each of the random variables in (114)(120), and the entries of the Jacobian of $f$ with respect to each of its entries, are as follows:

$$
\begin{array}{rll}
\text { R.V. } & \text { Variance } & \text { Jacobian entry } \\
\left(A_{1, \ell}\right) & \xi-1 & P_{1} \\
\left(A_{2, \ell}\right) & P_{1} & 2(\widetilde{P}+1) \\
\left(A_{3, \ell}\right) & 2 & 0 \\
\left(A_{4, \ell}^{(i)}\right) & P_{1} P_{i} & 2(\widetilde{P}+1) \\
\left(A_{5, \ell}^{(i)}\right) & P_{i} & -2 P_{1} \\
\left(A_{6, \ell}^{(i)}\right) & 2 & 0 \\
\left(A_{7, \ell}^{(i, j)}\right) & P_{i} P_{j} & -2 P_{1}
\end{array}
$$

The covariance matrix $\mathbf{V}$ of the random vector $\left(A_{1,1}, A_{2,1}, A_{3,1},\left\{A_{4,1}^{(i)}\right\}_{i=2}^{K},\left\{A_{5,1}^{(i)}\right\}_{i=2}^{K},\left\{A_{6,1}^{(i)}\right\}_{i=2}^{K},\left\{A_{7,1}^{(i, j)}\right\}_{i, j=2}^{K}\right)$ is diagonal, and hence we can compute $\mathbf{J V J}^{T}$ by multiplying each of the variances in (123)-(129) with the corresponding Jacobian entry squared, and by summing up all resulting terms. This gives

$$
\begin{align*}
& \mathbf{J V J}^{T} \\
&= P_{1}^{2}(\xi-1)+4 P_{1}(\widetilde{P}+1)^{2}+4 P_{1}(\widetilde{P}+1)^{2} \sum_{i=2}^{K} P_{i} \\
&+4 P_{1}^{2} \sum_{i=2}^{K} P_{i}+4 P_{1}^{2} \sum_{2 \leq i<j \leq k} P_{i} P_{j}  \tag{130}\\
&= P_{1}^{2}(\xi-1)+4 P_{1}(\widetilde{P}+1)^{2}+4 P_{1}(\widetilde{P}+1)^{2} \widetilde{P} \\
&+4 P_{1}^{2} \widetilde{P}+4 P_{1}^{2} \sum_{2 \leq i<j \leq k} P_{i} P_{j}  \tag{131}\\
&= P_{1}^{2}((\xi-1)+4 \widetilde{P})+4 P_{1}(\widetilde{P}+1)^{3}+4 P_{1}^{2} \sum_{2 \leq i<j \leq k} P_{i} P_{j} . \tag{132}
\end{align*}
$$

To ensure that the effective noise power is one (just as in the case of i.i.d. interference and i.i.d. noise in Section V-A), we divide (132) by $\left(2(\widetilde{P}+1)\left(P_{1}+\widetilde{P}+1\right)\right)^{2}$ in accordance with the right hand side of the inequality in the probability in (109). This gives the desired achievability part of (22)-(23), and ensemble tightness follows from steps similar to those detailed in Section IV-A2.

## VI. Summary and Future Work

In this paper, we have derived the second-order asymptotic expansion for information transmission over an additive i.i.d.
non-Gaussian noise channel when the codebooks are constrained to be Gaussian and the decoding rule is constrained to be the NN (or minimum Euclidean distance) rule. We have shown that, under mild conditions on the noise, the dispersion depends on the i.i.d. noise only through its second and fourth moments. Motivated by the relative simplicity of the implementation of point-to-point codes [6], [7] we have also leveraged our second-order results to obtain a characterization of the second-order performance of point-to-point codes over Gaussian interference channels.

Some natural questions arise from our analysis and results:

1) Can one perform similar analyses for the source coding or rate-distortion counterpart [23], where source sequences are described by the codeword closest to it in a certain (possibly mismatched) distortion metric? We expect that we need to leverage techniques from finite blocklength rate-distortion theory [24] to obtain a result similar to Theorem 1.
2) Can one extend the analysis in Section III to the multiterminal setting where we are interested in two (or more) rates, say of transmitters 1 and 2 , and all the other users' codewords are treated as noise? We envisage that this analysis would be significantly more challenging due to the lack of a systematic treatment of secondorder asymptotics for multi-terminal information theory problems [25, Part III].

## Appendix A <br> Berry-Esseen Theorem for Functions of I.I.D. Random Variables

In this appendix, we state a Berry-Esseen theorem for functions of i.i.d. random variables. This theorem is an i.i.d. version of a theorem proved by Iri and Kosut [10, Prop. 1] for Markov processes. See also MolanvianJazi and Laneman's work [12, Prop. 1].

Theorem 3. Let $\mathbf{U}_{i} \in \mathbb{R}^{m}$ for $i=1, \ldots, n$ be zero-mean, i.i.d. random vectors with covariance matrix $\mathbf{V}=\operatorname{Cov}\left(\mathbf{U}_{i}\right)$ and finite third moment $\mathbb{E}\left[\left\|\mathbf{U}_{i}\right\|^{3}\right]$. Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ be a function with uniformly bounded second-order partial derivatives in an m-dimensional hypercube neighborhood of $\mathbf{0}$. Let $\mathbf{J}=\left(J_{1}, \ldots, J_{m}\right)$ be the vector of first-order partial derivatives at 0 , i.e.,

$$
\begin{equation*}
J_{r}:=\left.\frac{\partial f(\mathbf{u})}{\partial u_{r}}\right|_{\mathbf{u}=\mathbf{0}}, \quad r=1, \ldots, m \tag{133}
\end{equation*}
$$

Let $\sigma^{2}:=\mathbf{J}^{T} \mathbf{V} \mathbf{J}$ and assume that it is positive. Moreover, fix a constant $\alpha>0$. There exists a constant $B \in(0, \infty)$ such that for every $\delta$ satisfying $|\delta| \leq \alpha$,

$$
\begin{equation*}
\left|\operatorname{Pr}\left(f\left(\frac{1}{n} \sum_{i=1}^{n} \mathbf{U}_{i}\right) \geq f(\mathbf{0})+\frac{\sigma}{\sqrt{n}} \delta\right)-\mathrm{Q}(\delta)\right| \leq \frac{B}{\sqrt{n}} \tag{134}
\end{equation*}
$$

for all $n \geq 1$.

## Appendix B

Proof of (63)
By the union bound, it suffices to show that

$$
\begin{align*}
\operatorname{Pr}\left[\frac{1}{n}\left\|Y^{n}\right\|^{2} \notin \mathcal{P}_{Y}\right] & =O\left(\frac{1}{\sqrt{n}}\right)  \tag{135}\\
\operatorname{Pr}\left[\frac{1}{n}\left\|Z^{n}\right\|^{2} \notin \mathcal{P}_{Z}\right] & =O\left(\frac{1}{\sqrt{n}}\right), \quad \text { and }  \tag{136}\\
\operatorname{Pr}\left[\left(\frac{1}{n}\left\|Y^{n}\right\|^{2}, \frac{1}{n}\left\|Z^{n}\right\|^{2}\right) \notin \mathcal{Q}\right] & =O\left(\frac{1}{\sqrt{n}}\right) \tag{137}
\end{align*}
$$

We first prove (135). Note that

$$
\begin{align*}
\mathfrak{p}_{n} & :=\operatorname{Pr}\left[\frac{1}{n}\left\|Y^{n}\right\|^{2} \notin \mathcal{P}_{Y}\right]  \tag{138}\\
& =\operatorname{Pr}\left[\left|\frac{1}{n}\left\|Y^{n}\right\|^{2}-(1+P)\right|>\sqrt{c_{y} \frac{\log n}{n}}\right]  \tag{139}\\
& =\operatorname{Pr}\left[\left|\frac{2\left\langle X^{n}, Z^{n}\right\rangle}{n}+\frac{\left\|Z^{n}\right\|^{2}}{n}-1\right|>\sqrt{c_{y} \frac{\log n}{n}}\right] . \tag{140}
\end{align*}
$$

Here, (140) follows because $Y^{n}=X^{n}+Z^{n}$ and because $\left\|X^{n}\right\|^{2}=n P$ almost surely. Now recall the definitions of the random variables $A_{1, i}, A_{2, i}$ and $A_{3, i}$ in (44)-(46). These random variables are i.i.d. across $i \in[1: n]$. Defining

$$
\begin{equation*}
g\left(a_{1}, a_{2}, a_{3}\right):=-a_{1}+\frac{2 a_{2}}{\sqrt{1+a_{3}}} \tag{141}
\end{equation*}
$$

one can check that

$$
\begin{align*}
g\left(\frac{1}{n} \sum_{i=1}^{n} A_{1, i}, \frac{1}{n} \sum_{i=1}^{n}\right. & \left.A_{2, i}, \frac{1}{n} \sum_{i=1}^{n} A_{3, i}\right) \\
& =\frac{2\left\langle X^{n}, Z^{n}\right\rangle}{n}+\frac{\left\|Z^{n}\right\|^{2}}{n}-1 . \tag{142}
\end{align*}
$$

Furthermore, the Jacobian matrix of the function $g$ evaluated at $\mathbf{0}$ is $\mathbf{J}=\left[\begin{array}{lll}-1 & 2 & 0\end{array}\right]$ and the covariance matrix $\mathbf{V}$ of the vector $\left[\begin{array}{lll}A_{1,1} & A_{2,1} & A_{3,1}\end{array}\right]$ is $\mathbf{V}=\operatorname{diag}\left(\left[\begin{array}{lll}\xi-1 & P & 2\end{array}\right]^{T}\right)$. Thus, by the Berry-Esseen central limit theorem for functions of random vectors (Theorem 3 in Appendix A), the random variable $\sqrt{n}\left(2\left\langle X^{n}, Z^{n}\right\rangle / n+\left\|Z^{n}\right\|^{2} / n-1\right)$ converges in distribution to a univariate zero-mean normal random variable with variance $\mathbf{J V} \mathbf{J}^{T}=\xi-1+4 P=c_{y}$. Thus,

$$
\begin{align*}
\mathfrak{p}_{n} & =\operatorname{Pr}\left[\left|\frac{1}{n}\left(2\left\langle X^{n}, Z^{n}\right\rangle+\left\|Z^{n}\right\|^{2}-n\right)\right|>\sqrt{c_{y} \frac{\log n}{n}}\right]  \tag{143}\\
& \leq 2\left(\mathrm{Q}(\sqrt{\log n})+O\left(\frac{1}{\sqrt{n}}\right)\right)  \tag{144}\\
& \leq O\left(\frac{1}{\sqrt{n}}\right) . \tag{145}
\end{align*}
$$

Here, (144) follows from the union-of-events bound and [10, Prop. 1] (this requires the finiteness of the sixth moment of $Z$ ); the final inequality (145) holds because $\mathrm{Q}(t) \leq e^{-t^{2} / 2}$ for $t>0$. This verifies (135).

The proof for the bound in (136) is simpler. The random variable $\left(\left\|Z^{n}\right\|^{2}-n\right) / \sqrt{n}$ converges in distribution to a univariate, zero-mean normal random variable with variance $\xi-1$. The standard Berry-Esseen theorem (again with the
assumption that $\mathbb{E}\left[Z^{6}\right]<\infty$ ), together with calculations similar to (144) and (144), immediately give the desired bound.

Finally, to prove (137), we define the random variable

$$
\begin{equation*}
B:=\hat{P}_{Y}+P-\hat{P}_{Z} \tag{146}
\end{equation*}
$$

Performing calculations similar to those that led to (140), we rewrite $B$ as follows:

$$
\begin{align*}
B & =\frac{1}{n}\left\|Y^{n}\right\|^{2}+P-\frac{1}{n}\left\|Z^{n}\right\|^{2}  \tag{147}\\
& =\frac{1}{n}\left\|X^{n}+Z^{n}\right\|^{2}+P-\frac{1}{n}\left\|Z^{n}\right\|^{2}  \tag{148}\\
& =\frac{1}{n}\left\|X^{n}\right\|^{2}+\frac{1}{n}\left\|Z^{n}\right\|^{2}+\frac{2}{n}\left\langle X^{n}, Z^{n}\right\rangle+P-\frac{1}{n}\left\|Z^{n}\right\|^{2}  \tag{149}\\
& =\frac{2}{n}\left\langle X^{n}, Z^{n}\right\rangle+2 P . \tag{150}
\end{align*}
$$

We now use the argument that led to (142). Specifically, let

$$
\begin{equation*}
h\left(a_{2}, a_{3}\right):=\frac{2 a_{2}}{\sqrt{1+a_{3}}} \tag{151}
\end{equation*}
$$

Then

$$
\begin{equation*}
h\left(\frac{1}{n} \sum_{i=1}^{n} A_{2, i}, \frac{1}{n} \sum_{i=1}^{n} A_{3, i}\right)=\frac{2}{n}\left\langle X^{n}, Z^{n}\right\rangle, \tag{152}
\end{equation*}
$$

where the i.i.d. random vectors $\left[A_{2, i} A_{3, i}\right]$ (for $i \in[1: n]$ ) were defined in (45)-(46). By using standard calculations for the Jacobian of $h$ and for the covariance matrix of $\left[\begin{array}{ll}A_{2,1} & A_{3,1}\end{array}\right]$, we see that $\sqrt{n} \cdot\left(2\left\langle X^{n}, Z^{n}\right\rangle / n\right)$ converges in distribution to a zero-mean Gaussian with variance $4 P$. Now, the probability in (137) can be simplified as follows:

$$
\begin{align*}
\operatorname{Pr}[B \leq \eta] & =\operatorname{Pr}\left[\frac{2\left\langle X^{n}, Z^{n}\right\rangle}{n}+2 P \leq \eta\right]  \tag{153}\\
& =\operatorname{Pr}\left[\frac{2\left\langle X^{n}, Z^{n}\right\rangle}{\sqrt{n}} \leq \sqrt{n}(\eta-2 P)\right]  \tag{154}\\
& \leq \mathrm{Q}\left(\frac{\sqrt{n}(2 P-\eta)}{\sqrt{4 P}}\right)+O\left(\frac{1}{\sqrt{n}}\right)  \tag{155}\\
& \leq \exp \left(-n \cdot \frac{(2 P-\eta)^{2}}{8 P}\right)+O\left(\frac{1}{\sqrt{n}}\right) . \tag{156}
\end{align*}
$$

Here, (155) follows from an application of the Berry-Esseen central limit theorem for functions of random vectors in Theorem 3 and (156) holds because $\mathrm{Q}(t) \leq e^{-t^{2} / 2}$ for $t>0$. Since $\eta \in(0,2 P)$, this proves (137).
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