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Energy-Based Adaptive Multiple Access in LPWAN
IoT Systems with Energy Harvesting

Nicolo Michelusi and Marco Levorato

Abstract—This paper develops a control framework for a
network of energy harvesting nodes connected to a Base Station
(BS) over a multiple access channel. The objective is to adapt
their transmission strategy to the state of the network, including
the energy available to the individual nodes. In order to reduce
the complexity of control, an optimization framework is pro-
posed where energy storage dynamics are replaced by dynamic
average power constraints induced by the time correlated energy
supply, thus enabling lightweight and flexible network control.
Specifically, the BS adapts the packet transmission probability
of the ”active” nodes (those currently under a favorable energy
harvesting state) so as to maximize the average long-term
throughput, under these dynamic average power constraints.
The resulting policy takes the form of the packet transmission
probability as a function of the energy harvesting state and
number of active nodes. The structure of the throughput-optimal
genie-aided policy, in which the number of active nodes is known
non-causally at the BS, is proved. Inspired by the genie-aided
policy, a Bayesian estimation approach is presented to address
the case where the BS estimates the number of active nodes based
on the observed network transmission pattern. It is shown that
the proposed scheme outperforms by 20% a scheme in which the
nodes operate based on local state information only, and performs
well even when energy storage dynamics are taken into account.

I. INTRODUCTION

Important technological trends within the Internet of Things
(IoT) domain, such as Smart City and Urban IoT systems [1],
push for the development of network solutions providing long
range communication capabilities to mobile devices distributed
over large geographical areas. As a consequence, wireless
cellular networks may play a key role toward the practical
deployment of such systems.

However, recent cellular network standards are not designed
to support machine-to-machine and computational services
such as those that will characterize future large-scale IoT
systems. On the one hand, in most cases IoT devices and
services generate sporadic and low-intensity traffic. On the
other hand, the potentially huge number of IoT devices in-
terconnected through a single base station (BS) would raise
new issues related to the signaling and control traffic, which
may become the bottleneck of the system. Low-Power Wide
Area Networks (LPWAN), and its LoRaWANTM specifica-
tion [2], were proposed to meet these characteristics and
requirements [3], [4], and provide connectivity between short
range (e.g., Bluetooth) and long-range cellular communica-
tions. These networks exploit unlicensed frequency bands to
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create star topologies directly connected to a unique collector
node, generally referred to as the gateway. The architecture
of these networks is especially designed to provide wide area
coverage and ensure connectivity to a large number of low-
power devices.

Another key enabler of the IoT is energy harvesting [5],
which enables long-term and self-sustaining sensing and com-
munication operations [6]. Among the many energy harvesting
technologies, e.g., vibration, light, and thermal energy ex-
traction, wireless energy harvesting [7] is one of the most
promising solutions due to its simplicity, ease of implementa-
tion, and wide availability. However, the limited energy input
rate of these harvesting technologies especially in mobile
environments is only suitable for simple applications with
low on-device sensing, processing and communication require-
ments. LPWAN technologies are a perfect match to this class
of applications. However, sensible design of channel access
strategies with minimal coordination and control overhead is
necessary to efficiently use the scarce energy resources.

In this paper, an optimization framework is proposed which
makes the channel access strategy of the connected nodes
aware of their harvesting state, that is, the input rate of energy
to the batteries. Consistently with LPWAN technologies, a
simple centralized architecture is considered, where the central
coordinator, that is, the BS, sporadically controls the transmis-
sion probability of the wireless nodes. For this scenario, under
the assumption of binary Markovian energy harvesting state,
the structure of the throughput-optimal transmission policy
is derived under energy constraints and full network state
knowledge (genie-aided). Inspired by the optimal genie-aided
policy, a Bayesian estimation framework is presented for the
case where the coordinator needs to estimate the harvesting
state of the nodes in order to make network control.

LPWAN are characterized by a potentially large number
of devices accessing a unique BS. This requirement poses a
severe challenge in network design and optimization, in that
the state space of the network grows exponentially with the
network size as SN , where S is the state space of a single
node. This is especially cumbersome in LPWAN systems with
energy harvesting. In fact, in these systems, the state of each
node s ∈ S specifies the state of charge of the rechargeable
battery, which may even be difficult to estimate [8]–[10], as
well as the state of the ambient energy source (e.g., ”high”
or ”low” as in [11]). Therefore, network adaptation should
be based on the state and dynamics of the energy storage
element of each node, which can become unmanageable even
for small networks [12]. Thus, there is a need to develop
complexity reduction techniques for the design, analysis and
optimization of these networks. In this paper, we propose to
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reduce the network state space and enable lightweight and
flexible network control by replacing energy storage dynamics
with dynamic average power constraints induced by the time
correlated energy supply. This approach removes the need to
perform adaptation based on the current state of charge of each
device. Instead, adaptation is done solely based on the state
of the ambient energy harvesting process.

The design of energy harvesting networks has seen huge
interest in the research community [13]–[15]. The problem of
random access, similar to this paper, has been considered in
[16], for the case with i.i.d. energy harvesting, and assuming
the nodes operated based on local state information only.
Energy management policies under time-correlated energy
harvesting have been studied in [11] for a single node. In
this paper, we extend these results to multiple access networks
under time-correlated energy harvesting, and provide a form
of network control (as opposed to local control).

Numerical results show that the energy harvesting states
provide a natural mechanism of partial network coordination:
the devices can tune their transmission parameters based on
the estimated network state, and reduce the detrimental effect
of collisions. The proposed strategy outperforms by 20% a
fully decentralized scheme where nodes make decisions solely
based on their local energy harvesting state. Our proposed
approximation is shown to perform well even when battery
dynamics are taken into account.

This paper is organized as follows. In Sec. II, we present
the system model and, in Sec. III, the analysis; we provide
numerical results in Sec. IV, and concluding remarks in
Sec. V. The main proofs and algorithms are provided in the
Appendix.

II. SYSTEM MODEL

Consider a network of N energy harvesting (EH) nodes,
indexed by n = 1, 2, . . . , N , communicating over a shared
channel to a gateway. Time is slotted with slot duration T ,
and transmissions are synchronous.

Energy harvesting model: Each node harvests ambient
energy. We model the harvested energy as i.i.d. across nodes.
In each node, the harvested energy is characterized by a
Markovian state with two states {L,H}, where L denotes
the ”low” EH state, and H the ”high” EH state. We let
λS , S ∈ {L,H} be the average power harvested in state
S ∈ {L,H}, with λH > λL ≥ 0.1 Thus, in state S, a node
receives, on average, λST Joules of energy in one slot. We
denote the state of the nth node in slot k as Sn,k ∈ {L,H}.
The transition probability from L to H is denoted as pH , and
that from H to L as pL, where 1 − pH − pL > 0 (positive
memory). Hence, at steady state,

πS , P(Sn,k = S) =
pS

pH + pL
, ∀S ∈ {H,L}. (1)

Battery dynamics: Each node has an internal energy stor-
age element (either rechargeable battery or super-capacitor) of
capacity emax [Joules] to store the harvested ambient energy.

1Herein, we do not assume any specific distribution of harvested power in
the ”high” and ”low” states.

Denote the internal state of node n at the beginning of slot k
as En,k. This state evolves according to the dynamics

En,k+1 = min {En,k − Cn,k +An,k, emax} , (2)

where 0 ≤ Cn,k ≤ En,k is the energy consumed by the
node in slot k, and An,k ≥ 0 is the energy harvested in
slot k. The dynamics of {En,k, k ≥ 0} over the network
n ∈ {1, 2, . . . , N} introduce a severe design challenge, since
(E1,k, E2,k, . . . , EN,k) ∈ [0, emax]N becomes part of the
network state. The exponential growth of the state space
with N challenges the practical optimization and analysis of
communication and networking protocols.

In order to reduce the state space of the system and thus
enable lightweight and flexible network control, we note that
the time correlation in the harvested ambient energy, coupled
with battery dynamics, approximately induce a state dependent
average power constraint

E[Pn,k|Sn,k = S] ≤ λS , ∀S ∈ {H,L}, (3)

where Pn,k = Cn,k/T is the average power consumed. In fact,
if this power constraint is exceeded, the battery discharges
leading to energy outage.

Motivated by this observation, in this paper we neglect the
battery dynamics (2), and we replace them with the average
power constraints (3) in the ”high” and ”low” EH states.
This approach significantly reduces the complexity of network
control, since the network state (E1,k, E2,k, . . . , EN,k) ∈
[0, emax]N and its dynamics given by (2) need not be taken into
account. The difficulty with this approach is that the average
power constraint varies dynamically and randomly with the
energy harvesting state, as opposed to battery-powered net-
works, where the power constraint is fixed. This limitation is
overcome by network control, developed in Sec. III.

Communication model: Each node is backlogged with
data to transmit. Transmissions occur probabilistically for each
node according to a random access scheme, with transmission
power Ptx > 0. We let qn,k be the transmission probability of
node n in slot k, as specified in Sec. III.

Each node randomly chooses one of B>0 orthogonal chan-
nels for transmission. We assume a collision model, i.e., the
transmission succeeds if and only if one node transmits on a
given channel. For instance, in a CDMA based system [17], B
corresponds to the number of orthogonal spreading sequences,
chosen randomly from each transmitting device. If two devices
select the same spreading sequence, then a collision occurs
and the transmission fails. In contrast, if they select mutually
orthogonal spreading sequences, then they can suppress their
mutual interference and the transmission succeeds.

Based on this model, the instantaneous expected throughput,
function of the vector of transmission probabilities across the
network, qk = (q1,k, q2,k, . . . , qN,k), is given by

r(qk) ,
N∑
n=1

qn,k
∏
n 6=m

(
1− qm,k

B

)
. (4)

In fact, node n transmits in channel i ∈ {1, 2, . . . , B} with
probability qn,k/B. The transmission succeeds if none of the
other nodes transmit on the same channel, with probability
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∏
n 6=m

(
1− qm,k

B

)
. The expression (4) is finally obtained by

adding together the individual throughputs in each channel,
and for each node.

Performance metric and optimization problem: For this
transmission model, the power constraints in (3) induce a
constraint on the transmission probabilities given by

Q̄S(µ) , Eµ[qn,k|Sn,k = S] ≤ λS
Ptx

, ∀S ∈ {H,L}. (5)

Since qn,k≤1, the constraint becomes inactive when λS≥Ptx.
We define the average long-term network throughput as

R̄(µ) = lim
T→∞

E

[
1

T

T−1∑
k=0

r(qk)

]
. (6)

Both (5) and (6) are functions of some policy µ, which governs
the selection of transmission probabilities by each device,
depending on the information available at the central or local
controller. The goal is to determine µ∗ so as to maximize the
network throughput, i.e.,

µ∗= arg max R̄(µ), s.t. Q̄S(µ) ≤ λS
Ptx

, ∀S ∈ {H,L}. (7)

In the next section, we address the optimization problem
(7) by considering three scenarios differing in the amount of
state information available at the local or central controller.
In this paper, we focus on the special case λL=0 (no energy
harvested in the ”low” EH state, so that qn,k=0 when Sn,k=L)
and one channel B=1. We leave the more general case λL≥0
and B≥1 for future investigations.

III. ANALYSIS OF ADAPTIVE MULTIPLE-ACCESS POLICIES

In this section, we design transmission policies for three
different scenarios:
• Local EH state, where each node has only local knowl-

edge of its EH state Sn,k (Sec. III-A);
• Genie-aided, where each node knows the number of

”active” nodes (those in the ”high” EH state) (Sec. III-B);
• Bayesian, where the gateway infers the number of active

nodes based on the observed network operation; for this
case, we will leverage the ”genie-aided” policy to design
a low-complexity policy applicable to this scenario of
more practical interest (Sec. III-C).

A. Local EH state

In this case, qn,k is a function of Sn,k only. We thus
define the policy qn,k = µSn,k

,2 where µH and µL are the
transmission probabilities in the ”high” and ”low” EH states,
respectively. Thus, (5) becomes

µH ≤ min

{
1,
λH
Ptx

}
, µL = 0, (8)

since qn,k = 0 for nodes in the ”low” EH state. At steady state,
the EH states are independent across the network, yielding

R̄µ = Eµ[r(qk)] = Nq̄ (1− q̄)N−1 , (9)

2We assume that the policy does not depend on n or k, in order to simplify
the design.

where we have defined the average long-term transmission
probability for each node,

q̄ , πHµH + πLµL = πHµH . (10)

Note from (8) that

q̄ ≤ πH min

{
1,
λH
Ptx

}
, qmax. (11)

By maximizing R̄µ in (9) over 0 ≤ q̄ ≤ qmax, we obtain

q̄∗ = min

{
qmax,

1

N

}
, (12)

yielding, from (10) and (11),

µ∗H =
q̄∗

πH
= min

{
1,
λH
Ptx

,
1

NπH

}
. (13)

B. Genie-aided

In the genie-aided case, node n knows Sn,k and the number
of active nodes, denoted as NH,k ,

∑N
m=1 χ(Sm,k = H) at

time k, where χ(·) is the indicator function. Thus, qn,k is
adapted based on (Sn,k, NH,k), according to the policy

qn,k = µSn,k
(NH,k). (14)

Since qn,k=0 in the ”low” EH state, we have µL(m)=0,∀m ∈
{0, 1, . . . , N}. At steady state, the number of active nodes,
node n excluded, NH,k−χ(Sn,k=H), is a binomial random
variable with parameter πH and N−1 trials. Thus, the average
transmission probability in the ”high” EH state is given by

Q̄H(µ) =

N−1∑
m=0

Pµ(NH,k = m+ 1|Sn,k = H)µH(m+ 1)

=

N−1∑
m=0

(
N − 1
m

)
πmHπ

N−1−m
L µH(m+ 1). (15)

Similarly, the network throughput is given by

R̄(µ)=

N∑
m=1

(
N
m

)
πmHπ

N−m
L mµH(m) (1−µH(m))

m−1
, (16)

since NH,k is binomial with N trials and parameter πH , and
each of the active nodes transmit with probability µH(NH,k).
The optimization problem thus becomes

µ∗H(·) = arg max
µ

R̄(µ), s.t. Q̄H(µ) ≤ λH
Ptx

.

Theorem 1 provides the structure of µ∗H(·). We let
λH,max , Ptx

NπH

(
1− πNL

)
.

Theorem 1. If λH ≤ PtxπN−1L , then

µ∗H(1) =
λH

Ptxπ
N−1
L

, µ∗H(m) = 0, ∀m > 1. (17)

Otherwise, if PtxπN−1L <λH<λH,max, then

µ∗H(1) = 1, µ∗H(m), ∀m > 1, (18)

where µ∗H(m),m>1 is the unique µH(m)∈(0,m−1) such that

(1− µH(m))
m−2

(1−mµH(m)) = φ, ∀m > 1, (19)
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and φ ∈ (0, 1) is the unique value such that (15) is satisfied
with equality. Finally, if λH ≥ λH,max, then

µ∗H(m) =
1

m
, ∀m ≥ 1. (20)

Proof: See Appendix A.
According to Theorem 1, when λH is small (≤ PtxπN−1L ),

transmissions are allowed only when a unique node is active
(NH,k = 1). In fact, allowing multiple nodes to transmit
(when NH,k > 1) would incur performance degradation due
to collisions. On the other hand, for larger λH , there is an
energy surplus that can be used to allocate transmissions to
multiple nodes also when NH,k > 1. If, further, λH < λH,max,
the transmission probability constraint (15) is satisfied with
equality. However, when λH ≥ λH,max, the constraint (15) be-
comes loose. This is because, with NH,k = m active nodes, the
instantaneous expected throughput mµH(m)(1−µH(m))m−1

is maximized by µ∗H(m) = 1
m . Transmitting with probability

larger than 1/m would incur throughput degradation and
higher energy cost. Thus, there is no benefit in using the
surplus of energy available.

In the previous theorem, when Ptxπ
N−1
L <λH<λH,max, φ

should be determined so that (15) is satisfied with equality,
with µH(m) given by the solution of (19). In order to solve
this numerically, note that the left hand side of (19) is a
strictly decreasing function of µH(m) ∈ (0, 1/m). Hence, the
solution of (19) can be determined via the bisection method
[18], and is a decreasing function of φ. From this it also
follows that Q̄H(µ) is a decreasing function of φ. Thus, φ
can be found numerically using the bisection method [18].
We refer the interested reader to the proof of Theorem 1
in Appendix A. Additionally, the bisection algorithms are
provided in Appendix C.

C. Bayesian scheme

In this case, the gateway observes the sequence {tk, k ≥ 0}
of the number of nodes that attempted transmission in slot k.
This information becomes available at the gateway at the end
of slot k, and, in practice, can be inferred by monitoring the
interference level over the channel. We assume that the identity
of these nodes is not known. Based on tk=(t0, t1, . . . , tk−1)
available at the beginning of slot k, the gateway computes a
posterior probability distribution (belief) over the number of
active nodes NH,k. Denote such belief as βk i.e.,

βk(m) , P(NH,k = m|tk, µ(k)),m = 0, 1, . . . , N, (21)

where µ(k) = (µH,0, µH,1, . . . , µH,k−1) is the vector of access
probabilities used by the active nodes up to slot k. Given βk,
the gateway selects the transmission probability µk for the
active nodes in slot k and broadcasts this control information
to the whole network.

Then, tk is observed and the new belief becomes

βk+1(m) = P(NH,k+1 = m|tk, µ(k), tk, µk)

=

∑N
m′=tk

βk(m′)P(tk|µk, NH,k = m′)PN (m|m′)∑N
m′=tk

βk(m′)P(tk|µk, NH,k = m′)
, (22)

where we have defined PN (m|m′),P(NH,k+1=m|NH,k=m′).
Above, tk is a binomial random variable with parameter µk
and NH,k trials, and thus P(tk|µk, NH,k=m′) is given by

P(tk|µk, NH,k = m′) =

(
m′

tk

)
µtkk (1− µk)m

′−tk . (23)

Additionally, NH,k+1=NH,k−x+y, where x≤NH,k is the
number of nodes (out of NH,k nodes) that switch from the
”high” to the ”low” EH state, and y=x+NH,k+1−NH,k is
the number of nodes (out of N−NH,k nodes) that become
active, so that PN (m|m′) is given by

PN (m|m′) =

min{m′,N−m}∑
x=(m′−m)+

(
m′

x

)(
N −m′

x+m−m′
)

× pxL(1− pL)m
′−xpx+m−m

′

H (1− pH)N−m−x. (24)

Note that PN (m|m′) is independent of µk. Therefore, it can
be computed only once at initialization of the system, and
updated when the EH conditions change.

Since in this scenario information on NH,k is only partially
available, the optimization of the transmission probability µk
as a function of the belief βk can be expressed as a Partially
Observable Markov Decision Process [19]. This optimization
has high complexity due to the high-dimensional belief space.
In this paper, in order to reduce the complexity, we choose µk
so that, given βk, the expected network power consumption is
the same as in the genie-aided case, i.e.,

Ptxµk

N∑
m=1

βk(m)m = Ptx

N∑
m=1

βk(m)mµ∗H(m), (25)

yielding

µk =

∑N
m=1 βk(m)mµ∗H(m)∑N

m=1 βk(m)m
. (26)

Under such µk, the instantaneous expected throughput for
a given belief βk is given by

r̃(βk) =

N∑
m=1

βk(m)mµk (1− µk)
m−1

. (27)

Note that any feasible scheme with partial network state
information should satisfy the power constraints (5). With µk
given by (26), this is guaranteed by the following theorem.

Theorem 2. Under the policy µk in (26), the average power
consumption in the ”high” EH state is the same as that under
the genie-aided scheme.

Proof: See Appendix B.

IV. NUMERICAL RESULTS

We provide simulation results for a system with parame-
ters: N=20 nodes; transition probabilities pH=4× 10−3 and
pL=20× 10−3; normalized transmission power Ptx = 1. The
harvesting power in the ”high” EH state, λH , is varied in
[0, λH,max].

In Fig. 1, we plot the curve of the network throughput
R̄µ versus the average harvested power per node πHλH ,
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Figure 1. Network throughput vs average harvested energy per node.

obtained by varying λH ∈ [0, λH,max]. As expected, Local
EH state performs the worst, due to the lack of coordination
among nodes. In contrast, Genie-aided performs the best: the
”high” and ”low” EH states provide a natural mechanism
of partial coordination for the nodes, which can tune their
transmission parameters based on the number of active nodes.
Finally, Bayesian exhibits intermediate performance, due to
the imperfect knowledge on the number of active nodes.

In Fig. 2, we evaluate via simulation the quality of the
approximations introduced by replacing the battery dynamics
(2) with dynamic power constraints (3). We define an energy
quantum as the quantity PtxT , corresponding to the energy
required to transmit over one slot. We assume that the EH
process in the ”high” EH state is Bernoulli distributed, i.e.,
one energy quantum is received with probability λH/Ptx,
otherwise no energy is received. Each transmission consumes
one energy quantum. For this evaluation, we let λH = λH,max.
Note that the performance under ”battery dynamics” incurs a
performance degradation with respect to their corresponding
”approximation”. This is a result of the fact that, when the
battery dynamics are taken into account, energy outage (empty
battery) and energy overflow (full battery) may occur. The
degradation decreases for larger emax, since energy overflow
becomes less significant. Nevertheless, Bayesian outperforms
Local EH state by up to 20%, even when battery dynamics
are accounted for. Thus, the approximation developed in
this paper reduces significantly the optimization complexity,
while preserving the goodness of the solutions. Interestingly,
for large battery capacity, Local EH state evaluated under
”battery dynamics” approaches its ”approximation”, whereas
a gap remains in Bayesian. This gap is due to the fact that,
in Bayesian, transmissions depend on the number of active
nodes NH,k, which exhibit temporal correlation. As a result,
the transmission sequence of a node also exhibits temporal
correlation. This may cause larger fluctuations in the state of
charge of the battery, and thus, more frequent energy outages
and overflows. This effect is less relevant in Local EH state,
since transmissions are independent of NH,k.

V. CONCLUSIONS

In this paper, we have considered the design of adaptive
multiple access policies for LPWAN energy harvesting IoT

Battery capacity, emax
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Figure 2. Network throughput vs battery capacity. ”Approximation” refers to
our proposed solution which neglects battery dynamics; ”battery dynamics”
is an evaluation which takes into account these dynamics.

systems. In order to reduce the complexity of network control,
we have proposed an optimization framework which replaces
energy storage dynamics with dynamic average power con-
straints induced by the time correlated energy supply. We
have derived the structure of the throughput-optimal genie-
aided transmission policy and, based on it, we have proposed
a Bayesian estimation approach to address the more practical
scenario where the number of ”active” nodes needs to be
estimated based on the observed network transmission pattern.
We have shown by simulation that the proposed scheme
outperforms by 20% a scheme in which the nodes operate
based on local state information only, and performs well even
when energy storage dynamics are taken into account.

APPENDIX A
PROOF OF THEOREM 1

Proof: In order to prove this theorem, we present a
general methodology. Let µ be a policy such that there exist
two distinct indices m1 6= m2, m1,m2 ∈ {1, 2, . . . , N}, such
that µH(m1) < 1 and µH(m2) > 0.

Let µ(δ) be a new policy, parameterized by δ > 0, defined
as

µ
(δ)
H (m) = µH(m), ∀m /∈ {m1,m2},
µ
(δ)
H (m1) = µH(m1) + δ,

µ
(δ)
H (m2) = µH(m2)− g(δ),

(28)

where δ > 0 is small enough to guarantee a feasible policy
µ
(δ)
H (m1) ∈ [0, 1], µ(δ)

H (m2) ∈ [0, 1], and g(δ) is a function
such that the average transmission probability under µ and
µ(δ) is the same, i.e.,

Q̄H(µ) = Q̄H(µ(δ)). (29)

Using (28) in (15) and in (29), we obtain

g(δ) =
(m2 − 1)!(N −m2)!

(m1 − 1)!(N −m1)!

(
pL
pH

)m2−m1

δ. (30)

Note that g(δ) > 0, hence µ(δ) is obtained from µ by
decreasing the transmission probability in state (H,m2), and
augmenting it in state (H,m1), in such a way as to preserve
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the average power consumption in the high EH state (see (29)).
This is doable, since µH(m1) < 1 and µH(m2) > 0 by
assumption.

Note that, if there exists δ > 0 (arbitrarily small) such
that R̄(µ(δ)) > R̄(µ), then µ is strictly suboptimal and is
outperformed by policy µ(δ), which thus achieves the same
average power consumption as µ, but strictly larger network
reward. Equivalently, in the limit δ → 0, we need to verify

R̄′(µ) , lim
δ→0

R̄(µδ)− R̄(µ)

δ
≶ 0, (31)

where R̄′(µ) is the derivative of R̄(µδ) with respect to δ at 0.
If R̄′(µ) > 0, then there exists a sufficiently small δ > 0 such
that R̄(µδ) > R̄(µ), hence µ is strictly suboptimal. On the
other hand, if µH(m1) ∈ (0, 1) and µH(m2) ∈ (0, 1), in order
for µ to be optimal, it must necessarily satisfy R̄′(µ) = 0; in
fact, if R̄′(µ) > 0, then there exists a sufficiently small δ > 0
such that R̄(µδ) > R̄(µ); in contrast, if R̄′(µ) < 0, then
there exists a sufficiently small and negative δ < 0 such that
R̄(µδ) > R̄(µ).

Using (16), we can show that R̄′(µ) is given by

R̄′(µ)

=

(
N
m1

)
πm1

H πN−m1

L m1(1−µH(m1))
m1−2(1−m1µH(m1))

−
(
N
m2

)
πm2

H πN−m2

L m2(1−µH(m2))
m2−2

× (1−m2µH(m2))g′(0)

∝ (1− µH(m1))
m1−2 (1−m1µH(m1))

− (1− µH(m2))
m2−2 (1−m2µH(m2))

, fm1,m2
(µH(m1), µH(m2)), (32)

where ∝ denotes proportionality up to a positive multiplicative
factor, and g′(δ) = dg(δ)

dδ . Therefore, R̄′(µ) > 0 if and only
if fm1,m2(µH(m1), µH(m2)) > 0. We use this framework to
prove the structure of the optimal policy.

a) Case λH ≤ Ptxπ
N−1
L : First, we prove by contradic-

tion that µ∗H(m) = 0,∀m > 1 as in (17). Thus, let µ be a
policy that does not obey this requirement, i.e., there exists
m2 > 1 such that µH(m2) > 0.

If µH(1) = 1, then Q̄H(µ) in (15) satisfies

Q̄H(µ) =

N−1∑
m=0

(
N − 1
m

)
πmHπ

N−1−m
L µH(m+ 1) (33)

= πN−1L +

(
N − 1
m2 − 1

)
πm2−1
H πN−m2

L µH(m2)

+

N−1∑
m=1,m 6=m2−1

(
N − 1
m

)
πmHπ

N−1−m
L µH(m+ 1) > πN−1L ,

since µH(m2) > 0. Since πN−1L ≥ λH/Ptx by assumption,
we finally obtain

Q̄H(µ) > πN−1L ≥ λH
Ptx

, (34)

and thus the constraint (5) is violated. Thus, necessarily
µH(1) < 1 if µH(m2) > 0.

Then, let µ be such that µH(1) < 1 and µH(m2) > 0,
for some m2 > 1. Note that, letting m1 = 1, we have
that µH(m1) < 1 and µH(m2) > 0. Therefore, we can
apply the framework developed in the preliminary part of the
proof. We achieve a contradiction in the optimality of µ if
fm1,m2

(µH(m1), µH(m2)) > 0. Indeed, from (32) we obtain

f1,m2
(µH(1), µH(m2))

= 1− (1− µH(m2))m2−2[1−m2µH(m2)], (35)

which is strictly positive for µH(m2) > 0.
We thus obtain a contradiction in the optimality of µH .

Necessarily the optimal policy is such that µ∗H(m) = 0,∀m >
1. We now optimize over µ∗H(1) ∈ [0, 1] to show (17). From
(15) and (16), we have that

Q̄H(µ∗) = πN−1L µ∗H(1) ≤ λH
Ptx

, (36)

R̄(µ∗) = NπHπ
N−1
L µ∗H(1). (37)

R̄(µ∗) is an increasing function of µ∗H(1), and thus the
maximum network reward is achieved when Q̄H(µ∗) is at-
tained with equality, i.e., µ∗H(1) = λH

Ptxπ
N−1
L

, thus proving the
optimality of (17).

b) Case λH > Ptxπ
N−1
L : In this case, we first prove that

µ∗H(1) = 1. Let µ be a policy such that µH(1) < 1. We have
two cases:
• µH(m) = 0,∀m > 1: in this case, we can improve the

network throughput and still satisfy the (5) by setting
µH(1) = 1, see (36)-(37).

• ∃m2 > 1 : µH(m2) > 0; as in (35), letting m1 = 1, we
obtain f1,m2

(µH(1), µH(m2)) > 0.
Thus, in both cases, such µ is strictly suboptimal. Hence, we
must have µ∗H(1) = 1.

We now show by contradiction that the optimal policy is
such that µ∗H(m) > 0,∀m > 1. Thus, let µ be a policy such
that µH(1) = 1 and assume by contradiction that ∃m1 >
1 : µH(m1) = 0. Let m2 = 1. Clearly, m1 6= m2, 0 =
µH(m1) < 1 and 1 = µH(m2) > 0. Therefore, we can apply
the framework developed in the preliminary part of the proof.
Indeed, we have

fm1,m2
(0, µH(m2)) = fm1,1(0, 1) = 1 > 0.

Therefore, µ is strictly suboptimal, hence µ∗H(m)>0,∀m>1.
We now show that µ∗H(m) ≤ 1/m,∀m > 1. In fact, from

(16) and (15) we obtain

dR̄(µ)

dµH(m)
=

(
N
m

)
πmHπ

N−m
L m (1−µH(m))

m−2

× (1−mµH(m)) , (38)
dQ̄H(µ)

dµH(m)
=

(
N − 1
m− 1

)
πm−1H πN−mL > 0. (39)

Note that Q̄H(µ) is an increasing function of µH(m), whereas
R̄(µ) is increasing for µH(m) < m−1, decreasing for
µH(m) < m−1, and achieves the maximum at µH(m) =
m−1. Therefore, any µH(m) > m−1 is suboptimal: by de-
creasing µH(m), one obtains a strictly larger network reward
and strictly smaller average power consumption (which, thus,
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still satisfies the constraint (5)). Necessarily, 0 < µ∗H(m) ≤
1/m,∀m > 1.

Thus, let µ be a policy such that µH(1) = 1 and 0 <
µH(m) ≤ m−1,∀m > 1, and let m1 > m2 > 1. Since
µH(m1) ∈ (0, 1) and µH(m2) ∈ (0, 1), in order to be optimal,
µ needs to satisfy fm1,m2

(µH(m1), µH(m2)) = 0, yielding

(1− µH(m1))m1−2[1−m1µH(m1)]

= (1− µH(m2))m2−2[1−m2µH(m2)],

for all pairs m1 > m2 > 1, and therefore we obtain (19),
repeated here for convenience,

(1− µH(m))
m−2

(1−mµH(m)) = φ, ∀m > 1, (40)

where φ ∈ [0, 1) is a constant (note that, since µH(m) > 0,
necessarily φ < 1). The left hand side of (40) is a strictly
decreasing function of µH(m) ∈ (0,m−1), which equals 1
for µH(m) = 0 and 0 for µH(m) = 1/m. Therefore, there
exists a unique µH(m) ∈ (0, 1/m], denoted as µ(φ)

H (m), which
satisfies (40) with equality.

Thus, it remains to prove that the optimal policy is given by
µ∗H(1) = 1, µ∗H(m) = µ

(φ)
H (m),∀m > 1, for some φ ∈ [0, 1).

To conclude, we need to determine such φ.
Since the left hand side of (40) is a strictly decreasing

function of µH(m) ∈ (0,m−1), it follows that µ(φ)
H (m) is

a strictly decreasing function of φ, with µ(0)
H (m) = m−1 and

limφ→1 µ
(φ)
H (m) = 0. Therefore, for 1 > φ1 > φ2 ≥ 0, we

get µ(φ1)
H (m) < µ

(φ2)
H (m),∀m > 1, hence, by inspection of

(15), we obtain

Q̄(µ(φ1)) < Q̄(µ(φ2)). (41)

Similarly, since R̄(µ) is an increasing function of µH(m) ∈
(0,m−1),∀m > 1, by inspection of (16) we obtain

R̄(µ(φ1)) < R̄(µ(φ2)). (42)

Hence, R̄(µ(φ)) and Q̄(µ(φ)) are strictly decreasing functions
of φ ∈ [0, 1). When φ = 0, we obtain µ(0)

H (m) = m−1, hence

Q̄H(µ(0)) =

N−1∑
m=0

(
N − 1
m

)
πmHπ

N−1−m
L

1

m+ 1
(43)

=
1

NπH

N∑
m=1

(
N
m

)
πmHπ

N−m
L (44)

=
(πH + πL)N − πNL

NπH
=
λH,max

Ptx
, (45)

where we have used the fact that πH + πL = 1, and the
definition of λH,max.

Therefore, when λH ≥ λH,max, from (41) and (42), for all
φ ∈ [0, 1) we obtain

R̄(µ(φ)) ≤ R̄(µ(0)), (46)

Q̄(µ(φ)) ≤ Q̄(µ(0)) =
λH,max

Ptx
≤ λH
Ptx

. (47)

Clearly, µ(0) satisfies the constraint (5) and achieves the
maximum network reward over φ ∈ [0, 1). Hence, the policy
µ
(0)
H (m) = m−1 is optimal when λH ≥ λH,max, thus proving

(20).

On the other hand, when λH < λH,max, policy µ
(0)
H (m)

violates the constraint (5). Necessarily, in this case 0 < φ < 1.
Note that, in the limit φ→ 1, we obtain µ(1)

H (m) = 0,∀m > 1,
hence limφ→1 Q̄(µ(φ)) = πN−1L . Thus, ∀φ ∈ (0, 1) we obtain

πN−1L = lim
φ→1

Q̄(µ(φ)) < Q̄(µ(φ)) < Q̄(µ(0)) =
λH,max

Ptx
,

and, by assumption,

πN−1L <
λH
Ptx

<
λH,max

Ptx
. (48)

Therefore, there exists a unique φ̂ ∈ (0, 1) such that
Q̄(µ(φ̂)) = λH

Ptx
. Under such φ̂, we obtain{

R̄(µ(φ)) < R̄(µ(φ̂)),

Q̄(µ(φ)) < Q̄(µ(φ̂)) = λH

Ptx
,
∀0 < φ < φ̂, (49)

and

Q̄(µ(φ)) > Q̄(µ(φ̂)) =
λH
Ptx

, ∀φ̂ < φ < 1. (50)

We conclude that any φ > φ̂ violates the constraint, whereas
any φ < φ̂ is strictly suboptimal. Thus, φ̂ is the optimal value
among φ ∈ (0, 1) which maximizes the network reward under
the constraint (5).

The theorem is thus proved.

APPENDIX B
PROOF OF THEOREM 2

Proof: Assume node n is in the ”high” EH state in slot
k. Then, the expected transmission probability satisfies

E [qn,k|Sn,k = H] = P (qn,k = 1|Sn,k = H)

=
∑
t

P (qn,k = 1, tk = t|Sn,k = H) , (51)

where tk=(t0, t1, . . . , tk−1) ∈ {0, 1, . . . , N}k is the vector of
nodes that transmit from slot 0 to slot k − 1. Then, using
Bayes’ rule,

P (qn,k=1, tk=t|Sn,k=H) = P (qn,k=1|tk=t, Sn,k=H)

× P (Sn,k = H|tk = t)P (tk = t)

P(Sn,k = H)
. (52)

Note that the belief in slot k available at the gateway is a
function of tk, as can be seen from (21). This can be proved by
induction. In fact, β0(m) = P(NH,0 = m) (prior at time 0), µ0

is a function of β0 via (26), and β1 is a function of (β0, µ0, t0)
via (22); thus, β1 is a function of t0. Then, assuming that βk−1
is a function of tk−1, we have the following: µk−1 is a function
of βk−1 via (26), and βk is a function of (βk−1, µk−1, tk−1)
via (22); thus, βk is a function of tk = (tk−1, tk−1), and by
induction βk is a function of tk, for all k ≥ 0. We denote this
function as βk(m) = ψk(m|tk), and we denote (26) computed
under such tk as µk(tk). It follows that

P (qn,k = 1|tk = t, Sn,k = H) = µk(t)

=

∑N
m=1 ψk(m|t)mµ∗H(m)∑N

m=1 ψk(m|t)m
. (53)
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Additionally,

P (Sn,k = H|tk = t) =

N∑
m=1

P (Sn,k=H,NH,k=m|tk=t)

=

N∑
m=1

P (Sn,k=H|NH,k=m, tk=t)P (NH,k=m|tk=t) , (54)

where we have marginalized with respect to the number of
active nodes NH,k (clearly, NH,k > 0 since Sn,k = H). Note
that, independently of tk, when NH,k = m nodes are active,
the probability that Sn,k = H is m/N . In fact, nodes are
identical to each other. We thus obtain

P (Sn,k = H|tk = t) =
1

N

N∑
m=1

mP (NH,k=m|tk=t)

=
1

N

N∑
m=1

mψk(m|t), (55)

where the second step follows from the definition of ψk(m|t).
By replacing (55) and (53) into (52), we thus obtain

P (qn,k=1, tk=t|Sn,k=H)

=
1

NP(Sn,k = H)

N∑
m=1

ψk(m|t)P (tk=t)mµ∗H(m)

=
1

NP(Sn,k = H)

N∑
m=1

P (NH,k=m, tk=t)mµ∗H(m), (56)

where in the last step we have used the definition of ψk(m|t).
Finally, by replacing (56) into (51), we obtain

E [qn,k|Sn,k = H]

=
1

NP(Sn,k = H)

N∑
m=1

P (NH,k=m)mµ∗H(m), (57)

where we have marginalized with respect to tk.
On the other hand, with the genie-aided scheme, we obtain

E [qn,k|Sn,k = H] = P (qn,k = 1|Sn,k = H)

=

N∑
m=1

P (qn,k = 1|NH,k = m,Sn,k = H)

× P (Sn,k = H|NH,k = m)P (NH,k = m)

P(Sn,k = H)
, (58)

where we have marginalized with respect to NH,k and
used Bayes’ rule. Note that, in the genie-aided scheme,
P (qn,k = 1|NH,k = m,Sn,k = H) = µ∗H(m). Additionally,
P (Sn,k = H|NH,k = m) = m/N , since nodes are identical.
Thus, we finally obtain

E [qn,k|Sn,k = H]

=
1

NP(Sn,k = H)

N∑
m=1

P (NH,k=m)mµ∗H(m), (59)

which is the same expression as (57) for the Bayesian case.
We conclude that, in every slot, the expected transmission

probability (hence the expected power consumption) is the
same under the genie-aided and Bayesian schemes. The theo-
rem is proved.

APPENDIX C
BISECTION ALGORITHMS

We now present two bisection algorithms, to compute the
value of φ ∈ (0, 1) in Theorem 1, and to compute the
µH(m) for a given φ in (19), respectively. To this end, note
from the proof of Theorem 1 in Appendix A that Q̄(µ(φ))
and R̄(µ(φ)) are strictly decreasing functions of φ, see (41)
and (42). It follows that, if Q̄H(µ(φ̃)) < min

{
1, λH

Ptx

}
,

then φ > φ̃ and φ̃ is a lower bound to φ; vice versa, if
Q̄H(µ(φ̃)) > min

{
1, λH

Ptx

}
, then φ < φ̃ and φ̃ is an upper

bound to φ. This observation leads to the following bisection
algorithm.

Algorithm 1. [To determine φ in Theorem 1]
• Init: φmin = 0, φmax = 1; accuracy εφ � 1;
• Main: φ̃ := φmin+φmax

2 . Determine µ̃H via Algorithm 2;

if Q̄H(µ̃H)<min
{

1, λH

Ptx

}
, set φmin:=φ̃; otherwise, set

φmax:=φ̃;
• Test: repeat Main until φmax−φmin < εφ; finally, return
φ = φmin+φmax

2 .

For a given φ̃ in Algorithm 1, we leverage the fact that
the right hand expression of (19) is a decreasing function of
µH(m) ∈ (0, 1/m). This observation leads to the following
bisection algorithm.

Algorithm 2. [To find µ̃H given φ̃] ∀m ∈ {2, 3, . . . , N}:
• Init: φ̃ given; umin=0, umax=1/m; accuracy εµ�1;
• Main: ũ:=umin+umax

2 . If (1−ũ)m−2(1−mũ)>φ̃, set
umin := ũ; otherwise, set umax := ũs;

• Test: repeat Main until umax−umin < εµ; finally, return
µ̃H(m) = umin+umax

2 .
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