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Abstract

An active hypothesis testing problem is formulated. In this problem, the agent can perform a fixed number of experiments
and then decide on one of the hypotheses. The agent is also allowed to declare its experiments inconclusive if needed. The
objective is to minimize the probability of making an incorrect inference (misclassification probability) while ensuring that the
true hypothesis is declared conclusively with moderately high probability. For this problem, lower and upper bounds on the optimal
misclassification probability are derived and these bounds are shown to be asymptotically tight. In the analysis, a sub-problem,
which can be viewed as a generalization of the Chernoff-Stein lemma, is formulated and analyzed. A heuristic approach to strategy
design is proposed and its relationship with existing heuristic strategies is discussed.

I. INTRODUCTION

We frequently encounter scenarios wherein we would like to deduce whether one of several hypotheses is true by gathering

data or evidence. This problem is referred to as multi-hypothesis testing. If we have access to multiple candidate experiments

or data sources, we can adaptively select more informative experiments to infer the true hypothesis. This leads to a joint

control and inference problem commonly referred to as active hypothesis testing. There are numerous ways of formulating

this problem and the precise mathematical formulation depends on the target application.

In this paper, we consider a scenario in which there is an agent that can perform a fixed number of experiments. Subsequently,

the agent can decide on one of the hypotheses using the collected data. The agent is also allowed to declare the experiments

inconclusive if needed. The objective is to minimize the probability of making an incorrect inference (misclassification

probability) while ensuring that the true hypothesis is declared conclusively with moderately high probability. This formulation

is of particular interest when the agent is time-constrained and the penalty for making an incorrect inference is significantly

higher than the penalty for making no decision. In such cases, it is reasonable for the agent to abstain from drawing conclusions

unless there is strong evidence supporting one of the hypotheses.

For example, consider a decentralized system in which an agent needs to perform experiments and convey its results to

another decision-maker (such as a fusion center). Due to communication constraints, the agent can only communicate its

estimate of the hypothesis or remain silent. The agent incurs heavy penalty for transmitting an incorrect hypothesis. However,

the agent is also constrained to transmit the true hypothesis with moderately high probability. Thus, we would like to design

an experiment selection strategy and an inference (transmission) strategy for the agent which minimize the misclassification

probability while ensuring that the correct estimate is transmitted with sufficiently high probability.

Our contributions in this paper can be summarized as follows. We find lower and upper bounds on the optimal misclassification

probabilities in our constrained problem. These bounds are asymptotically tight under some mild assumptions. In our analysis,

we formulate a sub-problem and use the results from the sub-problem to solve our original problem. This sub-problem can be

viewed as a generalization of the Chernoff-Stein lemma [1] to a setting with multiple hypotheses and multiple experiments.

Thereby, we describe an alternate approach to finding a lower bound on the optimal error probability in the Chernoff-Stein

lemma. Further, we show that the experiment selection strategy described in [2], [3] in a sequential setting is asymptotically

optimal for our fixed horizon problem. We also describe an alternate heuristic approach to strategy design that might improve

the performance in the non-asymptotic regime. This approach is based on, what we call, the expected confidence rate which

naturally arises out of our analysis.

The rest of the paper is organized as follows. In Section I-A, we summarize key prior literature on hypothesis testing and

discuss how our problem is related to various other formulations. In Section I-B, we describe our notation and in Section II,

we formulate our problem. We state the main results in Section III and sketch the proof of our results in Section IV. In Section

V, we discuss some heuristic approaches for strategy design. We conclude the paper in Section VI.

A. Prior Work

Hypothesis testing is a long-standing problem and has been addressed in various settings. The classical formulations have

been described in [1], [2], [4]. More recently, active hypothesis testing has been addressed in [3], [5]. The key difference

between our formulation and the fixed horizon formulations in [1], [3] is that unlike our agent, the agents in these works are

compelled to decide on a hypothesis after performing all the experiments. Our analysis shows that this modification significantly

alters the optimal error exponents and the strategy design for inference and experiment selection. Another common formulation

is the sequential setting in which the agent can perform experiments until sufficiently strong evidence is gathered [2], [3], [5].
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The objective in the sequential setting is to minimize a combination of Bayesian error probability and expected stopping time.

Interestingly, the analysis and results in our fixed horizon problem have a strong overlap with those in the sequential setting. As

mentioned earlier, a sub-problem in our analysis is a generalization of the Chernoff-Stein lemma [1] and our original problem

can be seen as a symmetric version of this lemma. To the best of our knowledge, our formulation has not been considered

before. The analysis involved in obtaining the upper bound for our problem borrows from prior works [2], [3]. However, our

approach for obtaining lower bounds is different from the approach used in all the aforementioned works.

B. Notation

Random variables are denoted by upper case letters, their realization by the corresponding lower case letter. We use

calligraphic fonts to denote sets (e.g. U) and ∆U is the probability simplex over a finite set U . In general, subscripts denote time

index unless stated otherwise. For time indices n1 ≤ n2, Yn1:n2
is the short hand notation for the variables (Yn1

, Yn1+1, ..., Yn2
).

For a strategy g, we use P
g[·] and E

g[·] to indicate that the probability and expectation depend on the choice of g. For an

hypothesis i, Eg
i [·] denotes the expectation conditioned on hypothesis i. The Kullback-Leibler divergence between distributions

p and q over a finite space Y is given by

D(p||q) =
∑

y∈Y

p(y) log
p(y)

q(y)
. (1)

II. PROBLEM FORMULATION

Let H = {1, 2, . . . ,M} be a finite set of hypotheses and let the random variable H denote the true hypothesis. The prior

probability on H is ρ1. At each time n = 1, 2, . . ., an agent can perform an experiment Un ∈ U and obtain an observation

Yn ∈ Y . We assume that the sets U and Y are finite. The observation Yn at time n is given by

Yn = ξ(H,Un,Wn). (2)

where {Wn : n = 1, 2, . . . } is a collection of mutually independent and identically distributed primitive random variables. The

probability of observing y after performing an experiment u under hypothesis h is denoted by puh(y), that is,

puh(y) := P(Yn = y | H = h, Un = u).

The time horizon, that is the total number of experiments performed, is fixed a priori to N <∞.

At time n = 1, 2, . . ., the information available to the agent, denoted by In, is the collection of all experiments performed

and the corresponding observations up to time n− 1, i.e.

In = {U1:n−1, Y1:n−1}. (3)

At time n, the agent selects a distribution over the set of actions U according to an experiment selection rule gn and the action

Un is randomly drawn from this distribution, that is

Un ∼ gn(In). (4)

The sequence {gn, n = 1, . . . , N} is denoted by g and referred to as the experiment selection strategy. Let the collection of

all such strategies be G.

After performing N experiments, the agent can declare one of the hypotheses to be true or it can declare that its experiments

were inconclusive. We refer to this final declaration as the agent’s inference decision and denote it by ĤN . The inference

decision can take values in H ∪ {∅}, where ∅ denotes the inconclusive declaration. ĤN is chosen according to an inference

strategy f , i.e.

ĤN = f(IN+1). (5)

Let the set of all inference strategies be F .

For an experiment selection strategy g and an inference strategy f , we define the following error probabilities.

Definition 1. Let ψN (i) be the probability that the agent does not infer i when the true hypothesis is indeed i, i.e.

ψN (i) := P
f,g[ĤN 6= i | H = i]. (6)

We refer to ψN (i) as type-i error probability. Let φN (i) be the probability that the agent infers i but the true hypothesis is

not i, i.e.

φN (i) := P
f,g[ĤN = i | H 6= i]. (7)

Remark 1. Note that when there are only two hypotheses and the agent is forced to decide on one of the two hypotheses,

ψN (1) and ψN (2) are type I and type II errors, respectively. In this case, ψN (1) = φN (2) and ψN (2) = φN (1).



In this paper, we will be interested in the event that the agent declares an incorrect hypothesis to be true. That is, we will

consider the event ∪i∈H{ĤN = i,H 6= i}. We refer to this event as the misclassification event. Let γN be the probability of

this event. Using the definitions above, this probability can be written as

γN =
∑

i∈H

P
f,g[ĤN = i | H 6= i]P[H 6= i] (8)

=
∑

i∈H

φN (i)(1 − ρ1(i)). (9)

We will consider the problem of designing the experiment selection and inference strategies to minimize γN (the probability

of declaring an incorrect hypothesis) while satisfying constraints on the type-i error probabilities. That is, we are interested in

the following optimization problem:

min
f∈F ,g∈G

γN (P1)

subject to ψN (i) ≤ ǫN , ∀i ∈ H

where 0 < ǫN < 1. Let γ∗N denote the infimum value of this optimization problem. We define γ∗N := ∞ if the optimization

problem is infeasible.

The above formulation is intended for scenarios where the penalty for declaring an incorrect hypothesis to be true is much

higher than the penalty for making no decision about the hypothesis. In such cases, it is reasonable for the agent to abstain

from drawing conclusions when the evidence is not strong enough. The constraints on type-i error probabilities ensure that

the agent does not abstain from drawing conclusions too often. The optimization problem seeks to minimize the probability

of declaring an incorrect hypothesis while satisfying the type-i error probability constraints.

III. MAIN RESULTS

In this section, we will describe asymptotically tight lower and upper bounds on the optimal error probability γ∗N in Problem

(P1). We will first define some useful quantities and then state the assumptions we make to prove our results.

The posterior belief ρn on the hypothesis H based on information In is given by

ρn(i) = P[H = i | U1:n−1, Y1:n−1] = P[H = i | In]. (10)

Note that given a realization of the experiments and observations until time n, the posterior belief does not depend on the

experiment selection strategy g.

Definition 2 (Bayesian Log-Likelihood Ratio & Expected Confidence Rate). The Bayesian log-likelihood ratio Ci(ρ) associated

with an hypothesis i ∈ H is defined as

Ci(ρ) := log
ρ(i)

1− ρ(i)
. (11)

The Bayesian log-likelihood ratio (BLLR) is the logarithm of the ratio of the probability that hypothesis i is true versus the

probability that hypothesis i is not true. The BLLR can be interpreted as a confidence level on hypothesis i. For a hypothesis

i and a strategy g ∈ G, we define the expected confidence rate Jg
N (i) as

Jg
N (i) :=

1

N
E
g
i [Ci(ρN+1)− Ci(ρ1)] . (12)

Assumption 1 (Full support). There exists a constant B > 0 such that |λij(u, y)| < B for every experiment u ∈ U , observation

y ∈ Y and pair of hypotheses i, j ∈ H, where

λij(u, y) := log
pui (y)

puj (y)
.

Assumption 2. For each experiment u ∈ U and any pair of hypotheses i, j ∈ H such that i 6= j, we have

D(pui ||p
u
j ) > 0. (13)

Remark 2. We make Assumption 2 for ease of exposition. Techniques for relaxing this Assumption have been discussed in

[3] and [5].

For each hypothesis i ∈ H, define

D∗(i) := max
α∈∆U

min
j 6=i

∑

u

α(u)D(pui ||p
u
j ) (14)

= min
β∈∆H̃i

max
u∈U

∑

j 6=i

β(j)D(pui ||p
u
j ), (15)



where H̃i = H \ {i}. The equality of the min-max and max-min values follows from the minimax theorem [6] because the

sets U and H are finite and the Kullback-Leibler divergences are bounded by B.

Assumption 3. For every N ≥ 1, we have that the bound on the type-i error satisfies 0 < ǫN ≤ 1/2N . Further,

lim
N→∞

− log ǫN
N

= 0. (16)

Theorem 1 (Lower bound). There exists a positive constant K1 that does not depend on N such that for every N ≥ 1 the

following statements are true.

a) For any experiment selection strategy g and inference strategy f that satisfy the constraints ψN (i) ≤ ǫN for every i ∈ H,

we have the lower bound

γN ≥
∑

i∈H

(1 − ρ1(i)) exp(−NJ
g
N (i)−K1), (17)

where Jg
N (i) is given by (12).

b) The optimal misclassification probability γ∗N in Problem (P1) satisfies

γ∗N ≥
∑

i∈H

(1 − ρ1(i)) exp(−ND
∗(i)−K1), (18)

where D∗(i) is given by (14).

Theorem 2 (Upper bound). For any δ > 0, there exists an integer Nδ such that for every N ≥ Nδ, we have

γ∗N ≤
∑

i∈H

(1− ρ1(i)) exp(−N(D∗(i)− δ)). (19)

Using Theorems 1 and 2, we can therefore conclude that

lim
N→∞

−
1

N
log γ∗N = min

i∈H
D∗(i). (20)

IV. PROOF OF MAIN RESULTS

A. Supporting Lemmas

In this section, we describe some important properties of the confidence level Ci(ρ) which will be used in the proof of our

main results.

Lemma 1. For any experiment selection strategy g, we have

Ci(ρN+1)− Ci(ρ1)

= − log





∑

j 6=i

exp

(

log ρ̃1(j) +

N
∑

n=1

λji (Un, Yn)

)



 , (21)

where ρ̃1(j) = ρ1(j)/(1 − ρ1(i)).

Proof. We have

log
ρN+1(i)

1− ρN+1(i)
− log

ρ1(i)

1− ρ1(i)
(22)

= log
ρ1(i)

∏N
n=1 p

Un

i (Yn)
∑

j 6=i ρ1(j)
∏N

n=1 p
Un

j (Yn)
− log

ρ1(i)

1− ρ1(i)
(23)

= log

∏N

n=1 p
Un

i (Yn)
∑

j 6=i ρ̃1(j)
∏N

n=1 p
Un

j (Yn)
(24)

=− log
∑

j 6=i

ρ̃1(j)

∏N

n=1 p
Un

j (Yn)
∏N

n=1 p
Un

i (Yn)
(25)

=− log
∑

j 6=i

exp(log ρ̃1(j) +

N
∑

n=1

λj1(Un, Yn)).



Corollary 1 (Bounded increments). For any experiment selection strategy g ∈ G, we have

|Ci(ρN+1)− Ci(ρ1)| < NB, (26)

with probability 1.

Proof. Using Lemma 1, we have

Ci(ρN+1)− Ci(ρ1) = − log
∑

j 6=i

exp(log ρ̃1(j) +
N
∑

n=1

λji (Un, Yn)) (27)

Using Assumption 1, it follows that

≤ − log
∑

j 6=i

exp(log ρ̃1(j)−NB) (28)

= − log
∑

j 6=i

exp(log ρ̃1(j)) +NB (29)

= − log
∑

j 6=i

ρ̃j(1) +NB (30)

= NB. (31)

Similarly,

Ci(ρN+1)− Ci(ρ1) = − log
∑

j 6=i

exp(log ρ̃1(j) +

N
∑

n=1

λji (Un, Yn)) (32)

Using Assumption 1, it follows that

≥ − log
∑

j 6=i

exp(log ρ̃1(j) +NB) (33)

= − log
∑

j 6=i

exp(log ρ̃1(j))−NB (34)

= − log
∑

j 6=i

ρ̃j(1)−NB (35)

= −NB. (36)

The same arguments can be used to show that for any experiment selection strategy g ∈ G and 1 ≤ n ≤ N , we have

|Ci(ρn+1)− Ci(ρn)| < B, (37)

with probability 1.

Corollary 2. If for every j 6= i,
∑N

n=1 λ
i
j(Un, Yn)) ≥ θ for some θ ∈ R, then

Ci(ρN+1)− Ci(ρ1) ≥ θ. (38)

Proof. We have

Ci(ρN+1)− Ci(ρ1) = − log
∑

j 6=i

exp(log ρ̃1(j) +

N
∑

n=1

λji (Un, Yn)) (39)

≥ − log
∑

j 6=i

exp(log ρ̃1(j)− θ) (40)

= −[log
∑

j 6=i

exp(log ρ̃1(j))] + θ (41)

= −[log
∑

j 6=i

ρ̃j(1)] + θ (42)

= θ. (43)



Lemma 2. For any experiment selection strategy g,

E
g
i

[

N
∑

n=1

λij(Un, Yn)

]

= E
g
i

[

N
∑

n=1

D(pUn

i ||pUn

j )

]

. (44)

Proof.

E
g
i

N
∑

n=1

λij(Un, Yn) = E
g
i

N
∑

n=1

Ei[λ
i
j(Un, Yn) | Un] (45)

= E
g
i

N
∑

n=1

D(pUn

i ||pUn

j ). (46)

The last inequality follows from the fact that the observations Yn are independent conditioned on the experiment Un.

Definition 3. We define the following distributions:

αi∗ := argmax
α∈∆U

min
j 6=i

∑

u

α(u)D(pui ||p
u
j ), (47)

βi∗ := argmin
β∈∆H̃i

max
u∈U

∑

j 6=1

β(j)D(pui ||p
u
j ), (48)

where H̃i = H \ {i}.

Lemma 3. For any experiment selection strategy g, we have

Jg
N (i) ≤ D∗(i)−

∑

j∈H̃i
βi∗(j) log ρ̃1(j)

N
, (49)

where ρ̃1(j) = ρ1(j)/(1 − ρ1(i)).

Proof. For every j 6= i, we have the following since log x is an increasing function

Ci(ρN+1)− Ci(ρ1)

= − log
∑

j 6=i

exp(log ρ̃1(j) +

N
∑

n=1

λji (Un, Yn)) (50)

≤ − log exp(log ρ̃1(j) +

N
∑

n=1

λji (Un, Yn)) (51)

= − log ρ̃1(j) +

N
∑

n=1

λij(Un, Yn). (52)

Therefore,

Ci(ρN+1)− Ci(ρ1)

≤
∑

j 6=i

βi∗(j)[− log ρ̃1(j) +
N
∑

n=1

λij(Un, Yn)]. (53)

Further,

Jg
N (i) =

1

N
E
g [Ci(ρN+1)− Ci(ρ1) | H = i] (54)

≤
1

N
E
g





∑

j 6=i

βi∗(j)[− log ρ̃1(j) +
N
∑

n=1

λij(Un, Yn)] | H = i



 (55)

= −

∑

j∈H̃i
βi∗(j) log ρ̃1(j)

N
+

1

N
E
g





∑

j 6=i

βi∗(j)[
N
∑

n=1

λij(Un, Yn)] | H = i



 (56)



Using Lemma 2, we have

= −

∑

j∈H̃i
βi∗(j) log ρ̃1(j)

N
+

1

N
E
g





∑

j 6=i

βi∗(j)[

N
∑

n=1

D(pUn

i ||pUn

j )] | H = i



 (57)

= −

∑

j∈H̃i
βi∗(j) log ρ̃1(j)

N
+

1

N
E
g





N
∑

n=1

∑

j 6=i

βi∗(j)D(pUn

i ||pUn

j ) | H = i



 (58)

Since βi∗ is the minimax distribution, we have

≤ −

∑

j∈H̃i
βi∗(j) log ρ̃1(j)

N
+

1

N
E
g

[

N
∑

n=1

D∗(i) | H = i

]

(59)

= −

∑

j∈H̃i
βi∗(j) log ρ̃1(j)

N
+D∗(i). (60)

Lemma 4. Let f be an inference strategy in which hypothesis i is decided if and only if Ci(ρN+1)− Ci(ρ1) ≥ θ. Then

φN (i) ≤ e−θ. (61)

Proof. In this proof, substitute n with N . Let Zn be the region in which the inference policy f selects hypothesis i, that is

Zn+1 := {ιn+1 : fn+1(ιn+1) = i and P
f,g[In+1 = ιn+1] 6= 0}.

We have

P
f,g[Ĥn+1 = i and H 6= i] (62)

= P
g[In+1 ∈ Zn+1 and H 6= i] (63)

=
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H 6= i] (64)

=
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H = i] exp

[

− log
P
g[In+1 = ιn+1 and H = i]

Pg[In+1 = ιn+1 and H 6= i]

]

(65)

=
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H = i] exp [−Ci(ιn+1)] (66)

≤
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H = i] exp [−(θ + Ci(ρ1))] (67)

≤ ρ1(i)e
−(θ+Ci(ρ1)). (68)

Therefore,

P
f,g[Ĥn+1 = i | H 6= i] ≤ e−θ. (69)

B. Sub-problem vis-à-vis Chernoff-Stein

We formulate a sub-problem in this section that will be useful for analyzing Problem (P1). For hypothesis i ∈ H, consider

the following optimization problem:

min
f∈F ,g∈G

φN (i) (P2)

subject to ψN (i) ≤ ǫN .

Let the infimum value of this optimization problem be φ∗N (i). Note that this problem is always feasible because the agent can

trivially satisfy the type-i error constraint by always declaring hypothesis i.

Remark 3. When there is only one experiment, two hypotheses and the inconclusive decision ∅ is not allowed, this formulation

is identical to that of the Chernoff-Stein lemma [1].

We follow the proof methodology of the Chernoff-Stein lemma in [1], but with some important modifications. For each

experiment selection strategy g and inference strategy f that satisfy the type-i error constraint, we first establish a lower bound



on the error probability φN (i) based on the expected confidence rate Jg
N . In [1], the lower bound is obtained using a typicality

argument. However, such typicality properties may not hold for every experiment selection strategy g. Thus, we use a different

approach to obtain a similar lower bound. We then use Lemma 3 to obtain a lower bound on φN (i) that does not depend on

the strategies g and f . Further, we construct strategies that asymptotically achieve this strategy-independent lower bound. The

construction of these strategies and the analysis thereof builds on the achievability proofs in [1] and [2].

Lemma 5. Let g be any experiment selection strategy and let f be any inference strategy such that ψN (i) ≤ ǫN . Then

−
1

N
logφN (i) ≤ Jg

N (i) +
2BǫN
1− ǫN

−
1

N
log(1− ǫN ). (70)

Proof. In this proof, substitute n with N and ǫ with ǫN . Also, if the belief ρn+1 is formed using information ιn+1, we denote

Ci(ρn+1) with Ci(ιn+1) to emphasize dependence on ιn+1. Let Zn be the region in which the inference policy f selects

hypothesis i, that is

Zn+1 := {ιn+1 : fn+1(ιn+1) = i and P
f,g[In+1 = ιn+1] 6= 0}.

We have

P
f,g[Ĥn+1 = i and H 6= i] (71)

= P
g[In+1 ∈ Zn+1 and H 6= i] (72)

=
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H 6= i] (73)

=
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H = i] exp

[

− log
P
g[In+1 = ιn+1 and H = i]

Pg[In+1 = ιn+1 and H 6= i]

]

(74)

=
∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H = i] exp [−Ci(ιn+1)] (75)

= P
g[In+1 ∈ Zn+1 and H = i]

∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 and H = i]

Pg[In+1 ∈ Zn+1 and H = i]
exp [−Ci(ιn+1)] (76)

= P
g[In+1 ∈ Zn+1 and H = i]

∑

ιn+1∈Zn+1

P
g[In+1 = ιn+1 | In+1 ∈ Zn+1 and H = i] exp [−Ci(ιn+1)] (77)

= P
g[In+1 ∈ Zn+1 and H = i]Eg[exp [−Ci(In+1)] | In+1 ∈ Zn+1 and H = i]. (78)

The function − logx is convex in x and thus, using Jensen’s inequality, we have

−
1

n
logPf,g[Ĥn+1 = i and H 6= i] (79)

≤ −
1

n
logPg[In+1 ∈ Zn+1 and H = i] +

1

n
E
g[Ci(In+1) | In+1 ∈ Zn+1 and H = i] (80)

= −
1

n
logPf,g[Ĥn+1 = i and H = i] +

1

n
E
g[Ci(In+1) | In+1 ∈ Zn+1 and H = i] (81)

= −
1

n
logPf,g[Ĥn+1 = i | H = i]−

1

n
log ρ1(i) +

1

n
E
g[Ci(In+1) | In+1 ∈ Zn+1 and H = i] (82)

≤ −
1

n
log(1− ǫ)−

1

n
log ρ1(i) +

1

n
E
g[Ci(In+1) | In+1 ∈ Zn+1 and H = i]. (83)

Further, we have

nJg
n(i) + Ci(ρ1) = E

g[Ci(In+1) | H = i] = P
f,g[Ĥn+1 = i | H = i]Eg[Ci(In+1) | In+1 ∈ Zn+1 and H = i] (84)

+ P
f,g[Ĥn+1 6= i | H = i]Eg[Ci(In+1) | In+1 /∈ Zn+1 and H = i]. (85)

Therefore,

1

n
E
g[Ci(In+1) | In+1 ∈ Zn+1 and H = i] (86)

=
1

n
×
nJg

n(i) + Ci(ρ1)− P
f,g[Ĥn+1 6= i | H = i]Eg[Ci(In+1) | In+1 /∈ Zn+1 and H = i]

Pf,g[Ĥn+1 = i | H = i]
(87)

=
Jg
n(i) +

1
n
Ci(ρ1)−

1
n
P
f,g[Ĥn+1 6= i | H = i]Eg[Ci(In+1) | In+1 /∈ Zn+1 and H = i]

Pf,g[Ĥn+1 = i | H = i]
(88)



Since P
f,g[Ĥn+1 = i | H = i] ≥ 1− ǫ and from Corollary 1, we have

≤
Jg
n(i) +

1
n
Ci(ρ1) + ǫ(B − 1

n
Ci(ρ1))

1− ǫ
(89)

=
Jg
n(i) + ǫB

1− ǫ
+

1

n
Ci(ρ1) (90)

= Jg
n(i) +

ǫJg
n(i) + ǫB

1− ǫ
+

1

n
Ci(ρ1) (91)

≤ Jg
n(i) +

2ǫB

1− ǫ
+

1

n
Ci(ρ1). (92)

The last inequality follows once again from Corollary 1. Hence using inequality (83), we have

−
1

n
logPf,g[Ĥn+1 = i and H 6= i] ≤ Jg

n(i) +
2ǫB

1− ǫ
+

1

n
Ci(ρ1)−

1

n
log(1− ǫ)−

1

n
log ρ1(i) (93)

= Jg
n(i) +

2ǫB

1− ǫ
−

1

n
log(1− ǫ)−

1

n
log(1− ρ1(i)). (94)

Therefore,

−
1

n
logPf,g[Ĥn+1 = i | H 6= i] ≤ Jg

n(i) +
2ǫB

1− ǫ
−

1

n
log(1− ǫ). (95)

Lemma 6. Let g be any experiment selection strategy and let f be any inference strategy such that ψN (i) ≤ ǫN . Then there

exist positive constants K1(i) ≤ K ′
1(i) that do not depend on N such that

−
1

N
logφN (i) ≤ Jg

N (i) +
K1(i)

N
≤ D∗(i) +

K ′
1(i)

N
. (96)

Proof. This follows directly from Lemmas 3 and 5, and the fact that ǫN ≤ 1/2N .

Lemma 7. There exists an integer Ni such that for every N ≥ Ni

−
1

N
log φ∗N (i) > D∗(i)− 2B

√

1

N
log

M

ǫN
. (97)

Proof. We prove this by constructing an experiment selection strategy and an inference strategy that achieve the rate and

constraints. Let the agent select experiments randomly and independently from the distribution αi∗. Under strategy, we have

for every j 6= i

Ei[λ
i
j(Un, Yn)] ≥ D∗(i). (98)

Using Hoeffding’s inequality, we have

Pi[

N
∑

n=1

λij(Un, Yn) < ND∗(i)− 2B

√

N log
M

ǫN
] (99)

≤ Pi[

N
∑

n=1

λij(Un, Yn) < NEi[λ
i
j(Un, Yn)]− 2B

√

N log
M

ǫN
] (Since Ei[λ

i
j(Un, Yn)] ≥ D∗(i))

≤ exp(−
2× 4NB2 log M

ǫN

4NB2
) (100)

≤
ǫN
M
. (101)

Let the inference policy be as follows. If Ci(ρN+1) ≥ ND∗(i) − 2B
√

N log M
ǫN

+ Ci(ρ1), decide hypothesis i. Otherwise,

declare ∅. From Lemma 4, we have

P
f,g[ĤN+1 = i and H 6= i] ≤ ρ1(i)e

−(ND∗(i)−2B
√

N log M
ǫN

+Ci(ρ1)). (102)

And thus,

−
1

N
logPf,g[ĤN+1 = i | H 6= i] ≥ D∗(i)− 2B

√

1

N
log

M

ǫN
. (103)



Now we need to show that Pf,g[ĤN+1 = i | H = i] ≥ 1− ǫN . Notice that under the inference strategy, ĤN+1 6= i if and only

if Ci(ρN+1) < ND∗(i)− 2B
√

N log M
ǫN

+ Ci(ρ1). Therefore ĤN+1 6= i, by Corollary 2, implies that for some j 6= i

N
∑

n=1

λij(Un, Yn) < ND∗(i)− 2B

√

N log
M

ǫN
. (104)

Using the inequality established in (101) and a union bound, the probability of this event conditioned on hypothesis i is at

most ǫN . Therefore, Pf,g[ĤN+1 6= i | H = i] ≤ ǫN .

Using Lemmas 6 and 7 we can therefore conclude that

lim
N→∞

−
1

N
logφ∗N (i) = D∗(i). (105)

C. Proof of Theorem 1

In problem (P1), the strategies f, g are required to satisfy the constraints ψN (i) ≤ ǫN for every i ∈ H. For any pair f, g of

strategies that do satisfy all these constraints, we have the following because of Lemma 6.

γN =
∑

i∈H

(1− ρ1(i))φN (i) (106)

≥
∑

i∈H

(1− ρ1(i)) exp(−NJ
g
N (i)−K1(i)) (107)

≥
∑

i∈H

(1− ρ1(i)) exp(−ND
∗(i)−K ′

1(i)). (108)

With K1 defined as K1 := maxi∈HK ′
1(i) ≥ maxi∈HK1(i), this proves Theorem 1.

Remark 4. We can obtain a tighter lower bound on γN using Lemma 5 without any restrictions on ǫN , that is

γN ≥
∑

i∈H

(1 − ρ1(i))e

(

−NJ
g

N
(i)−N

2BǫN
1−ǫN

+log(1−ǫN )
)

. (109)

D. Proof of Theorem 2

To prove Theorem 2, we construct appropriate experiment selection and inference strategies. We then show that these

strategies achieve the desired bound on misclassification probability while satisfying the constraints in problem (P1). The

construction is almost identical to the strategies in [2].

1) Experiment selection strategy: Let the maximum a posteriori (MAP) estimate at time n be

īn := argmax
i∈H

ρn(i). (110)

If īn = i, then an experiment is selected randomly with distribution αi∗. We denote this experiment selection strategy by ḡ.

2) Inference strategy: Consider the strategy f̄ where

f̄(ρN+1) =











i if Ci(ρN+1)− Ci(ρ1) ≥ ND∗(i)−Nδ

for some i ∈ H,

∅ otherwise.

Let us assume that δ < D∗(i) for every i ∈ H without loss of generality. This ensures that for large enough N , the threshold

condition above can be satisfied by at most one hypothesis.

Using Lemma 4, we can conclude that for each hypothesis i ∈ H, φN (i) ≤ e−(ND∗(i)−Nδ). Therefore, under these strategies,

we have

γN ≤
∑

i∈H

(1− ρ1(i)) exp(−N(D∗(i)− δ)). (111)

If we can show that the strategies also satisfy the type-i error constraints in problem (P1), then clearly, γ∗N ≤ γN . To prove

that these strategies do satisfy the constraints for large values of N , we use the arguments in [2] and the details of this proof

are as follows.



Proof. We now need to verify if the proposed strategy achieves the type-i error constraints, that is ψN (i) ≤ ǫN for each

hypothesis i ∈ H. Let us examine the evolution of the log likelihood ratio λij associated with a pair of hypotheses i and j
under the hypothesis i. Consider the following Doob decomposition

N
∑

n=1

λij(Un, Yn)−ND∗(i) =

N
∑

n=1

[

λij(Un, Yn)− Ei[λ
i
j(Un, Yn) | In]

]

+

N
∑

n=1

[

Ei[λ
i
j(Un, Yn) | In]−D∗(i)

]

(112)

=:

N
∑

n=1

Xn +

N
∑

n=1

Zn. (113)

Note that Xn is a martingale difference sequence with respect to the filtration In and |Xn| < 2B with probability 1. Using

Azuma’s inequality [7], we have

Pi[

N
∑

n=1

Xn < −K3

√

N log
2M

ǫN
] ≤ exp

(

−K2
3N log 2M

ǫN

8NB2

)

. (114)

We can choose K3 > 0 such that

exp

(

−K2
3N log 2M

ǫN

8NB2

)

≤
ǫN
2M

. (115)

Let T be the smallest time index such that īn = i for every n ≥ T . Notice that T is a random variable. Under Assumption 2,

it was shown in [2] (Lemma 1) that there exist constants b,K > 0 such that for every i ∈ H, we have Pi[T > n] ≤ Ke−bn.

Notice that

|

N
∑

n=1

Zn| < 2BT. (116)

Therefore, if

N
∑

n=1

Zn < −K2 log
2MK

ǫN
(117)

=⇒ T >
K2 log

2MK
ǫN

2B
. (118)

Therefore,

Pi[
N
∑

n=1

Zn < −K2 log
2MK

ǫN
] ≤ Ke−

bK2 log 2MK
ǫN

2B (119)

We can pick a K2 such that for large enough N

Ke−
bK2 log 2MK

ǫN
2B ≤

ǫN
2M

. (120)

Using inequalities (114) and (119), we can conclude that

Pi[
⋃

j 6=i

{
N
∑

n=1

λij(Un, Yn) < ND∗(i)−K3

√

N log
2M

ǫN
−K2 log

2MK

ǫN
}] ≤ ǫN . (121)

Because of Assumption 3, for large enough N , we have

ND∗(i)−K3

√

N log
2M

ǫN
−K2 log

2MK

ǫN
> ND∗(i)−Nδ. (122)

Using this fact and Corollary 2, we have

Pi[ĤN+1 6= i | H = i] (123)

≤ Pi[
⋃

j 6=i

{

N
∑

n=1

λij(Un, Yn) < ND∗(i)−Nδ}] (124)

≤ Pi[
⋃

j 6=i

{

N
∑

n=1

λij(Un, Yn) < ND∗(i)−K3

√

N log
2M

ǫN
−K2 log

2MK

ǫN
}] ≤ ǫN . (125)

Therefore, we can conclude that ψN (i) ≤ ǫN for every i ∈ H.



V. DISCUSSION ON STRATEGY DESIGN

In Section IV-D, we described an experiment selection strategy ḡ. As discussed earlier, the agent starts with a prior belief

on the set of hypotheses and as it performs experiments, its confidence on the true hypothesis improves. We refer to this initial

phase of experimentation as the exploration phase. Soon enough, the MAP estimate īn = H . This implies that the agent starts

selecting experiments using the distribution αH∗ which rapidly improves its confidence on H . We refer to this subsequent

phase of experimentation as the verification phase.

According to Lemma 1 in [2], the exploration phase terminates in O(logN) time with high probability under Assumption

2. We can relax Assumption 2 using the technique in [3] and show that the exploration phase terminates in sublinear time

with high probability. Therefore, in the asymptotic analysis, the impact of exploration on the overall performance is negligible.

However, in the non-asymptotic regime, the exploration performance may have a significant impact on the overall performance,

especially in problems like dynamic search over trees. This issue was discussed in [5] and [8] in a stopping time setting and

heuristic strategies were proposed to improve the exploration performance. One such heuristic is based on Extrinsic Jensen-

Shannon (EJS) divergence [9]. Using our notation, the EJS divergence associated with an experiment u and posterior belief

ρn is the expected increment in confidence level on H , that is

EJS(ρn, u) = E[CH(ρn+1)− CH(ρn) | ρn, Un = u]. (126)

The heuristic strategy in [9] is to greedily select the experiment that maximizes EJS(ρn, u) at time n.

We described a lower bound on the error probability γN in Remark 4. Using Jensen’s inequality, we can further weaken the

bound (109) to obtain the following lower bound

1

N
log

1

γN
≤

1

N
E
g[CH(ρN+1)] +

2BǫN
1− ǫN

−
1

N
log(1− ǫN ).

Therefore, as a heuristic, one can use the expected confidence level Eg[CH(ρN+1)] as a proxy for − log γN and try to maximize

the confidence level instead of the error rate. This is equivalent to maximizing Jg
N where

Jg
N := EJg

N (H) =
1

N
E
g [CH(ρN+1)− CH(ρ1)] . (127)

It was shown in [10] that maximizing Jg
N can be formulated as a Partially Observable Markov Decision Problem (POMDP).

Using heuristics for solving POMDPs, we can approximately optimize Jg
N and one such heuristic was presented in [10]. The

strategy based on EJS divergence [9] happens to be a one-step greedy policy with respect to this POMDP.

VI. CONCLUSIONS

We formulated a fixed horizon active hypothesis testing problem in which the agent can decide on one of the hypotheses

or declare its experiments inconclusive. For analyzing this problem, we formulated a sub-problem which is a generalization

of Chernoff-Stein lemma [1] to a setting with multiple hypotheses and multiple experiments. We obtained lower bounds on

optimal error probability in the sub-problem and used them to obtain lower bounds on misclassification probability in our

original problem. We also derived upper bounds by constructing appropriate strategies and analyzing their performance. We

defined a quantity called expected confidence rate and based on it, we proposed a heuristic approach for strategy design.
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