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#### Abstract

The entropy of a quantum system is a measure of its randomness, and has applications in measuring quantum entanglement. We study the problem of measuring the von Neumann entropy, $S(\rho)$, and Rényi entropy, $S_{\alpha}(\rho)$ of an unknown mixed quantum state $\rho$ in $d$ dimensions, given access to independent copies of $\rho$.

We provide an algorithm with copy complexity $O\left(d^{2 / \alpha}\right)$ for estimating $S_{\alpha}(\rho)$ for $\alpha<1$, and copy complexity $O\left(d^{2}\right)$ for estimating $S(\rho)$, and $S_{\alpha}(\rho)$ for non-integral $\alpha>1$. These bounds are at least quadratic in $d$, which is the order dependence on the number of copies required for learning the entire state $\rho$. For integral $\alpha>1$, on the other hand, we provide an algorithm for estimating $S_{\alpha}(\rho)$ with a sub-quadratic copy complexity of $O\left(d^{2-2 / \alpha}\right)$. We characterize the copy complexity for integral $\alpha>1$ up to constant factors by providing matching lower bounds. For other values of $\alpha$, and the von Neumann entropy, we show lower bounds on the algorithm that achieves the upper bound. This shows that we either need new algorithms for better upper bounds, or better lower bounds to tighten the results.

For non-integral $\alpha$, and the von Neumann entropy, we consider the well known Empirical Young Diagram (EYD) algorithm, which is the analogue of empirical plug-in estimator in classical distribution estimation. As a corollary, we strengthen a lower bound on the copy complexity of the EYD algorithm for learning the maximally mixed state by showing that the lower bound holds with exponential probability (which was previously known to hold with a constant probability). For integral $\alpha>1$, we provide new concentration results of certain polynomials that arise in Kerov algebra of Young diagrams.


[^0]
## 1 Introduction

We consider how to estimate the mixedness or noisiness of a quantum state using measurements of independent copies of the state. Mixed quantum states can arise in practice in various ways. Classical stochasticity can be intentionally introduced when the state is originally prepared. Pure states can become mixed by a quantum measurement. And the states of the subsystems of bipartite states can be mixed even when the overall bipartite state is pure, which forms the basis for purification.

In the third case, the level of mixedness of the subsystems indicates the level of entanglement in the pure, bipartite system. The possibility of entanglement of two separated systems is arguably the most curious, and the most powerful, way in which quantum systems differ from classical ones. Indeed, entanglement has been fruitfully exploited as a resource in a number of quantum information processing protocols [BW92, $\mathrm{BBC}^{+} 93$, BSST02, DHW04, HW10]. The subsystems of a pure bipartite state are pure if and only if the bipartite state itself is unentangled, and likewise they are maximally mixed if and only if the bipartite state is maximally entangled. Thus the mixedness of the subsystems' states can be used as a measure of entanglement of the bipartite system.

Mixedness can be measured in multiple ways. We shall use the von Neumann and (the family of) Rényi entropies, which correspond to the classical Shannon and (the family of) Rényi entropies of the eigenvalues of the density operator of the state, respectively. A density matrix (or operator) $\rho$ is a complex positive semidefinite matrix with unit trace; thus its eigenvalues are nonnegative and sum to one. The von Neumann entropy of a density matrix $\rho$ is

$$
S(\rho) \stackrel{\text { def }}{=}-\operatorname{tr}(\rho \log \rho) .
$$

For $\alpha>0, \alpha \neq 1$, the Rényi entropy of order $\alpha$ of $\rho$ is

$$
S_{\alpha}(\rho) \stackrel{\text { def }}{=} \frac{1}{1-\alpha} \log \operatorname{tr}\left(\rho^{\alpha}\right) .
$$

In the limit of $\alpha \rightarrow 1$,

$$
\lim _{\alpha \rightarrow 1} S_{\alpha}(\rho)=S(\rho) .
$$

The classical Shannon and Rényi entropies are well-accepted measures of randomness, and can be derived axiomatically [CK81, pp. 25-27]. Both the classical and quantum versions can be justified operationally as a measure of compressibility [CK81, Sch95, JS94, Lo95]. The quantum versions have been explicitly proposed for quantifying entanglement [Car12].

In principle, both the von Neumann and Rényi entropies for a quantum state $\rho$ can be computed if the state is known. We consider how to estimate these quantities for an unknown state given independent copies of the state, to which arbitrary quantum measurements followed by arbitrary classical computation can be applied. This problem arises when characterizing a completely unknown system and when one seeks to experimentally verify that a system is behaving as desired. Since generating independent copies of a state can be quite costly in the quantum setting $\left[\mathrm{HHR}^{+} 05\right.$, $\mathrm{MHS}^{+} 12$ ], it is desirable to minimize the number of independent copies of the state that are required to estimate the von Neumann and Rényi entropies to a desired precision and confidence. We thus adopt this copy complexity as our figure-of-merit.

Using standard results in quantum state estimation, we reduce our problem to one that is fully classical. We first describe this fully-classical problem, which is potentially of interest in its own right.

### 1.1 Quantum-Free Formulation

Let $p$ be a distribution over $[d] \stackrel{\text { def }}{=}\{1, \ldots, d\}$. A property $f(p)$ is a mapping of distributions to real numbers. A property $f$ is said to be symmetric (or label-invariant) if it is a function of only the multiset of probability values, and not the ordering. For example, the Shannon entropy $H(p)=-\sum_{i} p(i) \log p(i)$ is symmetric, since it is only a function of the probability values.

Classical symmetric property estimation. We are given independent samples $X^{n} \stackrel{\text { def }}{=} X_{1}, \ldots, X_{n}$ from an unknown distribution $p$, and the goal is to estimate a symmetric property $f(p)$ up to a $\pm \varepsilon$ factor, with probability at least $2 / 3$.

Quantum state property estimation. The problem of estimating von Neumann and Rényi entropies of a quantum state can be shown to be equivalent to estimating a symmetric property $f(p)$ of some distribution. However, instead of being given independent samples $X_{1}, \ldots, X_{n}$ from the distribution $p$ as in the classical case, we are given access to a function $\boldsymbol{\lambda}\left(X^{n}\right)=\boldsymbol{\lambda}_{1} \geq \boldsymbol{\lambda}_{2} \geq \ldots$ of $X^{n}$. Here $\boldsymbol{\lambda}_{1}, \boldsymbol{\lambda}_{2}, \ldots$ are integers satisfying the following property.

- For any $k \geq 1, \sum_{i=1}^{k} \boldsymbol{\lambda}_{i}$ is equal to the largest possible sum of the lengths of $k$ disjoint non-decreasing subsequences of $X^{n}$.
Equivalently, we may view the observations as the output of the Robinson-Schensted-Knuth (RSK) algorithm applied to the sequence $X^{n}$, instead of being $X^{n}$ itself. The reader is referred to [OW17b] for more details on the procedure. The copy complexity of estimating quantum entropy turns out to be equivalent to the problem of estimating classical entropy when given access to $\boldsymbol{\lambda}\left(X^{n}\right)$. A simple data processing of the form $p \rightarrow X^{n} \rightarrow \boldsymbol{\lambda}\left(X^{n}\right)$ shows that the complexity of estimating a quantum state property is at least as hard as estimating the same property in the classical setting.


### 1.2 Organization

The paper is organized as follows. In Section 1.3, we state our results, followed by a brief description of our tools in Section 1.4, and related work in Section 1.5. Section 2 gives a summary of the quantum set-up. Section 3 provides the preliminary results needed for setting up the paper. In particular, Section 3.1.1 describes the optimal quantum measurement for the class of properties we are interested in. Section 4 proves our bounds for integral order Rényi entropy. Section 6 proves the upper bounds for non-integral orders, and Section 7 shows the lower bounds on the performance of the empirical estimator.

### 1.3 Our Results

We consider the following problem.
$\Pi(f, d, \varepsilon)$ : Given a property $f$, and access to independent copies of a $d$-dimensional
mixed state $\rho$ (e.g. output of some quantum experiment), how many copies are
needed to estimate $f(\rho)$ to within $\pm \varepsilon ?^{1}$

[^1]We study the copy complexity of estimating the entropy of a mixed state of dimension $d$. The copy complexity, denoted by $C(f, d, \varepsilon)$, is the minimum number of copies required for an algorithm that solves $\Pi(f, d, \varepsilon)$. Copy complexity is defined precisely in Section 2.2.

We will use the standard asymptotic notations. We will be interested in characterizing the dependence of $C(S, d, \varepsilon)$, and $C\left(S_{\alpha}, d, \varepsilon\right)$, as a function of $d$ and $\varepsilon$. We assume the parameter $\alpha$ to be a constant, and focus on only the growth rate as a function of $d$ and $\varepsilon$.

We will now discuss our results, which are summarized in Table 1 and Table 2. For comparison purposes, it is useful to recall the copy complexity of quantum tomography, in which the goal is to learn the entire density matrix $\rho$. The problem has been studied in various works using various distance measures; and up to poly-logarithmic factors, for the standard distance measures, the copy complexity depends quadratically on the dimension $d$. Namely, it is $\tilde{O}\left(d^{2}\right) .{ }^{2}$ Similar to the sample complexity of estimating Rényi entropies of classical distributions from samples, our bounds are also dependent on whether $\alpha$ is less than one, and whether it is an integer. (See Table I of [AOST17], and Section 1.5.1 for the sample complexity in classical settings.) We organize our results as a function of $\alpha$ as follows.

Integral $\alpha>1$. We obtain our most optimistic and conclusive results in this case. In Theorem 1, we show that $C\left(S_{\alpha}, d, \varepsilon\right)=\Theta\left(\max \left\{\frac{d^{1-1 / \alpha}}{\varepsilon^{2}}, \frac{d^{2-2 / \alpha}}{\varepsilon^{2 / \alpha}}\right\}\right)$. We note that the lower bounds here hold for all estimators, not just of the estimators used in the upper bound. Furthermore, these bounds are sub-quadratic in $d$, namely we can estimate the Rényi entropy of integral orders even before we have enough copies to perform full tomography. The upper bounds are established by analyzing certain polynomials from representation theory that are related to the central characters of the symmetric group. The main contribution is to analyze the variance of these estimators, for which we draw upon various results from Kerov's algebra. For the lower bound, we design the spectrums of two mixed states such that their Rényi entropy differ by at least $\varepsilon$, but require a large copy complexity to distinguish between them. We use various properties of Schur polynomials and other properties of integer partitions [Mac98, HR18].
Remark 1. The first term in the complexity dominates when $\varepsilon<1 / \sqrt{d}$, and is identical to the sample complexity of estimating Rényi entropy in the classical setting.
$\alpha<1$. We analyze the Empirical Young Diagram (EYD) algorithm [ARS88, KW01] for estimating $\mathcal{S}_{\alpha}(\rho)$ for $\alpha<1$. The EYD algorithm is similar to using a plug-in estimate of the empirical distribution to estimate properties in classical distribution property estimation. We show that $C\left(S_{\alpha}, d, \varepsilon\right)=O\left(d^{2 / \alpha} / \varepsilon^{2 / \alpha}\right)$. Since $\alpha<1$, this growth is faster than quadratic, namely the EYD algorithm requires more copies than is required for tomography. We complement this result by showing that in fact the EYD algorithm requires $\Omega\left(d^{1+1 / \alpha} / \varepsilon^{1 / \alpha}\right)$ copies, showing that the superquadratic dependence on $d$ is necessary for the EYD algorithm. The upper bound is proved in Theorem 4, and the lower bound in Theorem 8. In comparison, in the classical setting the exponent of $d$ is almost $1 / \alpha$.
von Neumann entropy, $\alpha=1$. Again using the EYD algorithm, in Theorem 2 we show that $C(S, d, \varepsilon)=O\left(d^{2} / \varepsilon^{2}\right)$. We formulate an optimization problem whose solutions are an upper bound on the bias of the empirical estimate, and we bound the variance by proving that the estimator has

[^2]| Upper Bound | Lower Bound |
| :---: | :---: |
| $O\left(\max \left\{\frac{d^{2-\frac{2}{\alpha}}}{\varepsilon^{\frac{2}{\alpha}}}, \frac{d^{1-\frac{1}{\alpha}}}{\varepsilon^{2}}\right\}\right)$ | $\Omega\left(\max \left\{\frac{d^{2-\frac{2}{\alpha}}}{\varepsilon^{\frac{2}{\alpha}}}, \frac{d^{1-\frac{1}{\alpha}}}{\varepsilon^{2}}\right\}\right)$ |

Table 1: Copy complexity of $\mathcal{S}_{\alpha}(\rho)$ for integral $\alpha>1$.

| $\alpha$ | Upper Bound | Lower Bound |
| :---: | :---: | :---: |
| $\alpha>1$ | $O\left(d^{2} / \varepsilon^{2}\right)$ | $\Omega\left(d^{2} / \varepsilon\right)$ |
| $\alpha<1$ | $O\left(d^{2 / \alpha} / \varepsilon^{2 / \alpha}\right)$ | $\Omega\left(d^{1+1 / \alpha} / \varepsilon^{1 / \alpha}\right)$ |
| $\alpha=1$ | $O\left(d^{2} / \varepsilon^{2}\right)$ | $\Omega\left(d^{2} / \varepsilon\right)$ |

Table 2: Copy complexity of empirical estimators.
a small bounded difference constant. In Theorem 7 we show a lower bound of $\Omega\left(d^{2} / \varepsilon\right)$ for the EYD estimator to estimate the entropy of the maximally mixed state. This complexity is still similar to that of full quantum tomography.

Non integral $\alpha>1$. Again using the EYD algorithm, in Theorem 3, we show that $C\left(S_{\alpha}, d, \varepsilon\right)=$ $O\left(d^{2} / \varepsilon^{2}\right)$. We also provide a lower bound of $\Omega\left(d^{2} / \varepsilon\right)$ for the EYD estimator in Theorem 7 .

In addition to these results, we improve the error probability of the lower bounds on the convergence of EYD algorithm to the true spectrum. In particular, for the uniform distribution [OW15] have shown that unless the number of copies is at least $\Omega\left(d^{2} / \varepsilon^{2}\right)$ the EYD has a total variation distance of at least $\varepsilon$ with probability at least 0.01 . We show that in fact unless the number of copies is at least $\Omega\left(d^{2} / \varepsilon^{2}\right)$ the trace distance is at least $\varepsilon$ with probability at least $1-\exp \left(c \cdot d^{2}\right)$ for some constant $c$.

### 1.4 Our Techniques

In this section, we provide a high level overview of the technical contributions of our paper.
The entropy functions that we consider are unitarily invariant properties (Section 2.3), namely they depend only on the multiset of eigenvalues of the density matrix. For example, a density matrix $\rho$ with eigenvalyes $\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{d}$, we have $S(\rho)=-\sum_{i} \boldsymbol{\eta}_{i} \log \boldsymbol{\eta}_{i}$, and $\mathcal{S}_{\alpha}(\rho)=\log \left(\sum_{i} \boldsymbol{\eta}_{i}^{\alpha}\right) /(1-\alpha)$, meaning that von Neumann, and Rényi entropy are unitarily invariant properties. For such properties, it is known that an optimal measurement scheme over the set of all measurements is the weak Schur Sampling (WSS) (Section 3.1.1). The output of this measurement is a partition of $\boldsymbol{\lambda} \vdash n$, usually denoted by a Young diagram (Section 3.1), the number of independent copies of $\rho$ used. The goal is then to estimate the entropy from the output Young diagram supplied by WSS.

Estimating Rényi entropy is equivalent to obtaining multiplicative estimates of the power sum $M_{\alpha}(\boldsymbol{\eta}) \stackrel{\text { def }}{=} \sum \boldsymbol{\eta}_{i}^{\alpha}$. In the classical setting, it turns out that for integral $\alpha>1$, there are simple unbiased estimators of $M_{\alpha}(\boldsymbol{\eta})$. In the quantum setting, for integral $\alpha$, there are unbiased estimators for $M_{\alpha}(\boldsymbol{\eta})$. These estimators are now polynomials (called $p^{\#}$ ) over Young tableaus obtained from Kerov's algebra. While the estimator itself is simple to state in terms of $p^{\#}$ polynomials, bounding its variance requires a number of intricate arguments. Using results from representation theory about $p^{\#}$, we first write the variance of the estimator as a linear combination of $p^{\#}$ polynomials. We use combinatorial arguments about the cycle structure of compositions of permutations, and use that to show that only a certain subset of $p^{\#}$ 's can appear in the variance expression. Moreover, the number of $p^{\#}$ 's can be bounded using the Hardy-Ramanujam bounds on the partition numbers. We also provide bounds on the coefficients to finally obtain the upper bound for integral $\alpha$ (Theorem 1).

For the lower bound for integral $\alpha$, one of the terms follows from the classical lower bounds, and the fact that estimation is easier in the classical setting than in the quantum setting. To prove a lower bound equal to the second term, we invoke the classical Le Cam's method combined with results on Schur polynomials and partition numbers.

Our upper bounds for von Neumann entropy and for non-integral $\alpha$ use the Empirical Young Diagram (EYD) algorithm (Section 3.1.2). This is akin to the empirical plug-in estimators for distribution property estimation. Our upper bounds require various bias and concentration results on the Young-tableaux. Fortunately, in the recent works of O'Donnell and Wright, a number of such bounds were proved. We build upon their results, and prove some additional results to show the copy complexity bounds for the EYD algorithm.

To prove the lower bounds for the EYD algorithm, we design eigenvalues such that unless the number of copies is large enough, the EYD algorithm cannot concentrate around the true entropy.

One of our contributions pertains to the convergence of the empirical Young diagram to the true distribution. A lower bound of $d^{2} / \varepsilon^{2}$ was shown by [OW15]. However, their results only holds with a constant probability (with probability 0.01 to be precise). We show very sharp concentration by invoking McDiarmid's inequality. We show that unless the number of samples is more than $d^{2} / \varepsilon^{2}$ the empirical Young diagram's lower bound holds with probability $1-\exp (-c d)$ for some constant $c$. This exponential concentration result could be of independent interest.

### 1.5 Related Work

Our work is related to symmetric distribution property estimation in classical setting, property estimation of classical distributions using quantum queries, and the property estimation of quantum states (as in the set-up of this paper). We briefly mention some closely related works. The reader is encouraged to read the survey by Montanaro and de Wolf [MdW13], and the thesis by Wright [Wri16] for more details on the recent literature.

### 1.5.1 Symmetric Property Estimation of Discrete Distributions

A property of a distribution is symmetric if it is a function of only the probability multiset. A number of properties, such as the Shannon entropy, Rényi entropy, KL divergence, support size, distance to uniformity, are all symmetric. While there is a long literature on some of these problems, the optimal sample complexity for these problems was established only over the last decade [VV11, WY16, JVHW15, AOST17, JHW16, WY15, OSVZ04, BZLV16, HJW14, ADOS17]. We mention the state of the art results, and the reader can consult the related papers and references therein to learn more about the landscape of symmetric distribution property estimation problems. Similar to the quantum setting, let $S(f, d, \varepsilon)$ be the minimum number of samples needed from a discrete distribution $p$ over $d$ elements to estimate a property $f(p)$ up to $\pm \varepsilon$, again with probability at least $2 / 3$.

For the Shannon entropy $H(p)=-\sum_{x} p(x) \log p(x)$, a long line of work culminated in [VV11, WY16, JVHW15] showing that $S(H, d, \varepsilon)=\Theta\left(\frac{d}{\varepsilon \log d}+\frac{\log ^{2} d}{\varepsilon^{2}}\right)$.

The problem of estimating Rényi entropy $H_{\alpha}(p)=\log \left(\sum_{x} p(x)^{\alpha}\right) /(1-\alpha)$, was studied in [AOST15, AOST17, OS17]. The sample complexity dependence in the classical setting seems to suggest the same qualitative behavior as our results. They show that for $\alpha<1, S\left(H_{\alpha}, d, \varepsilon\right)=$ $O\left(\frac{d^{1 / \alpha}}{\varepsilon^{1 / \alpha} \log d}\right)$, and for $\alpha>1, \alpha \notin \mathbb{N}, S\left(H_{\alpha}, d, \varepsilon\right)=O\left(\frac{d}{\varepsilon^{1 / \alpha} \log d}\right)$. Moreover, their information theoretic lower bounds show that the exponent of $d$ cannot be improved by any algorithm. For the case
of integral $\alpha$, larger than one, they characterize the sample complexity up to constant factors by showing that $S\left(H_{\alpha}, d, \varepsilon\right)=\Theta\left(\frac{d^{1-1 / \alpha}}{\varepsilon^{2}}\right)$. We note that this complexity is indeed one of the terms in our copy complexity for integral $\alpha$, which happens for large $n$. [OS17] provide bounds that improve the sample complexity of Rényi entropy estimation, for distributions with small Rényi entropy.

### 1.5.2 Quantum Property Estimation of Mixed States

While we are not aware of a lot of literature on property estimation of mixed states, there are now many works on the related problem of quantum property testing, where the goal is to find the copy complexity of deciding whether a mixed state has a certain property of interest, and on the problem of quantum tomography, where the goal is to learn the entire density matrix $\rho$.

The copy complexity of quantum tomography is quadratic in $d$, and the complexity for tomography in various distance measures have been studied in $\left[\mathrm{HHJ}^{+} 17\right.$, OW16, OW17a].

Testing whether $\rho$ has a particular unitarily invariant property of interest was studied in [OW15] for a number of properties. They show that for testing whether $\rho$ is maximally mixed, namely whether all elements of $\boldsymbol{\eta}$ are $1 / d$, requires $\Theta\left(d / \varepsilon^{2}\right)$ copies. They also studied the problem of testing the rank of $\rho$, and also provide bounds on the performance of the EYD algorithm for estimating the spectrum. Recently, [BOW17] obtained tight bounds on the copy complexity of testing whether an unknown density matrix is equal to a known density matrix. The optimal measurement schemes for some of these problems can be computationally expensive. Testing properties under simpler local measurements was studied recently in [PML17].

In a personal communication, Bavarian, Mehraban, and Wright [BMW16] claim an algorithm with copy complexity $O\left(d^{2} / \varepsilon\right)$ for the von Neumann entropy estimation, which is an $\varepsilon$ factor improvement over our bound.

### 1.5.3 Quantum Algorithms for Classical Distribution Properties

Testing and estimating distribution properties using quantum queries has been considered by various authors. Problems of testing properties such as uniformity, identity, closeness under the regular quantum query model, and conditional quantum query models have been studied in [BHH11, CFMDW10, SSJ17].

Recently Li and Wu [LW17] studied the quantum query complexity of estimating entropy of discrete distributions. They provide bounds on the query complexity for estimating von Neumann entropy, and Rényi entropy. For certain values of $\alpha$, the bounds on query complexity can in fact be at times quadratically better than the corresponding sample complexity bounds.

## 2 Quantum Measurements and Property Estimation

### 2.1 Density Matrix and Quantum Measurement

A quantum state is described by a density matrix $\rho$, which is a $d$-dimensional positive semi-definite matrix with unit trace. The joint state of $n$ independent copies is given by the tensor product $\rho^{\otimes n}=\rho \otimes \cdots \otimes \rho$, which is a density matrix of dimension $d^{n} \times d^{n}$.

Quantum measurements are described by a set of matrices $\left\{M_{m}\right\}$ called measurement operators, where index $m$ denotes the measurement outcome. Measurement operators satisfy the completeness condition, $\sum_{m} M_{m}^{\dagger} M_{m}=I$. If the pre-measurement state is $\rho$ then probability of measurement
outcome $m$ is $\operatorname{tr}\left(M_{m}^{\dagger} M_{m} \rho\right)$, and the post-measurement state is $M_{m} \rho M_{m}^{\dagger} / \operatorname{tr}\left(M_{m} \rho M_{m}^{\dagger}\right)$. The measurement operators are also allowed to have an infinite outcome set, in which case a suitable $\sigma$-algebra on the set of outcomes and a probability measure on this space are defined. For a detailed discussion of these concepts see [NC10].

### 2.2 Property Estimation

A property $f(\rho)$ maps a mixed state $\rho$ to $\mathbb{R}$. Given $n$ and $d$, an estimator is a set of measurement matrices $\left\{M_{m}\right\}_{m=1}^{\infty}$ for the state space $\mathbb{C}^{d^{n} \times d^{n}}$ and a "classical processor" $g(\cdot)$, which maps the natural numbers to $\mathbb{R}$. Given $n$ copies of a state $\rho$, the estimator proceeds by applying the measurement $\left\{M_{m}\right\}_{m=1}^{\infty}$ to the state $\rho^{\otimes n}$ and then applying $g(\cdot)$ to the resulting outcome. Given a property $f$, accuracy parameter $\varepsilon$, error parameter $\delta$, and access to $n$ independent copies of a mixed state $\rho$, we seek an estimator $\hat{f}$ such that with probability at least $1-\delta$

$$
\left|f(\rho)-\hat{f}\left(\rho^{\otimes n}\right)\right|<\varepsilon .
$$

The copy complexity of $f$ is

$$
C(f, d, \varepsilon, \delta) \stackrel{\text { def }}{=} \min \{n: \exists \hat{f}: \forall \rho, \hat{f} \text { is a } \pm \varepsilon \text { estimate of } f(\rho) \text { with probability }>1-\delta\},
$$

the minimum number of copies required to solve the problem. Throughout this paper we will consider $\delta$ to be a constant, say $1 / 3$. We can boost the error to any $\delta$ by repeating the estimation task $O(\log (1 / \delta))$ times, and taking the median of the outcomes. This causes an additional $O(\log (1 / \delta))$ multiplicative cost in the copy complexity. We denote

$$
\begin{equation*}
C(f, d, \varepsilon) \stackrel{\text { def }}{=} C(f, d, \varepsilon, 1 / 3) . \tag{1}
\end{equation*}
$$

### 2.3 Unitarily Invariant Properties

Suppose $U(d)$ is the set of all $d \times d$ unitary matrices.
Definition 1. A property $f(\rho)$ is called unitarily invariant, if $f\left(U \rho U^{\dagger}\right)=f(\rho)$ for all $U \in U(d)$.
Let $\boldsymbol{\eta}=\left\{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{d}\right\}$ be the multiset the eigenvalues (also called as spectrum) of $\rho$. Two density matrices $\rho$, and $\sigma$ have the same spectrum if and only if there is a unitary matrix $U$ such that $\sigma=U \rho U^{\dagger}$. Therefore, unitarily invariant properties are functions of only the spectrum of the density matrix. Since density matrices are positive semi-definite with unit trace, then $\sum_{i} \boldsymbol{\eta}_{i}=1$, and we can view $\boldsymbol{\eta}$ as a distribution over some set. Unitarily invariant properties are analogous to properties in classical distributions that are a function of only the multiset of probability elements, called symmetric properties.

For a density matrix with eigenvalues $\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{d}$, we have $S(\rho)=-\sum_{i} \boldsymbol{\eta}_{i} \log \boldsymbol{\eta}_{i}$, and $\mathcal{S}_{\alpha}(\rho)=$ $\log \left(\sum_{i} \boldsymbol{\eta}_{i}^{\alpha}\right) /(1-\alpha)$. Quantum entropy can be viewed as the classical entropy of the distributions defined by $\boldsymbol{\eta}$, and in particular they are unitarily invariant.

Working with unitarily invariant properties is greatly simplified by the following powerful result [KW01, CHW07, Har05, Chr06] (See [MdW13, Section 4.2.2] for details).

Lemma 1. A quantum measurement called weak Schur sampling is optimal for estimating unitarily invariant properties.

Weak Schur sampling is discussed in Section 3.1.1.

## 3 Preliminaries

We list some of the definitions and results we use in the paper.
Definition 2. The total variation distance, $K L$ divergence, and $\chi^{2}$ distance between distributions $p$, and $q$ over $\mathcal{X}$ are

$$
\begin{align*}
d_{T V}(p, q) & \stackrel{\text { def }}{=} \sup _{A \subset \mathcal{X}} p(A)-q(A)=\frac{1}{2}\|p-q\|_{1},  \tag{2}\\
d_{K L}(p, q) & \stackrel{\text { def }}{=} \sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)},  \tag{3}\\
\chi^{2}(p, q) & \stackrel{\text { def }}{=} \sum_{x \in \mathcal{X}} \frac{(p(x)-q(x))^{2}}{q(x)} . \tag{4}
\end{align*}
$$

The distance measures satisfy the following bound.

## Lemma 2.

$$
2 d_{T V}(p, q)^{2} \leq d_{K L}(p, q) \leq \chi^{2}(p, q)
$$

The first inequality is Pinsker's Inequality, and the second follows from concavity of logarithms.
We now state some concentration results that we use.
Let $f:[d]^{n} \rightarrow \mathbb{R}$ be a function, such that

$$
\begin{equation*}
\max _{z_{1}, \ldots, z_{n}, z_{i}^{\prime} \in[d]}\left|f\left(z_{1}, \ldots, z_{n}\right)-f\left(z_{1}, \ldots, z_{i-1}, z_{i}^{\prime}, \ldots, z_{n}\right)\right| \leq c_{i} \tag{5}
\end{equation*}
$$

for some $c_{1}, \ldots, c_{d}$.
The next two results show concentration results of functions $f$ that satisfy (5). The following lemma is [BLM13, Corollary 3.2].

Lemma 3. For independent variables $Z_{1}, \ldots, Z_{n}$,

$$
\operatorname{Var}\left(f\left(Z_{1}, \ldots, Z_{n}\right)\right) \leq \frac{1}{4} \sum_{i=1}^{n} c_{i}^{2}
$$

The next result is McDiarmid's inequality [BLM13, Theorem 6.2].
Lemma 4. For independent variables $Z_{1}, \ldots, Z_{n}$,

$$
\operatorname{Pr}\left(f\left(Z_{1}, \ldots, Z_{n}\right)-\mathbb{E}\left[f\left(Z_{1}, \ldots, Z_{n}\right)\right]>t\right) \leq e^{-\frac{2 t^{2}}{c_{1}^{2}+\ldots+c_{n}^{2}}}
$$

### 3.1 Schur Polynomials and Power-Sum Polynomials

A partition $\boldsymbol{\lambda}$ of $n$ is a collection of non-negative integers $\boldsymbol{\lambda}_{1} \geq \boldsymbol{\lambda}_{2} \geq \ldots$ that sum to $n$. We write $\boldsymbol{\lambda} \vdash n$ and we write $\Lambda_{n}$ for the set of all partitions of $n$. We denote the number of positive integers in $\boldsymbol{\lambda}$ by $\ell(\boldsymbol{\lambda})$, which we call its length. An partition $\boldsymbol{\lambda}$ can be depicted with an English Young diagram, which consists of a row of $\lambda_{1}$ boxes above a row of $\lambda_{2}$ boxes, etc., as showed in Fig. 1. The


Figure 1: English Young diagram for the partition $\boldsymbol{\lambda}=(6,4,3,3,1)$.
partition associated with a Young diagram is called its shape. Note that the number of rows in the Young diagram of $\boldsymbol{\lambda}$ is $\ell(\boldsymbol{\lambda})$ and the total number of boxes is $n$. A Young tableau over alphabet $[d]$ is a Young diagram in which each box has been filled with an element of $[d]$. A Young tableau is called standard if it is strictly increasing left-to-right across each row and top-to-bottom down each column. A Young tableau is semistandard if it is strictly increasing top-to-bottom down each column and nondecreasing left-to-right across each row. Given $\boldsymbol{\lambda} \vdash n$ and $d$, the Schur polynomial is the polynomial in the variables $x_{1}, x_{2}, \ldots, x_{d}$ defined by

$$
\begin{equation*}
s_{\boldsymbol{\lambda}}(x)=\sum_{T} \prod_{i=1}^{d} x_{i}^{\#(T, i)}, \tag{6}
\end{equation*}
$$

where the sum is over the set of all semistandard Young Tableaus over alphabet [d] corresponding to the partition $\boldsymbol{\lambda}$ and $\#(T, i)$ is the number of times $i$ appears in $T$. Schur polynomials turn out to be symmetric, meaning that they are invariant to the ordering of the variables $x_{1}, \ldots, x_{d}$ [Mac98, Sta99].

We shall also consider polynomials obtained from power sums. Given $\alpha \in \mathbb{R}_{\geq 0}$ and a distribution $\boldsymbol{\eta}$ on $[d],{ }^{3}$ define

$$
M_{\alpha}(\boldsymbol{\eta}) \stackrel{\text { def }}{=} \sum_{i=1}^{d} \boldsymbol{\eta}_{i}^{\alpha} .
$$

Given $\boldsymbol{\lambda} \vdash r$, we define the power sum polynomial by

$$
M_{\boldsymbol{\lambda}}(\boldsymbol{\eta})=\prod_{i=1}^{\ell(\boldsymbol{\lambda})} M_{\lambda_{i}}(\boldsymbol{\eta})
$$

The following is Lemma 1 in [AOST17], which describes a number of inequalities that hold for the power sums of distributions.

Lemma 5. Suppose $\boldsymbol{\eta}$ is a distribution over d elements, then
(i) For $\alpha<1$,

$$
1 \leq M_{\alpha}(\boldsymbol{\eta}) \leq d^{1-\alpha},
$$

and for $\alpha>1$,

$$
d^{1-\alpha} \leq M_{\alpha}(\boldsymbol{\eta}) \leq 1 .
$$

[^3](ii) For every $\alpha \geq 0$ and $\beta \geq 0$,
$$
M_{\alpha+\beta}(\boldsymbol{\eta}) \leq M_{\alpha}(\boldsymbol{\eta})^{\frac{\alpha+\beta}{\alpha}} .
$$
(iii) For every $\alpha \geq 0$,
$$
M_{2 \alpha}(\boldsymbol{\eta}) \leq M_{\alpha}(\boldsymbol{\eta})^{2}
$$
(iv) For $\alpha>0$ and $0 \leq \beta \leq \alpha$,
$$
M_{\alpha-\beta}(\boldsymbol{\eta}) \leq d^{\frac{\beta}{\alpha}} M_{\alpha}(\boldsymbol{\eta})^{\frac{\alpha-\beta}{\alpha}} .
$$
(v) For $\alpha \geq 1$ and $0 \leq \beta \leq \alpha$,
$$
M_{\alpha+\beta}(\boldsymbol{\eta}) \leq d^{(\alpha-1)(\alpha-\beta) / \alpha} M_{\alpha}(\boldsymbol{\eta})^{2}
$$
and
$$
M_{\alpha-\beta}(\boldsymbol{\eta}) \leq d^{\beta} M_{\alpha}(\boldsymbol{\eta}) .
$$

Schur polynomials and power-sum polynomials are related through a change of basis. There exists a function $\chi .(\cdot): \Lambda_{n}^{2} \mapsto \mathbb{R}$ such that [Sta99, Theorem 7.17.3]

$$
\begin{equation*}
M_{\mu}(\cdot)=\sum_{\lambda} \chi_{\lambda}(\boldsymbol{\mu}) s_{\lambda}(\cdot) \tag{7}
\end{equation*}
$$

The $\chi .(\cdot)$ function in fact comprises the characters of the irreducible representations of the symmetric group on $[n]=\{1, \ldots, n\}[$ Sta99, Sec. 7.18], although this fact is not needed. The $\chi .(\cdot)$ function can also be defined combinatorially [Sta99]. The quantity $\chi_{\lambda}(\boldsymbol{\mu})$ is difficult to compute in general [Hep94], although we shall only be interested in particular $\boldsymbol{\mu}$, as follows. Let $\operatorname{dim}(\boldsymbol{\lambda})$ denote the number of standard Young tableaus over alphabet $[n]$ with shape $\boldsymbol{\lambda}$. For $\boldsymbol{\lambda} \vdash n$ and $\boldsymbol{\mu} \vdash r$ define

$$
p_{\boldsymbol{\mu}}^{\#}(\boldsymbol{\lambda}) \stackrel{\text { def }}{=}\left\{\begin{array}{lc}
n^{\underline{r}} \cdot \frac{\chi_{\lambda}\left(\boldsymbol{\mu} \cup 1^{n-r}\right)}{\operatorname{dim}(\boldsymbol{\lambda})} & \text { if } n \geq r, \\
0 & \text { otherwise }
\end{array}\right.
$$

where $n^{\underline{r}}$ is the falling power, i.e., $n^{\underline{r}}=n \cdot(n-1) \cdot(n-2) \cdot(n-(r-1))$ and $\boldsymbol{\mu} \cup 1^{n-r}$ denotes the partition of $[n]$ consisting of $\boldsymbol{\mu}$ followed by $n-r$ ones.

### 3.1.1 Weak Schur Sampling (WSS)

We describe some of the key results about weak Schur sampling (WSS) that we will use in this paper. The readers can refer to [MdW13, Section 4.2.2], [Wri16, Chapter 3], and references therein for further details.

Weak Schur Sampling is a measurement that takes $n$ independent copies of a mixed state $\rho$ (denoted $\rho^{\otimes n}$ ), and outputs a $\boldsymbol{\lambda} \vdash n$. The output distribution over partitions is called Schur-Weyl distribution, denoted $S W_{\boldsymbol{\eta}}$, and the probability of $\boldsymbol{\lambda} \vdash n$ is given by

$$
\begin{equation*}
S W_{\boldsymbol{\eta}}(\boldsymbol{\lambda})=\operatorname{dim}(\boldsymbol{\lambda}) \cdot s_{\boldsymbol{\lambda}}(\boldsymbol{\eta}), \tag{8}
\end{equation*}
$$

where, recall from the previous section that $\operatorname{dim}(\boldsymbol{\lambda})$ is the number of Standard Young Tableaux of shape $\boldsymbol{\lambda}$, and $s_{\boldsymbol{\lambda}}(\boldsymbol{\eta})$ is the Schur polynomial with variables $\boldsymbol{\eta}$, and shape $\boldsymbol{\lambda}$. Since Schur polynomials are symmetric, this probability is only a function of the multiset of eigenvalues, namely a function of the eigenvalue spectrum.

An alternate combinatorial characterization of the output of WSS is given next. Some of the intermediate steps involving the Robinson-Schensted-Knuth (RSK) correspondences, and Green's theorem are not invoked later in the paper, and are omitted. We simply describe the method by which the final diagram is obtained. The reader can refer to the short survey [OW17b] for details on the combinatorial procedure.
Suppose $\rho$ is a mixed state with the multiset of eigenvalues $\left\{\boldsymbol{\eta}_{1}, \ldots, \boldsymbol{\eta}_{d}\right\}$.

1. Consider a distribution over $[d]$, where $i$ has probability $\boldsymbol{\eta}_{i}$.
2. Draw $X^{n}$ independently from this distribution.
3. Let $\boldsymbol{\lambda}=\boldsymbol{\lambda}_{1} \geq \boldsymbol{\lambda}_{2} \geq \ldots$, be such that for any $k>0, \boldsymbol{\lambda}_{1}+\ldots+\boldsymbol{\lambda}_{k}$ is equal to the largest sum of lengths of $k$ disjoint non-decreasing subsequences of $X^{n}$.
The output distribution of this process is the same as that of weak Schur Sampling [Wri16]. Furthermore, one of the results proved in [Wri16] is that the output distribution of the procedure above is independent of the ordering of $\boldsymbol{\eta}_{i}$ 's, and only depends on the multiset of the eigenvalues. For example, when $d=2$, the distributions $\boldsymbol{\eta}_{1}=0.2, \boldsymbol{\eta}_{2}=0.8$, and the distribution $\boldsymbol{\eta}_{1}=0.8, \boldsymbol{\eta}_{2}=0.2$ have the same output distributions over Young tableaux generated by the procedure above.

Since the Young tableaux is a function of the sequence generated by the spectrum distribution,
Lemma 6. The copy complexity of estimating a unitarily invariant property of a mixed state is at least the sample complexity of estimating the same symmetric property of the spectrum distribution.

The $p_{\lambda}^{\#}(\boldsymbol{\mu})$ polynomial defined in the last section is useful to us due to the following lemma, which states that the (normalized) polynomial $p_{\boldsymbol{\lambda}}^{\#}(r)$ is an unbiased estimator of the $r$ th moment of $\boldsymbol{\eta}$. The lemma follows from the definitions and results already mentioned, and is implicit in [Mél10, IO02], and explicit in [Wri16, Proposition 3.8.3].

Lemma 7. Fix a distribution $\boldsymbol{\eta}$, a natural number $r$, and any partition $\boldsymbol{\mu}$ of $r$. If $\boldsymbol{\lambda}$ is randomly generated according to the distribution in (8) then

$$
\begin{equation*}
\mathbb{E}\left[p_{\mu}^{\#}(\boldsymbol{\lambda})\right]=n^{\underline{r}} \cdot M_{\mu}(\boldsymbol{\eta})=n^{\underline{r}} \cdot \prod_{i} M_{\mu_{i}}(\boldsymbol{\eta}) \tag{9}
\end{equation*}
$$

In the special case when $\boldsymbol{\mu}=(r)$, a partition with only one part, we have

$$
\begin{equation*}
\mathbb{E}\left[p_{(r)}^{\#}(\boldsymbol{\lambda})\right]=n^{\underline{r}} M_{r}(\boldsymbol{\eta}) \tag{10}
\end{equation*}
$$

Proof. Plugging in the probability of $\boldsymbol{\lambda}$ from (8), and the definition of $p_{(r)}^{\#}(\boldsymbol{\lambda})$ from Section 3.1, and finally using (7) gives the lemma.

### 3.1.2 The EYD algorithm, and classical plug-in estimation

The EYD algorithm is a simple algorithm for estimating $f(\rho)$. The algorithm works in two steps.

- Compute the empirical distribution, which assigns probability $\boldsymbol{\lambda}_{i} / n$ to the symbol $i$.
- Output the property $f$ of a mixed state with eigenvalues equal to $\boldsymbol{\lambda}_{i} / n$.

The EYD algorithm is a quantum analogue of the classical empirical/plug-in estimator, which works as follows. Consider the step 2 of the weak Schur sampling procedure explained in Section 3.1.1, which generates $X^{n}, n$ i.i.d. samples from the distribution $\boldsymbol{\eta}$ over $\{1, \ldots, d\}$. Let $\hat{p}$ be the empirical
distribution of $X^{n}$, which assigns a probability $\hat{p}(i)=N_{i} / n$ to a symbol $x$, where $N_{i}$ is the number of times symbol $i$ appears in $X^{n}$. The plug-in estimator, upon observing $X^{n}$, outputs $f(\hat{p})$. The plug-in estimator has been widely studied in statistics literature.

An observation from the non-decreasing subsequence interpretation of the weak-Schur sampling is that for any sequence $X^{n}$, the distribution $\boldsymbol{\lambda}_{i} / n$ majorizes the corresponding empirical distribution. This follows from the fact that the length of longest $k$ disjoint non-decreasing sub-sequences is always at least the sum of the $k$ largest $N_{i}$ 's. In particular, we can state the following result.
Lemma 8. Consider the sorted plug-in distribution $\hat{p}$ of $X^{n}$, and the distribution $\boldsymbol{\lambda}_{i} / n$ obtained from $X^{n}$ by the WSS procedure. $\boldsymbol{\lambda} / n$ majorizes $\hat{p}$, namely, for all $j, \sum_{i=1}^{j} \boldsymbol{\lambda}_{i} / n \geq \sum_{i=1}^{j} \hat{p}(i)$.

### 3.2 Proving Upper Bounds on Copy Complexity

Consider $\alpha \neq 1$ and $\hat{\varepsilon} \in(0,1)$. Suppose $\widehat{M_{\alpha}(\boldsymbol{\eta})}$ satisfies

$$
\left|\widehat{M_{\alpha}(\boldsymbol{\eta})}-M_{\alpha}(\boldsymbol{\eta})\right| \leq \hat{\varepsilon} M_{\alpha}(\boldsymbol{\eta})
$$

Then

$$
\begin{align*}
\left|\frac{1}{1-\alpha} \log \widehat{M_{\alpha}(\boldsymbol{\eta})}-\mathcal{S}_{\alpha}(\rho)\right| & =\left|\frac{1}{1-\alpha} \log \frac{\widehat{M_{\alpha}(\boldsymbol{\eta})}}{M_{\alpha}(\boldsymbol{\eta})}\right| \\
& \leq\left|\frac{1}{1-\alpha} \max \{\log (1+\hat{\varepsilon}),|\log (1-\hat{\varepsilon})|\}\right| \\
& =\left|\frac{\log (1-\hat{\varepsilon})}{1-\alpha}\right| \tag{11}
\end{align*}
$$

Therefore, to obtain a $\pm \varepsilon$ estimate of $\mathcal{S}_{\alpha}(\boldsymbol{\eta})$, it suffices to derive a $1-e^{-\varepsilon|1-\alpha|}$ multiplicative estimate of $M_{\alpha}(\boldsymbol{\eta})$. Note that $1-e^{-\varepsilon|1-\alpha|} \geq \frac{\varepsilon|1-\alpha|}{1+\varepsilon|1-\alpha|}$ since $e^{-x} \leq \frac{1}{x+1}$ for $x>-1$. Moreover, in the regime in which $\epsilon$ does not grow with $d, \frac{\varepsilon|1-\alpha|}{1+\varepsilon|1-\alpha|}=\theta(\epsilon)$. Therefore, in the remainder of the paper, we will be interested in $1+\epsilon$ multiplicative estimators.

Finally note that for any $X$,

$$
\operatorname{Pr}\left(|X-\mathbb{E}[X]|^{2}>9 \cdot \operatorname{Var}(X)\right)<\frac{1}{9}
$$

by Markov's inequality. Since $\mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)\right]=n^{\underline{\alpha}} M_{\alpha}(\boldsymbol{\eta})$ (by Lemma 7), then we get an $1+\varepsilon$ multiplicative estimator of $M_{\alpha}(\boldsymbol{\eta})$ with probability at least $8 / 9$ if

$$
\begin{equation*}
\left(\varepsilon \cdot \mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)\right]\right)^{2} \geq 9 \cdot \operatorname{Var}\left(p_{(\alpha)}^{\#}(\lambda)\right) \tag{12}
\end{equation*}
$$

## 4 Measuring $\mathcal{S}_{\alpha}(\rho)$ for integral $\alpha$

Our main result for integral $\alpha \geq 1$ is the following tight bound (up to constant factors) on the copy complexity of estimating $\mathcal{S}_{\alpha}(\rho)$.
Theorem 1. For $\alpha \in \mathbb{N} \backslash\{1\}$,

$$
C\left(S_{\alpha}, d, \varepsilon\right)=\Theta\left(\max \left\{\frac{d^{1-1 / \alpha}}{\varepsilon^{2}}, \frac{d^{2-2 / \alpha}}{\varepsilon^{2 / \alpha}}\right\}\right)
$$

where the hidden constants depend only on $\alpha$.

### 4.1 Achievability

Our Renyi entropy estimator is simple, and is described in Algorithm 1.

```
Algorithm 1 Estimating Renyi entropy for integral \(\alpha\) 's.
    Input: \(n\) independent copies of the state \(\rho\), and \(\alpha \in \mathbb{N}\)
    Run weak Schur sampling to obtain \(\boldsymbol{\lambda} \vdash n\).
    Let \((\alpha)\) be the partition of \(\alpha\) with one part.
    Compute \(p_{(\alpha)}^{\#}(\lambda)=n^{\underline{\alpha}} \cdot \frac{\chi_{(\alpha) \cup 1}^{\lambda} 1^{n-\alpha}}{\operatorname{dim}(\lambda)}\).
    Output: \(\frac{1}{1-\alpha} \log \left(\frac{p_{(\alpha)}^{\#}(\lambda)}{n \underline{\alpha}}\right)\).
```

Note that we could have simply removed the $n \underline{\underline{\alpha}}$ terms from the algorithm's description, but these polynomials have a number of applications in representation theory to study the Symmetric group, and we simply keep the notation and definitions intact.

To prove the theorem, we bound the expectation and concentration of $p_{(\alpha)}^{\#}(\lambda)$.
Lemma 9. There is a constant $C_{\alpha}$ depending only on $\alpha$ such that

$$
\begin{align*}
\mathbb{E}\left[p_{(\alpha)}^{\#}(\boldsymbol{\lambda})\right] & =n^{\underline{\alpha}} M_{\alpha}(\boldsymbol{\eta})  \tag{13}\\
\operatorname{Var}\left(p_{(\alpha)}^{\#}(\boldsymbol{\lambda})\right) & \leq C_{\alpha} \cdot n^{\alpha}\left(1+n^{\alpha-1} M_{2 \alpha-1}(\boldsymbol{\eta})\right) \tag{14}
\end{align*}
$$

### 4.1.1 Proof of Theorem 1 using Lemma 9

We want (12) to hold, which happens if

$$
\begin{equation*}
\left(\varepsilon n^{\underline{\alpha}} M_{\alpha}(\boldsymbol{\eta})\right)^{2} \geq 9 C_{\alpha} \cdot n^{\alpha}\left(1+n^{\alpha-1} M_{2 \alpha-1}(\boldsymbol{\eta})\right) \tag{15}
\end{equation*}
$$

We claim that $n=\Theta\left(\max \left\{\frac{d^{1-1 / \alpha}}{\varepsilon^{2}}, \frac{d^{2-2 / \alpha}}{\varepsilon^{2 / \alpha}}\right\}\right)$ is sufficient for (15) to hold. Note that $n \underline{\alpha}=\Theta\left(n^{\alpha}\right)$ and let $\tilde{c}_{\alpha}>0$ be such that $n \underline{\alpha} \geq \sqrt{\tilde{c}_{\alpha}} n^{\alpha}$. Now suppose $n \geq c_{\alpha} \max \left\{\frac{d^{1-1 / \alpha}}{\varepsilon^{2}}, \frac{d^{2-2 / \alpha}}{\varepsilon^{2 / \alpha}}\right\}$ for some constant $c_{\alpha} \geq \max \left\{\left(18 C_{\alpha} / \tilde{c}_{\alpha}\right)^{1 / \alpha}, 18 C_{\alpha} / \tilde{c}_{\alpha}\right\}$. Then

$$
\begin{align*}
\left(\varepsilon n^{\underline{\alpha}} M_{\alpha}(\boldsymbol{\eta})\right)^{2} & \geq \tilde{c}_{\alpha} \varepsilon^{2} n^{2 \alpha} M_{\alpha}(\boldsymbol{\eta})^{2} \\
& \geq \frac{\tilde{c}_{\alpha}}{2} \varepsilon^{2} n^{2 \alpha}\left(\frac{1}{d^{2 \alpha-2}}+\frac{M_{2 \alpha-1}(\boldsymbol{\eta})}{d^{1-1 / \alpha}}\right)  \tag{16}\\
& \geq \frac{\tilde{c}_{\alpha}}{2} \varepsilon^{2} n^{2 \alpha}\left(\frac{c_{\alpha}^{\alpha}}{\varepsilon^{2} n^{\alpha}}+\frac{c_{\alpha} M_{2 \alpha-1}(\boldsymbol{\eta})}{n \varepsilon^{2}}\right)  \tag{17}\\
& =\frac{\tilde{c}_{\alpha}}{2} n^{\alpha}\left(c_{\alpha}^{\alpha}+c_{\alpha} n^{\alpha-1} M_{2 \alpha-1}(\boldsymbol{\eta})\right) \\
& \geq 9 C_{\alpha} \cdot n^{\alpha}\left(1+n^{\alpha-1} M_{2 \alpha-1}(\boldsymbol{\eta})\right),
\end{align*}
$$

where (16) follows from the fact that $M_{\alpha}(\boldsymbol{\eta}) \geq d^{1-\alpha}$ and $M_{2 \alpha-1}(\boldsymbol{\eta}) \leq d^{1-1 / \alpha} M_{\alpha}(\boldsymbol{\eta})^{2}$ (by Lemma 5 $(i)$ and $(v))$, and (17) follows from the assumption that $n \geq c_{\alpha} \frac{d^{1-1 / \alpha}}{\varepsilon^{2}}$ and $n \geq c_{\alpha} \frac{d^{2-2 / \alpha}}{\varepsilon^{2 / \alpha}}$.

### 4.1.2 Proof of Lemma 9

Equation (13) has already been established (cf. Lemma 7). It remains to bound the variance of the estimator.

$$
\operatorname{Var}\left(p_{(\alpha)}^{\#}(\lambda)\right)=\mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)^{2}\right]-\mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)\right]^{2}
$$

The second term is evaluated from the means of the $p_{\alpha}^{\#}(\lambda)$ polynomials, which we know. For the first term, we need to bound the expectation of the products of such polynomials. In fact, there is a general result [IO02, Proposition 4.5][Wri16, Corollary 3.8.8] that states that for any $\mu_{1}, \mu_{2}$,
$p_{\mu_{1}}^{\#}(\lambda) \cdot p_{\mu_{2}}^{\#}(\lambda)=p_{\mu_{1} \cup \mu_{2}}^{\#}(\lambda)+$ linear combination of $p^{\#}$ 's for partitions of size at most $\left|\mu_{1} \cup \mu_{2}\right|-1$.
In our case, both the partitions are $(\alpha)$. So we can write

$$
p_{(\alpha)}^{\#}(\lambda) \cdot p_{(\alpha)}^{\#}(\lambda)=p_{(\alpha) \cup(\alpha)}^{\#}(\lambda)+\sum_{\mu \in \mathcal{S}} C_{\mu} p_{\mu}^{\#}(\lambda)
$$

where $C_{\mu}$ is at most $(\alpha!)^{2}<\exp (O(\alpha \log \alpha))$, and $\mathcal{S}$ is the set of all partitions $\mu$ that can be obtained through the following procedure:

1. Let $j$ be an integer in the set $\{0, \ldots, \alpha-1\}$.
2. Let $\sigma_{1}$ be a permutation over $[\alpha+j]$ that has a cycle over the elements $\{1, \ldots, \alpha\}$, and all the remaining elements are fixed points (the set $\{\alpha+1, \ldots, \alpha+j\}$ for $j \geq 1$ ).
3. Let $\sigma_{2}$ be a permutation over $[\alpha+j]$ that has a cycle over the elements $\{j+1, \ldots, j+\alpha\}$, and all the remaining elements are fixed points (the set $\{1, \ldots, j\}$ for $j \geq 1$ ).
4. Let $\mu$ be the cycle structure of $\sigma_{1} \circ \sigma_{2}$.

The set of partitions that can be obtained through the above procedure for a fixed $j \in\{0, \ldots, \alpha-1\}$ will be denoted by $\mathcal{S}_{j}$. Now consider,

$$
\begin{aligned}
\operatorname{Var}\left(p_{(\alpha)}^{\#}(\lambda)\right) & =\mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)^{2}\right]-\mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)\right]^{2} \\
& =\mathbb{E}\left[p_{(\alpha, \alpha)}^{\#}(\lambda)+\sum_{\mu \in \mathcal{S}} C_{\mu} p_{\mu}^{\#}(\lambda)\right]-\mathbb{E}\left[p_{(\alpha)}^{\#}(\lambda)\right]^{2} \\
& =n^{\underline{2 \alpha}} M_{(\alpha, \alpha)}(\boldsymbol{\eta})+\sum_{\mu \in \mathcal{S}} C_{\mu} n \underline{\underline{|\mu|}} M_{\mu}(\boldsymbol{\eta})-\left(n^{\underline{\alpha}} M_{\alpha}(\boldsymbol{\eta})\right)^{2} \\
& =\left(n^{\underline{2 \alpha}}-\left(n^{\underline{\alpha}}\right)^{2}\right) M_{\alpha}(\boldsymbol{\eta})^{2}+\sum_{\mu \in \mathcal{S}} C_{\mu} \cdot n \underline{\underline{|\mu|}} M_{\mu}(\boldsymbol{\eta})
\end{aligned}
$$

where we have used that $M_{\alpha}(\boldsymbol{\eta})^{2}=M_{(\alpha, \alpha)}(\boldsymbol{\eta})$. To bound $M_{\mu}(\boldsymbol{\eta})$ for $\mu \in \mathcal{S}$, we use the following two lemmas. Lemma 10 is proved in Appendix A and Lemma 11 is proved in Appendix B. Recall that for a partition $\mu, \ell(\mu)$ denotes the length of the partition.

Lemma 10. For all $j \in\{0, \ldots, \alpha-1\}$ and $\mu \in \mathcal{S}_{j}, \ell(\mu) \leq \alpha-j$.
Definition 3. Let $\boldsymbol{\mu}$ and $\boldsymbol{\mu}^{\prime}$ be partitions of the same integer $r$. Then $\boldsymbol{\mu}$ is said to majorize $\boldsymbol{\mu}^{\prime}$, denoted $\boldsymbol{\mu} \unrhd \boldsymbol{\mu}^{\prime}$, if for all $j \geq 1$,

$$
\sum_{i=1}^{j} \boldsymbol{\mu}_{i} \geq \sum_{i=1}^{j} \boldsymbol{\mu}_{i}^{\prime}
$$

Lemma 11. Let $\boldsymbol{\mu} \unrhd \boldsymbol{\mu}^{\prime}$. Then for any distribution $\boldsymbol{\eta}, M_{\mu}(\boldsymbol{\eta}) \geq M_{\boldsymbol{\mu}^{\prime}}(\boldsymbol{\eta})$.
Noting that $n^{\underline{\underline{-\alpha}}}<\left(n^{\underline{\alpha}}\right)^{2}$, we obtain

$$
\begin{align*}
\operatorname{Var}\left(p_{(\alpha)}^{\#}(\lambda)\right) & <\sum_{\mu \in \mathcal{S}} C_{\mu} \cdot n^{|\mu|} M_{\mu}(\boldsymbol{\eta}) \\
& \stackrel{(\mathrm{a})}{\leq} c_{\alpha} \sum_{j=0}^{\alpha-1} \sum_{\mu \in \mathcal{S}_{j}} n \underline{\underline{|\mu|}} M_{\mu}(\boldsymbol{\eta}) \\
& \stackrel{(\mathrm{b})}{\leq} c_{\alpha} \sum_{j=0}^{\alpha-1} \sum_{\mu \in \mathcal{S}_{j}} n^{|\mu|} M_{\alpha+j-\ell(\mu)+1}(\boldsymbol{\eta}) \\
& \stackrel{(\mathrm{c})}{\leq} c_{\alpha} \sum_{j=0}^{\alpha-1} \sum_{\mu \in \mathcal{S}_{j}} n \stackrel{\alpha+j}{n} M_{2 j+1}(\boldsymbol{\eta}) \\
& \leq c_{\alpha} n^{\alpha} \sum_{j=0}^{\alpha-1} \sum_{\mu \in \mathcal{S}_{j}} n^{j} M_{2 j+1}(\boldsymbol{\eta}) \\
& \stackrel{(\mathrm{d})}{\leq} c_{\alpha} n^{\alpha}|\mathcal{S}| \max \left\{1, n^{\alpha-1} M_{2 \alpha-1}(\boldsymbol{\eta})\right\} \tag{18}
\end{align*}
$$

where (a) follows from the fact that $C_{\mu} \leq(\alpha!)^{2}:=c_{\alpha}$, (b) follows from Lemma 11 and the fact that $\left[(\alpha+j-l(\mu)+1) \cup 1^{l(\mu)-1}\right] \unrhd \mu$, (c) follows from Lemma 10 and the fact that $M_{r}(\boldsymbol{\eta})$ is a non-increasing function in $r$ for fixed $\boldsymbol{\eta}$, and (d) follows from the fact that for $j \in\{1, \ldots, \alpha-2\}$,

$$
n^{j-1} M_{2 j-1}(\boldsymbol{\eta}) \leq n^{j} M_{2 j+1}(\boldsymbol{\eta}) \Rightarrow n^{j} M_{2 j+1}(\boldsymbol{\eta}) \leq n^{j+1} M_{2 j+3}(\boldsymbol{\eta}) .
$$

Note that the above implication follows from Lemma 11 applied to the partitions ( $2 j+1,2 j+1$ ) and $(2 j-1,2 j+3)$ :

$$
\left(n^{j} M_{2 j+1}(\boldsymbol{\eta})\right)^{2} \leq n^{j-1} M_{2 j-1}(\boldsymbol{\eta}) \cdot n^{j+1} M_{2 j+3}(\boldsymbol{\eta})
$$

Finally, note that $|\mathcal{S}|$ depends only on $\alpha$. Hence, the lemma follows by setting $C_{\alpha}=c_{\alpha}|\mathcal{S}|$.

### 4.2 Converse

Notice that there are two terms in the copy complexity in Theorem 1. The first term is $d^{1-1 / \alpha} / \varepsilon^{2}$. [AOST17] showed that even in the classical setting, a lower bound of $\Omega\left(d^{1-1 / \alpha} / \varepsilon^{2}\right)$ holds. Invoking Lemma 6 gives the first term.

We use the classical Le Cam's method to prove the lower bound. We define a hypothesis testing problem below.

Two Point Testing. Given density matrices $\rho$ and $\sigma$ with spectrums $\boldsymbol{\eta}$ and $\boldsymbol{\nu}$, respectively. Let $n$ be given.

- Let $X$ be a uniform random variable over $\{0,1\}$.
- If $X=0$, generate a Young tableau $\boldsymbol{\lambda} \sim S W_{\eta}$.
- If $X=1$, generate a Young tableau $\boldsymbol{\lambda} \sim S W_{\nu}$.
- Given $\boldsymbol{\lambda}$, predict $X$ with $\hat{X}$.

Let $P_{e}=\min _{\hat{X}} \operatorname{Pr}(\hat{X} \neq X)$. From basic hypothesis testing results, we can deduce that

$$
P_{e}=\frac{1}{2}-\frac{1}{2} d_{T V}\left(S W_{\boldsymbol{\eta}}, S W_{\boldsymbol{\nu}}\right) .
$$

We construct two spectrums $\boldsymbol{\eta}$ and $\boldsymbol{\nu}$, such that $\mathcal{S}_{\alpha}(\boldsymbol{\eta})-\mathcal{S}_{\alpha}(\boldsymbol{\nu})=\Theta(\varepsilon)$, and

$$
\frac{1}{2} d_{T V}\left(S W_{\eta}, S W_{\nu}\right)<0.05
$$

unless $n=\Omega\left(d^{2-2 / \alpha} / \varepsilon^{2 / \alpha}\right)$. This will prove that unless $n$ is large enough, there is no classifier that can test between the spectrums $\boldsymbol{\eta}$ and $\boldsymbol{\nu}$ with probability greater than $2 / 3$, implying our lower bound.

Note that the second term in the complexity expression of Theorem 1 dominates when $\varepsilon>1 / \sqrt{d}$. We henceforth assume in the remainder of this section that $\varepsilon>1 / \sqrt{d}$.

Consider the following two spectrums:

$$
\begin{align*}
\boldsymbol{\eta} & =\left(\frac{1+(\varepsilon d)^{1 / \alpha}}{d}, \frac{1-\frac{(\varepsilon d)^{1 / \alpha}}{d-1}}{d}, \ldots, \frac{1-\frac{(\varepsilon d)^{1 / \alpha}}{d-1}}{d}\right)  \tag{19}\\
\boldsymbol{\nu} & =\left(\frac{1}{d}, \ldots, \frac{1}{d}\right) \tag{20}
\end{align*}
$$

Note that for any $d>2$, assuming that ${ }^{4} \varepsilon<\log d$, we have

$$
\begin{equation*}
(\varepsilon d)^{1 / \alpha}<d-1 . \tag{21}
\end{equation*}
$$

Thus $\boldsymbol{\eta}$ is a valid distribution. $\boldsymbol{\nu}$ corresponds to the maximally-mixed state.
Lemma 12. Suppose $\varepsilon>1 / \sqrt{d}$ and $d>(3 \alpha)^{\frac{2 \alpha}{\alpha-1}}$. Then

$$
\left|\mathcal{S}_{\alpha}(\boldsymbol{\nu})-\mathcal{S}_{\alpha}(\boldsymbol{\eta})\right| \geq \frac{1}{\alpha-1} \log \left(1+\frac{2 \varepsilon}{3}\right) .
$$

Proof. Computing the moments of $\boldsymbol{\eta}$, we have

$$
M_{\alpha}(\boldsymbol{\eta})=\frac{1}{d^{\alpha}}\left(\left(1+(\varepsilon d)^{1 / \alpha}\right)^{\alpha}+(d-1)\left(1-\frac{(\varepsilon d)^{1 / \alpha}}{d-1}\right)^{\alpha}\right)
$$

For $\alpha \geq 1$ and $x \geq 0$, note that $(1+x)^{\alpha}>1+x^{\alpha}$, and, if $x \leq 1,(1-x)^{\alpha}>1-\alpha x$. Using these two inequalities above with $x=(\varepsilon d)^{1 / \alpha}$ in the first term, and with $x=(\varepsilon d)^{1 / \alpha} /(d-1)$ in the second term (and using (21)), we obtain

$$
\begin{aligned}
M_{\alpha}(\boldsymbol{\eta}) & =\frac{1}{d^{\alpha}}\left(\left(1+(\varepsilon d)^{1 / \alpha}\right)^{\alpha}+(d-1) \cdot\left(1-\frac{(\varepsilon d)^{1 / \alpha}}{d-1}\right)^{\alpha}\right) \\
& \geq \frac{1}{d^{\alpha}}\left(1+\varepsilon d+(d-1) \cdot\left(1-\frac{\alpha(\varepsilon d)^{1 / \alpha}}{d-1}\right)\right) \\
& \geq \frac{1}{d^{\alpha}}\left(d+\varepsilon d-\alpha(\varepsilon d)^{1 / \alpha}\right) \\
& \geq \frac{d}{d^{\alpha}}\left(1+\frac{2}{3} \varepsilon\right) \\
& =M_{\alpha}(\boldsymbol{\nu}) \cdot\left(1+\frac{2}{3} \varepsilon\right)
\end{aligned}
$$

[^4]whenever $d>\frac{(3 \alpha)^{\frac{\alpha}{\alpha-1}}}{\varepsilon}$, which is implied by the conditions $\varepsilon>1 / \sqrt{d}$ and $d>(3 \alpha)^{\frac{2 \alpha}{\alpha-1}}$.
Lemma 13. Any algorithm that can test between $\boldsymbol{\eta}$ and $\boldsymbol{\nu}$ with probability at least $2 / 3$ requires at least $\Omega\left(\frac{d^{2-2 / \alpha}}{\varepsilon^{2 / \alpha}}\right)$ copies.

Proof. We prove that $d_{T V}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right)<0.05$. Bounding the total variation distance is hard to handle, and therefore other distance measures are used to bound the total variation distance. By Lemma 2, we know that

$$
2 d_{T V}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right)^{2} \leq \chi^{2}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right)
$$

The objective is to bound the $\chi^{2}$ distance between the SW distributions for the two states with $n$ copies. We use the following formula, derived in [Wri16, Corollary 6.2.4]. The result in this form was obtained from related results on Schur functions [OO96].
Lemma 14. Let $x_{1}, \ldots, x_{d}$ be such that $\sum x_{i}=0$, and $x_{i} \geq-1$. Let $\boldsymbol{\eta}$ be the spectrum with $\boldsymbol{\eta}_{i}=\left(1+x_{i}\right) / d$, and $\boldsymbol{\nu}$ be the spectrum of the maximally mixed state, namely $\boldsymbol{\nu}_{i}=1 / d$. Then,

$$
\chi^{2}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right)=\sum_{\mu: 1 \leq \ell(\mu) \leq d} \frac{s_{\mu}(x)^{2}}{d^{\bar{\mu}} d|\mu|} n^{|\mu|},
$$

where for a partition $\mu$, $d^{\bar{\mu}}$ is defined below.
Definition 4. Let $\mu$ be a partition. Index each box in the Young tableaux for $\mu$ with an entry $(i, j)$, where $i$ the row number and $j$ is the column number of the box. For each box $\square$ in the tableaux, let $c(\square)=j-i$ be the content of $\square$. Then for a real number $z \in \mathbb{R}$,

$$
z^{\bar{\mu}}=\prod_{\square}(z+c(\square)) .
$$

We will use the following bound on these falling powers of partitions to prove our lower bound.
Lemma 15. Let $\mu$ be a partition such that $\ell(\mu) \leq d$, where $\ell(\mu)$ is the number of non-zero entries of $\mu$ (which is also the number of non-empty rows in the Young tableaux. Then

$$
d^{\bar{\mu}} \geq\left(\frac{d}{e}\right)^{|\mu|}
$$

This result is proved in Appendix C, and we now prove our result using this lemma.
The distribution $\boldsymbol{\nu}$ corresponds to the spectrum defined in (20), and we choose the $x_{i}$ 's to make the spectrum $\boldsymbol{\eta}$ equal to (19). In particular, let $x_{1}=(\varepsilon d)^{1 / \alpha}$, and $x_{i}=-\frac{(\varepsilon d)^{1 / \alpha}}{d-1}$ for $i=2, \ldots, d$. Let $y_{1}=1$, and $y_{i}=-1 /(d-1)$ for $i=2, \ldots, d$. Then,

$$
x_{1}^{d}=(\varepsilon d)^{1 / \alpha} \cdot\left(1, \frac{-1}{d-1}, \ldots, \frac{-1}{d-1}\right)=(\varepsilon d)^{1 / \alpha} \cdot y_{1}^{d} .
$$

Recall that the Schur polynomial $s_{\mu}\left(x_{1}^{d}\right)$ is a homogeneous symmetric polynomial of degree $|\mu|$. This implies,

$$
\begin{equation*}
s_{\mu}\left(x_{1}^{d}\right)=(\varepsilon d)^{\frac{|\mu|}{\alpha}} s_{\mu}\left(y_{1}^{d}\right) . \tag{22}
\end{equation*}
$$

Let $y_{+}^{d}$ be the vector of absolute values of $y_{1}^{d}$, namely

$$
y_{+}^{d}=\left(1, \frac{1}{d-1}, \ldots, \frac{1}{d-1}\right) .
$$

Then, $\left|s_{\mu}\left(y_{1}^{d}\right)\right| \leq\left|s_{\mu}\left(y_{+}^{d}\right)\right|$. Using the fact that $d^{\bar{\mu}} \geq(d / e)^{|\mu|}$, and $n^{\underline{m}} \leq n^{m}$,

$$
\begin{aligned}
\chi^{2}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right) & =\sum_{\mu: 1 \leq \ell(\mu) \leq d} \frac{s_{\mu}(x)^{2}}{\overline{d|\mu|} d|\mu|} n^{\mid \underline{\mu \mid}} \\
& =\sum_{\substack{\mu: 1 \leq \ell(\mu) \leq d \\
1<|\mu| \leq n}} \frac{s_{\mu}(x)^{2}}{\overline{\left.\right|_{\mid \mu} \mid} d^{|\mu|}} n^{\mid \underline{ } \underline{ }} \\
& \leq \sum_{\substack{\mu: 1 \leq \ell(\mu) \leq d \\
1<|\mu| \leq n}} s_{\mu}\left(y_{+}^{d}\right)^{2} \cdot\left(\frac{n(\varepsilon d)^{2 / \alpha}}{(d / e) \cdot d}\right)^{|\mu|} \\
& =\sum_{\substack{\mu: 1 \leq \ell(\mu) \leq d \\
1<\mid \mu \mu \leq n}} s_{\mu}\left(y_{+}^{d}\right)^{2} \cdot\left(\frac{e \cdot n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{|\mu|} \\
& \leq \sum_{m=2}^{n}\left(\left(\frac{e n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{m} \cdot\left(\sum_{\mu:|\mu|=m} s_{\mu}\left(y_{+}^{d}\right)^{2}\right)\right)
\end{aligned}
$$

where the second equality follows from the fact that $n \underline{|\mu|}=0$ for $|\mu|>n$. Let $p(m)$ denote the partition number of $m$, the number of unordered partitions of $m$. Bounds on the growth of partition numbers are well established [HR18]. We only require the following loose upper bound that holds for all $m$

$$
p(m)<e^{3 \sqrt{m}} .
$$

This gives

$$
\begin{equation*}
\chi^{2}\left(S W_{\boldsymbol{\eta}}, S W_{\boldsymbol{\nu}}\right) \leq \sum_{m=2}^{n}\left(e^{3 \sqrt{m}}\left(\frac{n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{m} \cdot \max _{\mu:|\mu|=m} s_{\mu}\left(y_{+}^{d}\right)^{2}\right) . \tag{23}
\end{equation*}
$$

The entries of $y_{+}^{d}$ have the following structure. The first entry is 1 , and all other entries are $1 /(d-1)$. This allows us to use the "branching rule" of Schur polynomials. The general form can be found in [Mac98, Eq 5.10]. A special case appears in the following form in [LW11, Eq. 1.4].
Lemma 16. The Schur polynomial $s_{\mu}\left(z_{1}^{d}\right)$ can be decomposed as:

$$
\begin{equation*}
s_{\mu}\left(z_{1}^{d}\right)=\sum_{\lambda \prec \mu}\left(z_{1}\right)^{|\mu|-|\lambda|} s_{\lambda}\left(z_{2}^{d}\right), \tag{24}
\end{equation*}
$$

where the summation is over all partitions $\lambda$ such that and $\mu_{1} \geq \lambda_{1} \geq \mu_{2} \geq \lambda_{2} \geq \mu_{3} \geq \ldots$,

Applying this with $z^{d}=y_{+}^{d}$,

$$
\begin{equation*}
s_{\mu}\left(y_{+}^{d}\right)=\sum_{\lambda \prec \mu}\left(\frac{1}{d-1}\right)^{|\lambda|} s_{\lambda}\left(1^{d-1}\right) \tag{25}
\end{equation*}
$$

From (6), we see that $s_{\lambda}\left(1^{d-1}\right)$ is the number of semistandard Young tableaux with shape $\lambda$ and entries from $[d-1]$. We can trivially bound $s_{\lambda}\left(1^{d}\right) \leq(d-1)^{|\lambda|}$, the total number of ways of filling the Young tableaux with entries from [d], without any regard to ordering.

We need one final definition.
Definition 5. For a partition $\mu$, let $\operatorname{prec}(\mu)$ be the number of partitions $\lambda$ such that $\lambda \prec \mu$.

## Lemma 17.

$$
\operatorname{prec}(\mu)=\prod_{i=1}^{\infty}\left(\mu_{i}-\mu_{i+1}+1\right)<m^{\sqrt{2 m}} .
$$

Proof. The equality is due to a simple counting argument. For the inequality, let $\mu_{i_{1}}>\mu_{i_{2}}>\ldots>$ $\mu_{i_{k}} \geq 1$ be the distinct elements in $\mu$. If $k=1$, the inequality is easy to show, so assume that $k>1$. Then, $k(k+1) / 2 \leq \mu_{i_{1}}+\ldots+\mu_{i_{k}} \leq m$, implying that $k<\sqrt{2 m}$. Moreover, $\mu_{i_{1}}-\mu_{i_{k}} \leq|\mu|-1=m-1$ since $\mu_{i_{k}}>1$.

$$
\operatorname{prec}(\mu) \leq \prod_{j=1}^{k}\left(1+\mu_{i_{j}}-\mu_{i_{j+1}}\right) \leq m^{k}<m^{\sqrt{2 m}}
$$

Therefore,

$$
\begin{equation*}
s_{\mu}\left(y_{+}^{d}\right)=\sum_{\lambda<\mu}\left(\frac{1}{d-1}\right)^{|\lambda|} s_{\lambda}\left(1^{d-1}\right) \leq \sum_{\lambda \prec \mu}\left(\frac{1}{d-1}\right)^{|\lambda|}(d-1)^{|\lambda|}=\operatorname{prec}(\mu) \leq|\mu|^{\sqrt{2|\mu|}} . \tag{26}
\end{equation*}
$$

Plugging (26) in (23),

$$
\begin{aligned}
\chi^{2}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right) & \leq \sum_{m=2}^{n}\left(e^{3 \sqrt{m}}\left(\frac{e n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{m} \cdot \max _{\mu:|\mu|=m} s_{\mu}\left(y_{+}^{d}\right)^{2}\right) \\
& \leq \sum_{m=2}^{n}\left(e^{3 \sqrt{m}}\left(\frac{e n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{m} \cdot m^{2 \sqrt{2 m}}\right) \\
& \leq \sum_{m=2}^{n}\left((e m)^{3 \sqrt{m}}\left(\frac{e n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{m}\right) .
\end{aligned}
$$

Finally note that $m^{\sqrt{m}}<2 \cdot 2^{m}$ for all $m>1$. Therefore,

$$
\chi^{2}\left(S W_{\boldsymbol{\eta}}, S W_{\nu}\right) \leq \sum_{m=2}^{n} 8\left(\frac{(2 e)^{4} n \varepsilon^{2 / \alpha}}{d^{2-2 / \alpha}}\right)^{m}
$$

Therefore, unless $n \geq \Omega\left(\frac{d^{2-\frac{2}{\alpha}}}{\varepsilon^{\frac{2}{\alpha}}}\right)$, the $\chi^{2}$ distance is small, proving the result.

## 5 von Neumann Entropy

### 5.1 Empirical Entropy Upper Bound

Analogous to the classical setting, the empirical distribution is

$$
\widehat{\boldsymbol{\eta}}_{i} \stackrel{\text { def }}{=} \frac{\boldsymbol{\lambda}_{i}}{n} .
$$

The empirical estimate of $S(\rho)$ is

$$
\widehat{S(\boldsymbol{\lambda})} \stackrel{\text { def }}{=} \sum_{i=1}^{d} \frac{\boldsymbol{\lambda}_{i}}{n} \log \frac{n}{\boldsymbol{\lambda}_{i}}=\sum_{i=1}^{d} \widehat{\boldsymbol{\eta}_{i}} \log \frac{1}{\widehat{\boldsymbol{\eta}}_{i}} .
$$

We prove the following bound on the mean squared error of this estimator.
Theorem 2. The empirical entropy estimate satisfies:

$$
\mathbb{E}\left[(\widehat{S(\boldsymbol{\lambda})}-S(\rho))^{2}\right] \leq O\left(\frac{d^{4}}{n^{2}}+\frac{d^{2}}{n}+\frac{\log ^{2} n}{n}\right)
$$

An immediate corollary is the following sample complexity bound.

## Corollary 1.

$$
C(S, d, \varepsilon)=O\left(\frac{d^{2}}{\varepsilon^{2}}+\frac{\log ^{2}(1 / \varepsilon)}{\varepsilon^{2}}\right)
$$

Proof. By Markov's Inequality on Theorem 2, there is a constant $C$ such that with probability at least 0.9,

$$
|(\widehat{S(\rho)}-S(\rho))|<C \sqrt{\frac{d^{4}}{n^{2}}+\frac{d^{2}}{n}+\frac{\log ^{2} n}{n}}<C\left(\frac{d^{2}}{n}+\frac{d}{\sqrt{n}}+\frac{\log n}{\sqrt{n}}\right)
$$

Bounding each term to at most $\varepsilon / 3 C$ gives the sample complexity bound.
Proof of Theorem 2.
For an estimator $\hat{X}$ of a parameter $x$, the mean-squared error can be decomposed as

$$
\mathbb{E}\left[(x-\hat{X})^{2}\right]=\mathbb{E}\left[(x-\mathbb{E}[\hat{X}])^{2}\right]+\mathbb{E}\left[(\hat{X}-\mathbb{E}[\hat{X}])^{2}\right]
$$

where the first term is the squared bias, and the second term is the variance. In particular,

$$
\begin{equation*}
\mathbb{E}\left[(\widehat{S(\boldsymbol{\lambda})}-S(\rho))^{2}\right]=(S(\rho)-\mathbb{E}[\widehat{S(\boldsymbol{\lambda})}])^{2}+\operatorname{Var}(\widehat{S(\boldsymbol{\lambda})}) \tag{27}
\end{equation*}
$$

The theorem follows by plugging the following two bounds on the bias and variance into (27).

## Lemma 18.

$$
|S(\rho)-\mathbb{E}[\widehat{S(\boldsymbol{\lambda})}]| \leq \frac{d^{2}}{n}+9 \frac{d}{\sqrt{n}}
$$

Lemma 19.

$$
\operatorname{Var}(\widehat{S(\boldsymbol{\lambda})})=O\left(\frac{\log ^{2} n}{n}\right)
$$

### 5.1.1 Bounding the Bias (Proof of Lemma 18)

The bias of the empirical estimate can be bounded as:

$$
\begin{align*}
|S(\rho)-\mathbb{E}[\widehat{S(\boldsymbol{\lambda})}]| & =\left|\mathbb{E}\left[\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i} \log \frac{1}{\boldsymbol{\eta}_{i}}-\widehat{\boldsymbol{\eta}_{i}} \log \frac{1}{\widehat{\boldsymbol{\eta}}_{i}}\right)\right]\right| \\
& =\left|\mathbb{E}\left[\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i} \log \frac{1}{\boldsymbol{\eta}_{i}}-\widehat{\boldsymbol{\eta}_{i}} \log \frac{1}{\boldsymbol{\eta}_{i}}+\widehat{\boldsymbol{\eta}_{i}} \log \frac{1}{\boldsymbol{\eta}_{i}}-\widehat{\boldsymbol{\eta}_{i}} \log \frac{1}{\widehat{\boldsymbol{\eta}}_{i}}\right)\right]\right| \\
& \leq\left|\mathbb{E}\left[\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i}-\widehat{\boldsymbol{\eta}_{i}}\right) \log \frac{1}{\boldsymbol{\eta}_{i}}\right]\right|+\left|\mathbb{E}\left[\sum_{i=1}^{d}\left(\widehat{\boldsymbol{\eta}_{i}} \log \frac{\widehat{\boldsymbol{\eta}}_{i}}{\boldsymbol{\eta}_{i}}\right)\right]\right| \\
& \leq\left|\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i}-\mathbb{E}\left[\widehat{\boldsymbol{\eta}_{i}}\right]\right) \log \frac{1}{\boldsymbol{\eta}_{i}}\right|+\mathbb{E}\left[\sum_{i=1}^{d} \frac{\left(\widehat{\boldsymbol{\eta}_{i}}-\boldsymbol{\eta}_{i}\right)^{2}}{\boldsymbol{\eta}_{i}}\right] . \tag{28}
\end{align*}
$$

The second term is the expected $\chi^{2}$-distance of the empirical distance and the underlying distribution. Theorem 4.7 of [OW17a] states that

$$
\mathbb{E}\left[\sum_{i=1}^{d} \frac{\left(\widehat{\boldsymbol{\eta}_{i}}-\boldsymbol{\eta}_{i}\right)^{2}}{\boldsymbol{\eta}_{i}}\right] \leq \frac{d^{2}}{n},
$$

which bounds the second term of (28). We now bound the first term. We again use the following result from [OW17a] that bounds the expected value of $\widehat{\boldsymbol{\eta}}_{i}$ around $\boldsymbol{\eta}_{i}$.
Lemma 20 (Theorem 1.4 of [OW17a]).

$$
\left|\boldsymbol{\eta}_{i}-\mathbb{E}\left[\left(\widehat{\boldsymbol{\eta}_{i}}\right)\right]\right| \leq 2 \sqrt{\frac{\min \left\{1, \boldsymbol{\eta}_{i} d\right\}}{n}} .
$$

Let $c_{1}, \ldots, c_{d}$ be the constants such that $\boldsymbol{\eta}_{i}-\mathbb{E}\left[\widehat{\boldsymbol{\eta}_{i}}\right]=c_{i} \sqrt{\frac{d \boldsymbol{\eta}_{i}}{n}}$, then, by Lemma 20, $\left|c_{i}\right| \leq 2$. Since $\sum_{i=1}^{d} \boldsymbol{\eta}_{i}=\sum_{i=1}^{d} \widehat{\boldsymbol{\eta}_{i}}=1$,

$$
\sqrt{\frac{d}{n}}\left(\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}_{i}}\right)=\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i}-\mathbb{E}\left[\widehat{\boldsymbol{\eta}}_{i}\right]\right)=0
$$

implying that $\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}_{i}}=0$. Therefore,

$$
\begin{equation*}
\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i}-\mathbb{E}\left[\widehat{\boldsymbol{\eta}}_{i}\right]\right) \log \frac{1}{\boldsymbol{\eta}_{i}}=\sqrt{\frac{d}{n}} \cdot\left(\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}}_{i} \log \frac{1}{\boldsymbol{\eta}_{i}}\right) . \tag{29}
\end{equation*}
$$

Since $\sqrt{\frac{d}{n}}$ is a constant, to bound the first term of (28) it will suffice to upper bound the following maximization problem.

P1: maximize $\left|\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}}_{i} \log \frac{1}{\boldsymbol{\eta}_{i}}\right|$
subject to $\left|c_{i}\right| \leq 2$, and $\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}_{i}}=0$.

By the triangle inequality,

$$
\begin{equation*}
\left|\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}}_{i} \log \frac{1}{\boldsymbol{\eta}_{i}}\right| \leq\left|\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}}_{i} \log \frac{1}{c_{i}^{2} \boldsymbol{\eta}_{i}}\right|+\left|\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}}_{i} \log c_{i}^{2}\right| \tag{30}
\end{equation*}
$$

We bound the terms individually. We first consider the second term. Since $\left|c_{i}\right| \leq 2$, the largest value of $\left|c_{i} \log c_{i}^{2}\right|$ is $2 \log 4$. Therefore,

$$
\left|\sum_{i=1}^{d} c_{i} \sqrt{\boldsymbol{\eta}}_{i} \log c_{i}^{2}\right| \leq 2 \log 4 \cdot\left(\sum_{i=1}^{d} \sqrt{\boldsymbol{\eta}}_{i}\right) \leq(2 \log 4) \cdot \sqrt{d}
$$

where we use that $\sum_{i=1}^{d} \sqrt{\boldsymbol{\eta}}_{i}<\sqrt{d}$ by concavity of square root.
Let $x_{i}=c_{i} \sqrt{\boldsymbol{\eta}}_{i}$, then $\sum_{i} x_{i}=0$, and since $\sum \boldsymbol{\eta}_{i}=1, \sum_{i} x_{i}^{2} \leq 4$. Therefore, to bound the first term of (30), it will suffice to solve $\mathbf{P} \mathbf{2}$ below.

$$
\begin{align*}
\mathbf{P 2}: \quad \text { maximize } & \sum_{i=1}^{d} x_{i} \log \frac{1}{x_{i}^{2}}  \tag{31}\\
& \text { subject to } \sum_{i=1}^{d} x_{i}=0, \text { and } \sum_{i=1}^{d} x_{i}^{2} \leq 4 \tag{32}
\end{align*}
$$

We show in Appendix D that
Lemma 21. The maximum value of the optimization problem $\mathbf{P} 2$ is at most $\frac{16}{e} \sqrt{d}$.
Plugging this in (30), the maximum of $\mathbf{P} 1$ is at most $(16 / e+2 \log 4) \sqrt{d}$. Therefore,

$$
\left|\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i}-\mathbb{E}\left[\widehat{\boldsymbol{\eta}_{i}}\right]\right) \log \frac{1}{\boldsymbol{\eta}_{i}}\right| \leq\left(\frac{16}{e}+2 \log 4\right) \frac{d}{\sqrt{n}} \leq \frac{9 d}{\sqrt{n}}
$$

Plugging this in turn into (28) yields

$$
|S(\rho)-\mathbb{E}[\widehat{S(\boldsymbol{\lambda})}]| \leq \frac{d^{2}}{n}+\frac{9 d}{\sqrt{n}}
$$

thus bounding the bias.

### 5.1.2 Proof of Lemma 19.

We will use the bounded difference variance bound (Lemma 3). In particular, we consider the non-decreasing subsequence interpretation of weak Schur sampling. Let $X^{n} \in[d]^{n}$, and let $\boldsymbol{\lambda}$ be the shape of its young tableaux through the RSK correspondence. Let $\boldsymbol{\lambda}^{\prime}$ be the shape of the Young tableaux corresponding to a sequence with Hamming distance at most one from $X^{n}$. Let $S(\boldsymbol{\lambda})$, and $S\left(\boldsymbol{\lambda}^{\prime}\right)$ denote their respective empirical von Neumann entropy. The next lemma states that changing one of the $n$ symbols has small effect on the empirical entropy.
Lemma 22. Let $\boldsymbol{\lambda}$, and $\boldsymbol{\lambda}^{\prime}$ be two Young tableaux shapes obtained from the LIS of two length-n samples that differ in at most one symbol. If $n \geq 27$, then

$$
\left|\widehat{S(\boldsymbol{\lambda})}-\widehat{S\left(\boldsymbol{\lambda}^{\prime}\right)}\right| \leq \frac{15 \log n}{n}
$$

This lemma is proved in Appendix E.
We invoke the bounded difference inequality (Lemma 3) along with Lemma 22. The empirical entropy estimate changes by at most $15 \log n / n$ when one symbol is changed. Therefore, the variance is at most

$$
\operatorname{Var}(\widehat{S(\boldsymbol{\lambda})}) \leq \frac{1}{4} n \cdot\left(\frac{15 \log n}{n}\right)^{2} \leq \frac{225 \log ^{2} n}{4 n}
$$

## 6 Non Integral $\alpha$

## $6.1 \quad \alpha>1$

We prove the following sample complexity bound for estimating $\mathcal{S}_{\alpha}(\rho)$ for $\alpha>1$.
Theorem 3. For $\alpha>1$, the empirical estimator of $\mathcal{S}_{\alpha}(\rho)$ outputs a $\pm \varepsilon$ estimate with $O\left(\frac{d^{2}}{\varepsilon^{2}}\right)$ copies of $\rho$ with probability at least 0.9.

Proof. Recall that $n=\sum \boldsymbol{\lambda}_{i}$. Define

$$
M_{\alpha}(\boldsymbol{\lambda}) \stackrel{\text { def }}{=} \sum_{i=1}^{d}\left(\frac{\boldsymbol{\lambda}_{i}}{n}\right)^{\alpha} .
$$

We show that when $n$ is large enough, $M_{\alpha}(\boldsymbol{\lambda})$ is within a small multiplicative factor of $M_{\alpha}(\boldsymbol{\eta})$. The following result shows each term $\left(\boldsymbol{\lambda}_{i} / n\right)^{\alpha}$ concentrates around $\boldsymbol{\eta}_{i}^{\alpha}$.
Lemma 23. Let $\beta>1$, and further suppose that the sorted probabilities are $\boldsymbol{\eta}_{i}$. Then there is a constant $C_{\beta}$ such that

$$
\mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right|\right]<C_{\beta} \cdot\left(n^{\beta / 2}+\sqrt{n}\left(\boldsymbol{\eta}_{i} n\right)^{\beta-1}\right) .
$$

This lemma is proved in Appendix G.
Then,

$$
\begin{align*}
\mathbb{E}\left[\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|\right] & =\mathbb{E}\left[\left|\sum_{i=1}^{d}\left(\left(\frac{\boldsymbol{\lambda}_{i}}{n}\right)^{\alpha}-\boldsymbol{\eta}_{i}^{\alpha}\right)\right|\right] \\
& \leq \frac{1}{n^{\alpha}} \sum_{i=1}^{d} \mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\alpha}-\left(\boldsymbol{\eta}_{i} n\right)^{\alpha}\right|\right] \\
& \leq \frac{C_{\alpha}}{n^{\alpha}} \sum_{i=1}^{d}\left(n^{\alpha / 2}+\sqrt{n}\left(\eta_{i} n\right)^{\alpha-1}\right)  \tag{33}\\
& =C_{\alpha}\left(\frac{d}{n^{\alpha / 2}}+\frac{1}{\sqrt{n}} \sum_{i=1}^{d} \boldsymbol{\eta}_{i}^{\alpha-1}\right) \\
& =C_{\alpha}\left(\frac{d}{n^{\alpha / 2}}+\frac{M_{\alpha-1}(\boldsymbol{\eta})}{\sqrt{n}}\right) \tag{34}
\end{align*}
$$

where (33) uses Lemma 23.

By Lemma 5 , for $\alpha>1, M_{\alpha}(\boldsymbol{\eta}) \geq d^{1-\alpha}$, and $M_{\alpha-1}(\boldsymbol{\eta}) \leq d M_{\alpha}(\boldsymbol{\eta})$. Substituting in (34),

$$
\begin{aligned}
\mathbb{E}\left[\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|\right] & \leq C_{\alpha}\left(\frac{d}{n^{\alpha / 2}}+\frac{M_{\alpha-1}(\boldsymbol{\eta})}{\sqrt{n}}\right) \\
& \leq C_{\alpha}\left(\frac{d^{\alpha} M_{\alpha}(\boldsymbol{\eta})}{n^{\alpha / 2}}+\frac{d M_{\alpha}(\boldsymbol{\eta})}{\sqrt{n}}\right) \\
& \leq C_{\alpha}\left(\frac{d^{\alpha}}{n^{\alpha / 2}}+\frac{d}{\sqrt{n}}\right) M_{\alpha}(\boldsymbol{\eta}) .
\end{aligned}
$$

By Markov's Inequality,

$$
\operatorname{Pr}\left(\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|>\varepsilon M_{\alpha}(\boldsymbol{\eta})\right) \leq \frac{\mathbb{E}\left[\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|\right]}{\varepsilon M_{\alpha}(\boldsymbol{\eta})} \leq \frac{C_{\alpha}}{\varepsilon}\left(\frac{d^{\alpha}}{n^{\alpha / 2}}+\frac{d}{\sqrt{n}}\right) .
$$

Therefore, when $n>C d^{2}\left(\frac{1}{\varepsilon^{2}}+\frac{1}{\varepsilon^{2 / \alpha}}\right)$, the result follows. Since $\alpha>1$, the first term dominates.
$6.2 \quad \alpha<1$
In this section, we will prove the following:
Theorem 4. The empirical estimator of $\mathcal{S}_{\alpha}(\rho)$ outputs a $\pm \varepsilon$ estimate with $O\left(\left(\frac{d}{\varepsilon}\right)^{2 / \alpha}\right)$ copies.
Similar to the case of large $\alpha$, we need the following result, which is proved in Appendix H .
Lemma 24. Let $\beta<1$ and suppose that the sorted probabilities are $\boldsymbol{\eta}_{i}$. Then there is a constant $C_{\beta}$ such that

$$
\mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}^{\beta}-\left(\eta_{i} n\right)^{\beta}\right|\right]<C_{\beta} \cdot n^{\beta / 2}
$$

We now prove the copy complexity bound assuming this result.
Proof of Theorem 4. Recall that $n=\sum \boldsymbol{\lambda}_{i}$. Define,

$$
M_{\alpha}(\boldsymbol{\lambda}) \stackrel{\text { def }}{=} \sum_{i=1}^{d}\left(\frac{\boldsymbol{\lambda}_{i}}{n}\right)^{\alpha} .
$$

Then by the triangle inequality,

$$
\begin{align*}
\mathbb{E}\left[\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|\right] & \leq \frac{1}{n^{\alpha}} \sum_{i=1}^{d} \mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\alpha}-\left(\boldsymbol{\eta}_{i} n\right)^{\alpha}\right|\right] \\
& \leq \frac{C_{\alpha}}{n^{\alpha}} \sum_{i=1}^{d} n^{\alpha / 2}  \tag{35}\\
& =C_{\alpha} \frac{d}{n^{\alpha / 2}}, \tag{36}
\end{align*}
$$

where (35) follows from Lemma 24. For $\alpha<1, M_{\alpha}(\boldsymbol{\eta}) \geq 1$. Substituting in (36),

$$
\mathbb{E}\left[\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|\right] \leq C_{\alpha} \frac{d}{n^{\alpha / 2}} \leq C_{\alpha} \frac{d}{n^{\alpha / 2}} M_{\alpha}(\boldsymbol{\eta}) .
$$

By Markov's Inequality,

$$
\operatorname{Pr}\left(\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|>\varepsilon M_{\alpha}(\boldsymbol{\eta})\right) \leq \frac{\mathbb{E}\left[\left|M_{\alpha}(\boldsymbol{\lambda})-M_{\alpha}(\boldsymbol{\eta})\right|\right]}{\varepsilon M_{\alpha}(\boldsymbol{\eta})} \leq \frac{C_{\alpha}}{\varepsilon}\left(\frac{d}{n^{\alpha / 2}}\right) .
$$

Therefore, when $n>C\left(\frac{d}{\varepsilon}\right)^{2 / \alpha}$, the result follows.

## 7 Lower bound on the performance of empirical entropy estimate

### 7.1 Stronger error probability bounds for performance of EYD

The EYD algorithm for estimating the multiset of probability elements simply outputs the empirical probabilities of the Young tableaux, namely $\boldsymbol{\eta}_{i}=\boldsymbol{\lambda}_{i} / n$. The performance of the EYD algorithm has been well studied. We will consider the special case of the uniform distribution, and the performance metric of total variation. It is known [OW16] that the EYD algorithm using $O\left(d^{2} / \varepsilon^{2}\right)$ samples from the uniform distribution satisfies with high probability,

$$
\mathbb{E}\left[d_{T V}(\boldsymbol{\eta}, u)\right]<\varepsilon .
$$

The best known lower bounds for the performance of the EYD algorithm is the following result of [OW15].

Theorem 5. There is a constant $\varepsilon_{0}>0$, such that for $\varepsilon \leq \varepsilon_{0}$,

$$
\operatorname{Pr}\left(\sum_{i=1}^{d}\left|\frac{\boldsymbol{\lambda}_{i}}{n}-\frac{1}{d}\right|>\varepsilon\right)>0.01
$$

unless $n=\Omega\left(d^{2} / \varepsilon^{2}\right)$.
We will strengthen their error probability bound as follows.
Theorem 6. There are constants $\varepsilon_{0}>0, c_{1}$, and $c_{2}$ such that when $\varepsilon \leq \varepsilon_{0}$, and $n<c_{1} d^{2} / \varepsilon^{2}$, and $\rho$ is maximally mixed,

$$
\operatorname{Pr}\left(\sum_{i=1}^{d}\left|\frac{\boldsymbol{\lambda}_{i}}{n}-\frac{1}{d}\right|>\varepsilon\right)>1-\exp \left(-c_{2} \cdot d\right) .
$$

Proof. Let

$$
Z(\boldsymbol{\lambda})=\sum_{i=1}^{d}\left|\frac{\boldsymbol{\lambda}_{i}}{n}-\frac{1}{d}\right| .
$$

By the LIS interpretation of the Young tableaux, we will show that if $\boldsymbol{\lambda}$, and $\boldsymbol{\lambda}^{\prime}$ are two Young tableaux corresponding to sequences that differ at at most one position, then the difference of their total variation distances from the uniform distribution is small. In particular,

Lemma 25.

$$
\left|Z(\boldsymbol{\lambda})-Z\left(\boldsymbol{\lambda}^{\prime}\right)\right| \leq \frac{14}{n}
$$

This lemma is proved in Section F.
To prove Theorem 6, we first show that it holds for small $n$ (at most $O\left(d / \varepsilon^{2}\right)$ ). This is proved in the following two lemmas and relies only on results about the empirical distribution in the classical setting. These are proved in Appendix F.
Lemma 26. Let $\hat{p}$ be the empirical distribution from $n$ draws from the uniform distribution $u$ over $[d]$. There are constants $\varepsilon_{0}$, and $c$, such that for any $\varepsilon<\varepsilon_{0}$, unless $n=\Omega\left(d / \varepsilon^{2}\right)$,

$$
\operatorname{Pr}\left(d_{T V}(\hat{p}, u)<\varepsilon / 2\right)<\exp (-c \cdot d) .
$$

Using a coupling argument, we prove the following lemma.
Lemma 27. Unless $n=\Omega\left(d / \varepsilon^{2}\right)$,

$$
\operatorname{Pr}(Z(\boldsymbol{\lambda})<\varepsilon) \leq \operatorname{Pr}\left(d_{T V}(\hat{p}, u)<\varepsilon / 2\right)<\exp (-c \cdot d),
$$

where c is the same constant as Lemma 26.
We henceforth assume that $n>C d / \varepsilon^{2}$ for some constant $C$. By Theorem 5 with appropriate normalization, we can claim that for $\varepsilon<\varepsilon_{0}$ (for some constant $\varepsilon_{0}$ ), unless $n=\Omega\left(d^{2} / \varepsilon^{2}\right)$,

$$
\begin{equation*}
\mathbb{E}[Z(\boldsymbol{\lambda})]>\varepsilon . \tag{37}
\end{equation*}
$$

Therefore, when (37) is satisfied, and $n>C d / \varepsilon^{2}$

$$
\begin{align*}
\operatorname{Pr}\left(Z(\boldsymbol{\lambda})<\frac{\varepsilon}{2}\right) & =\operatorname{Pr}\left(\mathbb{E}[Z(\boldsymbol{\lambda})]-Z(\boldsymbol{\lambda})>\mathbb{E}[Z(\boldsymbol{\lambda})]-\frac{\varepsilon}{2}\right) \\
& \leq \operatorname{Pr}\left(\mathbb{E}[Z(\boldsymbol{\lambda})]-Z(\boldsymbol{\lambda})>\frac{\varepsilon}{2}\right) \\
& \leq \exp \left(-\frac{2(\varepsilon / 2)^{2}}{n \cdot(14 / n)^{2}}\right) \\
& =\exp \left(-\frac{n \varepsilon^{2}}{392}\right) \\
& \leq \exp \left(-\frac{C d}{392}\right) \tag{38}
\end{align*}
$$

proving Theorem 6.

### 7.2 Lower bound for $\alpha \geq 1$

In this section we show that empirical estimation of entropy requires at least quadratic (in $d$ ) samples for $\alpha \geq 1$. This shows that the analysis of empirical estimation is tight in the dimensionality.

Theorem 7. There is a constant $\varepsilon_{0}$, such that for $\varepsilon<\varepsilon_{0}$, the empirical estimate of entropy requires $\Omega\left(d^{2} / \varepsilon\right)$ samples to estimate von Neumann entropy, and any Rényi entropy of order greater than one.

The proof uses two claims. The second is on the monotonicity of Rényi entropy (See [BS93]).

Lemma 28. $\mathcal{S}_{\alpha}(\rho)$ is a non-increasing function of $\alpha$.
We show that when the state is maximally mixed, namely each eigenvalue is $\frac{1}{d}$, the empirical estimator cannot estimate the entropy unless we have enough samples.

Lemma 29. For any $\alpha \geq 1$, there exist constants $c_{1}$, and $c_{2}$ such that when the distribution is maximally mixed, and $n<c_{1} d^{2} / \varepsilon^{2}$, with probability at least $1-\exp \left(-c_{2} d^{2}\right)$,

$$
S_{\alpha}\left(\frac{\boldsymbol{\lambda}}{n}\right)<\log d-\varepsilon^{2}
$$

Proof. Suppose $u$ denotes the maximally mixed state. Then,

$$
\begin{align*}
S(u)-\widehat{S(\boldsymbol{\lambda})} & =\sum_{i=1}^{d}\left(\frac{\boldsymbol{\lambda}_{i}}{n} \log d-\frac{\boldsymbol{\lambda}_{i}}{n} \log \frac{n}{\boldsymbol{\lambda}_{i}}\right) \\
& =\sum_{i=1}^{d}\left(\frac{\boldsymbol{\lambda}_{i}}{n} \log \frac{n / \boldsymbol{\lambda}_{i}}{d}\right) \\
& =d_{K L}\left(\frac{\boldsymbol{\lambda}}{n}, u\right) \\
& \geq 2 d_{T V}\left(\frac{\boldsymbol{\lambda}}{n}, u\right)^{2} \tag{39}
\end{align*}
$$

where the last step is from Lemma 2. By Lemma 28, whenever the total variation of the empirical distribution from the uniform distribution is at least $\varepsilon$, all Rényi entropies of order at least one at $\Omega\left(\varepsilon^{2}\right)$ away from $\log d$. Combining with Theorem 6 gives the result.

Proof of Theorem 7. The last lemma says that to estimate the entropy to $\pm \varepsilon^{2}$, the empirical estimate requires $\Omega\left(d^{2} / \varepsilon^{2}\right)$ samples. Substituting $\varepsilon=\varepsilon^{2}$ gives the result.

### 7.3 Lower bound for $\alpha<1$

The lower bounds for the empirical algorithm for $\alpha \geq 1$ were shown for the uniform distribution. However, for $\alpha<1$, the uniform distribution only provides a quadratic dependence on $d$. This is similar to the classical setting, where [AOST17] designed another distribution for analyzing the case $\alpha<1$. We will consider their distributions as our eigenvalues (for ease of notations we use the dimension to be $d+1$ ):

$$
\begin{equation*}
\boldsymbol{\nu}_{1}=1-\frac{\varepsilon}{d^{\frac{1}{\alpha}-1}}, \boldsymbol{\nu}_{i}=\frac{\varepsilon}{d^{\frac{1}{\alpha}}}, \text { for } i=2, \ldots, d+1 \text {. } \tag{40}
\end{equation*}
$$

Thus we assume that $\varepsilon<d^{1 / \alpha-1}$. [AOST17] consider $\boldsymbol{\nu}$ as a distribution for the classical setting and showed that the empirical plug-in estimator requires $\Omega\left((d / \varepsilon)^{1 / \alpha}\right)$ samples to output an $\pm \varepsilon$ estimate of $\mathcal{S}_{\alpha}(\rho)$. In particular, they show that unless $\Omega\left(d^{1 / \alpha} / \varepsilon\right)$, the plug-in estimator of Renyi entropy (See Section 3.1.2) $H_{\alpha}(\hat{p})$ is at most $S_{\alpha}(\boldsymbol{\nu})-\varepsilon^{\alpha}$. We can now invoke the following inequality from [HLP29], and [MOA11, Equation (1), Chapter 1].

Lemma 30. If $f$ is a concave function, and $x_{1}, \ldots, x_{m}$ majorizes $y_{1}, \ldots, y_{m}$, then

$$
\sum_{i=1}^{m} f\left(x_{i}\right) \leq \sum_{i=1}^{m} f\left(y_{i}\right)
$$

Since $x^{\alpha}$ is a concave function, and $\boldsymbol{\lambda} / n$ majorizes the profile, this implies that $S_{\alpha}(\boldsymbol{\lambda} / n)$ is at most $H_{\alpha}(\hat{p})$. This proves a lower bound of $\Omega\left((d / \varepsilon)^{1 / \alpha}\right)$ to estimate $\mathcal{S}_{\alpha}(\rho)$ to $\pm \varepsilon^{\alpha}$ in the present setting. We now provide an improved lower bound. Suppose $\rho$ is a density matrix with eigenvalues $\nu$.

Theorem 8. The EYD algorithm requires $\Omega\left(d^{1+1 / \alpha} / \varepsilon^{1 / \alpha}\right)$ copies to estimate $\mathcal{S}_{\alpha}(\rho)$ to $\pm \varepsilon$.
We will consider the LIS interpretation of the Young tableaux, generated by a distribution over $[d+1]$ that assigns probability $\boldsymbol{\nu}_{i}$ to symbol $i$. Recall that the ordering of eigenvalues does not affect the output distribution of Young tableaux.

Let $\boldsymbol{\lambda}$ be the Young tableaux generated from $n$ independent samples. Fix $\beta>0$, and consider the following events.
$\mathcal{E}_{1}: \boldsymbol{\lambda}_{1}$ is equal to the number of occurrences of symbol 1 .
$\mathcal{E}_{2}:$ If $M=n-\boldsymbol{\lambda}_{1}=\sum_{i=2}^{d+1} \boldsymbol{\lambda}_{i}$ then

$$
\begin{equation*}
\sum_{i=2}^{d+1}\left|\frac{\boldsymbol{\lambda}_{i}}{M}-\frac{1}{d}\right|>2 \beta \tag{41}
\end{equation*}
$$

$\mathcal{E}_{3}:$

$$
\frac{M^{\alpha}}{n^{\alpha}} d^{1-\alpha}<\varepsilon^{\alpha}\left(1+\beta^{2} \frac{\alpha(1-\alpha)}{2}\right) .
$$

The following lemma, proved in Appendix I, states that these events occur unless $n$ is large.
Lemma 31. If $n=\Omega\left(d^{1 / \alpha-1} / \varepsilon\right)$ and $n=O\left(d^{1+1 / \alpha} / \varepsilon\right)$, then with probability at least 0.9, $\mathcal{E}_{1}, \mathcal{E}_{2}, \mathcal{E}_{3}$ all occur.

We now prove Theorem 8 assuming Lemma 31. By the reasoning before Theorem 8, we may assume that $n=\Omega\left(d^{1 / \alpha} / \varepsilon\right)$, and thus $n$ is in the range assumed by Lemma 31. We will use the following lemma, which states that if a distribution is far from the uniform distribution, its $\alpha$ th moment is far from that of the uniform distribution.

Lemma 32. Let $p$ be a distribution over $[d]$ such that $\sum_{i=1}^{d}\left|p(i)-\frac{1}{d}\right|=2 \gamma$, then for $\alpha<1$,

$$
\sum_{i=1}^{d} p_{i}^{\alpha} \leq\left(1-\alpha(1-\alpha) \cdot \gamma^{2}\right) \cdot d^{1-\alpha}
$$

The lemma is proved in Appendix J. We can now consider $\boldsymbol{\lambda}_{i} / M$ for $i=2, \ldots, d+1$ as a distribution over $d$ elements. Applying the lemma, when $\mathcal{E}_{2}$ holds,

$$
\sum_{i=2}^{d+1}\left(\frac{\boldsymbol{\lambda}_{i}}{M}\right)^{\alpha}<\left(1-\alpha(1-\alpha) \beta^{2}\right) d^{1-\alpha}
$$

When this happens,

$$
\begin{align*}
\sum_{i=1}^{d+1}\left(\frac{\boldsymbol{\lambda}_{i}}{n}\right)^{\alpha} & =\left(\frac{\boldsymbol{\lambda}_{1}}{n}\right)^{\alpha}+\left(\frac{M}{n}\right)^{\alpha} \cdot\left(\sum_{i=2}^{d+1}\left(\frac{\boldsymbol{\lambda}_{i}}{M}\right)^{\alpha}\right) \\
& <1+\left(\frac{M}{n}\right)^{\alpha} \cdot\left(1-\alpha(1-\alpha) \beta^{2}\right) d^{1-\alpha} \\
& \leq 1+\varepsilon^{\alpha}\left(1+\beta^{2} \frac{\alpha(1-\alpha)}{2}\right)\left(1-\beta^{2} \alpha(1-\alpha)\right)  \tag{42}\\
& \leq 1+\varepsilon^{\alpha}\left(1-\beta^{2} \frac{\alpha(1-\alpha)}{2}\right) \tag{43}
\end{align*}
$$

where (42) follows from $\mathcal{E}_{3}$.
We now relate this to $M_{\alpha}(\boldsymbol{\nu})$.

$$
M_{\alpha}(\boldsymbol{\nu})=\left(1-\frac{\varepsilon}{d^{\frac{1}{\alpha}-1}}\right)^{\alpha}+d \cdot\left(\frac{\varepsilon}{d^{\frac{1}{\alpha}}}\right)^{\alpha}
$$

For any $x<0.5,(1-x)^{\alpha}>1-2 \alpha x$, and therefore, for $\varepsilon<0.1$,

$$
\begin{equation*}
M_{\alpha}(\boldsymbol{\nu}) \geq 1-2 \alpha \frac{\varepsilon}{d^{\frac{1}{\alpha}-1}}+\varepsilon^{\alpha} \tag{44}
\end{equation*}
$$

Suppose $d^{1 / \alpha-1}>\frac{10}{\beta^{2}(1-\alpha)}$. Then

$$
\begin{equation*}
M_{\alpha}(\boldsymbol{\nu}) \geq 1+\varepsilon^{\alpha} \cdot\left(1-\beta^{2} \frac{\alpha(1-\alpha)}{5}\right) \tag{45}
\end{equation*}
$$

Now simply comparing (45), and (45), and using the fact that $\log (1+x)=x+\Theta\left(x^{2}\right)$ for $|x|<1 / 2$, we note that the EYD Rényi entropy is a factor $\Omega\left(\varepsilon^{\alpha}\right)$ away from the true entropy. Therefore, by Lemma 31, unless $n=\Omega\left(d^{1+1 / \alpha} / \varepsilon\right)$ we cannot estimate entropy up to $\pm \varepsilon^{\alpha}$. Substituting $\varepsilon$ with $\varepsilon^{1 / \alpha}$ gives the theorem.

## Acknowledgements

The authors would like to thank John Wright for detailed comments on a manuscript of the paper. In particular, he pointed out a mistake in the proof of the copy complexity lower bound for integral $\alpha$, which has been fixed in this version. They also thank John Wright for sharing their results on von Neumann entropy estimation.

## References

[ADOS17] Jayadev Acharya, Hirakendu Das, Alon Orlitsky, and Ananda Theertha Suresh. A unified maximum likelihood approach for estimating symmetric properties of discrete distributions. In International Conference on Machine Learning, pages 11-21, 2017.
[AOST15] Jayadev Acharya, Alon Orlitsky, Ananda Theertha Suresh, and Himanshu Tyagi. The complexity of estimating Rényi entropy. In SODA, 2015.
[AOST17] J. Acharya, A. Orlitsky, A. T. Suresh, and H. Tyagi. Estimating Rényi entropy of discrete distributions. IEEE Transactions on Information Theory, 63(1):38-56, Jan 2017.
[ARS88] Robert Alicki, Slawomir Rudnicki, and Slawomir Sadowski. Symmetry properties of product states for the system of $n n$-level atoms. Journal of mathematical physics, 29(5):1158-1162, 1988.
[ $\left.\mathrm{BBC}^{+} 93\right]$ Charles H. Bennett, Gilles Brassard, Claude Crépeau, Richard Jozsa, Asher Peres, and William K. Wootters. Teleporting an unknown quantum state via dual classical and Einstein-Podolsky-Rosen channels. Phys. Rev. Lett., 70:1895-1899, Mar 1993.
[BHH11] Sergey Bravyi, Aram W Harrow, and Avinatan Hassidim. Quantum algorithms for testing properties of distributions. IEEE Transactions on Information Theory, 57(6):3971-3981, 2011.
[BL12] Nayantara Bhatnagar and Nathan Linial. On the Lipschitz constant of the RSK correspondence. Journal of Combinatorial Theory, Series A, 119(1):63-82, 2012.
[BLM13] S. Boucheron, G. Lugosi, and P. Massart. Concentration Inequalities: A Nonasymptotic Theory of Independence. OUP Oxford, 2013.
[BMW16] Mohammad Bavarian, Saeed Mehraban, and John Wright. . Personal Communication, 2016.
[BOW17] Costin Bădescu, Ryan O'Donnell, and John Wright. Quantum state certification, 2017.
[BS93] Christian Beck and Friedrich Schögl. Thermodynamics of Chaotic Systems: An Introduction. Cambridge Nonlinear Science Series. Cambridge University Press, 1993.
[BSST02] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V. Thapliyal. Entanglement-assisted capacity of a quantum channel and the reverse Shannon theorem. IEEE Transactions on Information Theory, 48(10):2637-2655, Oct 2002.
[BW92] Charles H. Bennett and Stephen J. Wiesner. Communication via one- and two-particle operators on Einstein-Podolsky-Rosen states. Phys. Rev. Lett., 69:2881-2884, Nov 1992.
[BZLV16] Yuheng Bu, Shaofeng Zou, Yingbin Liang, and Venugopal V Veeravalli. Estimation of KL divergence between large-alphabet distributions. In ISIT, 2016.
[Car12] John Cardy. Measuring quantum entanglement. Max Born Lecture, 2012.
[CFMDW10] Sourav Chakraborty, Eldar Fischer, Arie Matsliah, and Ronald De Wolf. New results on quantum property testing. arXiv preprint arXiv:1005.0523, 2010.
[Chr06] Matthias Christandl. The structure of bipartite quantum states-insights from group theory and cryptography. arXiv preprint quant-ph/0604183, 2006.
[CHW07] Andrew Childs, Aram Harrow, and Paweł Wocjan. Weak Fourier-Schur sampling, the hidden subgroup problem, and the quantum collision problem. STACS 2007, pages 598-609, 2007.
[CK81] Imre Csiszár and János Körner. Information Theory: Coding Theorems for Discrete Memoryless Systems. Akadémiai Kiadó, Budapest, 1981.
[DHW04] Igor Devetak, Aram W. Harrow, and Andreas Winter. A family of quantum protocols. Phys. Rev. Lett., 93:230504, Dec 2004.
[Har05] Aram W Harrow. Applications of coherent classical communication and the schur transform to quantum information theory. arXiv preprint quant-ph/0512255, 2005.
[Hep94] Charles Thomas Hepler. On the complexity of computing characters of finite groups. 1994.
[HHJ ${ }^{+}$17] Jeongwan Haah, Aram W Harrow, Zhengfeng Ji, Xiaodi Wu, and Nengkun Yu. Sample-optimal tomography of quantum states. IEEE Transactions on Information Theory, 2017.
[HHR $\left.{ }^{+} 05\right]$ H. Haeffner, W. Haensel, C. F. Roos, J. Benhelm, D. Chek al kar, M. Chwalla, T. Koerber, U. D. Rapol, M. Riebe, P. O. Schmidt, C. Becher, O. Gühne, W. Dür, and R. Blatt. Scalable multi-particle entanglement of trapped ions. Nature, 438:643-646, 2005.
[HJW14] Yanjun Han, Jiantao Jiao, and Tsachy Weissman. Minimax estimation of discrete distributions under ell_1 loss. CoRR, abs/1411.1467, 2014.
[HLP29] Godfrey H Hardy, John E Littlewood, and Gyorgy Pólya. Some simple inequalities satisfied by convex functions. Messenger Math, 58(145-152):310, 1929.
[HR18] Godfrey H Hardy and Srinivasa Ramanujan. Asymptotic formulaæ in combinatory analysis. Proceedings of the London Mathematical Society, 2(1):75-115, 1918.
[HW10] M. H. Hsieh and M. M. Wilde. Entanglement-assisted communication of classical and quantum information. IEEE Transactions on Information Theory, 56(9):4682-4704, Sept 2010.
[IO02] Vladimir Ivanov and Grigori Olshanski. Kerov's central limit theorem for the Plancherel measure on Young diagrams. Symmetric functions 2001: surveys of developments and perspectives, 74:93-151, 2002.
[Jac12] K. Jacobs. Discrete Stochastics. Basler Lehrbücher. Birkhäuser Basel, 2012.
[JHW16] Jiantao Jiao, Yanjun Han, and Tsachy Weissman. Minimax estimation of the L1 distance. In IEEE International Symposium on Information Theory, ISIT 2016, Barcelona, Spain, July 10-15, 2016, pages 750-754, 2016.
[JS94] R Jozsa and B. Schumacher. A new proof of the quantum noiseless coding theorem. Journal of Modern Optics, 41(12):2343-2349, 1994.
[JVHW15] Jiantao Jiao, Kartik Venkat, Yanjun Han, and Tsachy Weissman. Minimax estimation of functionals of discrete distributions. IEEE Transactions on Information Theory, 61(5):2835-2885, 2015.
[KW01] Michael Keyl and Reinhard F Werner. Estimating the spectrum of a density operator. Physical Review A, 64(5):052311, 2001.
[Lo95] H.-K. Lo. Quantum coding theorem for mixed states. Optics Commnications, 119(5-6):552-556, 1995.
[LW11] Alain Lascoux and S Ole Warnaar. Branching rules for symmetric functions and sln basic hypergeometric series. Advances in Applied Mathematics, 46(1-4):424-456, 2011.
[LW17] Tongyang Li and Xiaodi Wu. Quantum query complexity of entropy estimation. Manuscript, 2017.
[Mac98] Ian Grant Macdonald. Symmetric functions and Hall polynomials. Oxford university press, 1998.
[Mat03] Lutz Mattner. Mean absolute deviations of sample means and minimally concentrated binomials. The Annals of Probability, 31(2):914-925, 2003.
[MdW13] Ashley Montanaro and Ronald de Wolf. A survey of quantum property testing. arXiv preprint arXiv:1310.2035, 2013.
[Mél10] Pierre-Loïc Méliot. Kerov's central limit theorem for Schur-Weyl measures of parameter $1 / 2$. arXiv preprint arXiv:1009.4034, 2010.
[MHS ${ }^{+}$12] Xiao-Song Ma, Thomas Herbst, Thomas Scheidl, Daqing Wang, Sebastian Kropatschek, William Naylor, Bernhard Wittmann, Alexandra Mech, Johannes Kofler, Elena Anisimova, Vadim Makarov, Thomas Jennewein, Rupert Ursin, and Anton Zeilinger. Quantum teleportation over 143 kilometres using active feed-forward. Nature, 489(7415):269273, 2012.
[MOA11] Albert W. Marshall, Ingram Olkin, and Barry C. Arnold. Inequalities: Theory of Majorization and its Applications, volume 143. Springer, second edition, 2011.
[Mui02] Robert Franklin Muirhead. Some methods applicable to identities and inequalities of symmetric algebraic functions of n letters. Proceedings of the Edinburgh Mathematical Society, 21:144-162, 1902.
[NC10] Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum Information. Cambridge University Press, 10th anniversary edition, 2010.
[OO96] Andrei Okounkov and Grigori Olshanski. Shifted Schur functions. In St. Petersburg Math. J. Citeseer, 1996.
[OS17] Maciej Obremski and Maciej Skorski. Rényi entropy estimation revisited. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2017, August 16-18, 2017, Berkeley, CA, USA, pages 20:1-20:15, 2017.
[OSVZ04] Alon Orlitsky, Narayana P. Santhanam, Krishnamurthy Viswanathan, and Junan Zhang. On modeling profiles instead of values. In UAI, 2004.
[OW15] Ryan O'Donnell and John Wright. Quantum spectrum testing. In STOC, pages 529-538. ACM, 2015.
[OW16] Ryan O'Donnell and John Wright. Efficient quantum tomography. In Proceedings of the forty-eighth annual ACM symposium on Theory of Computing, pages 899-912. ACM, 2016.
[OW17a] Ryan O'Donnell and John Wright. Efficient quantum tomography ii. In STOC, 2017.
[OW17b] Ryan O'Donnell and John Wright. Guest column: A primer on the statistics of longest increasing subsequences and quantum states (shortened version). SIGACT News, 48(3):37-59, September 2017.
[Pan03] Liam Paninski. Estimation of entropy and mutual information. Neural computation, 15(6):1191-1253, 2003.
[PML17] Sam Pallister, Ashley Montanaro, and Noah Linden. Optimal verification of entangled states with local measurements. arXiv preprint arXiv:1709.03353, 2017.
[Sch95] B. Schumacher. Quantum coding. Physical Review A, 51(4):2738-2747, 1995.
[SSJ17] Imdad S.B. Sardharwalla, Sergii Strelchuk, and Richard Jozsa. Quantum conditional query complexity. Quantum Information and Computation, 17(7\&8):541-567, 2017.
[Sta99] Richard P. Stanley. Enumerative Combinatorics: Volume 2. Cambridge University Press, New York, NY, USA, 1999.
[VV11] Gregory Valiant and Paul Valiant. Estimating the unseen: an $n / \log (n)$-sample estimator for entropy and support size, shown optimal via new CLTs. In STOC, 2011.
[Wri16] John Wright. How to learn a quantum state. PhD thesis, Carnegie Mellon University, 2016.
[WY15] Yihong Wu and Pengkun Yang. Chebyshev polynomials, moment matching, and optimal estimation of the unseen. CoRR, abs/1504.01227, 2015.
[WY16] Yihong Wu and Pengkun Yang. Minimax rates of entropy estimation on large alphabets via best polynomial approximation. IEEE Transactions on Information Theory, 62(6):3702-3720, 2016.

## A Proof of Lemma 10

Fix $j \in\{0, \ldots, \alpha-1\}$. First we prove that each cycle in $\sigma=\sigma_{1} \circ \sigma_{2}$ contains an element in $\{j+1, \cdots, \alpha\}$. Let

$$
S=\{j+1, \cdots, \alpha\}, \quad F_{1}=\{\alpha+1, \cdots, \alpha+j\}, \quad \text { and } F_{2}=\{1, \cdots, j\} .
$$

$F_{1}$ is fixed under $\sigma_{1}$, and $F_{2}$ is fixed under $\sigma_{2}$. Now consider any cycle in $\sigma$, and pick an element $k$ in the cycle. If $k \in S$, then the claim is true. Otherwise:
Case 1: $k \in F_{2}$.
Let $n_{k}$ be the largest integer such that $\sigma_{1}(k), \sigma_{1}^{2}(k), \ldots, \sigma_{1}^{n_{k}}(k) \in F_{2}$. (If $\sigma_{1}(k) \notin F_{2}$, define $n_{k}=0$.) Note that, since $\sigma_{1}$ performs a cycle on $F_{2} \cup S$, there must exist $m$ such that $\sigma_{1}^{m}(k) \in S$. Hence, $n_{k}$ is finite. Then,

$$
\sigma^{n_{k}+1}(k)=\left(\sigma_{1} \circ \sigma_{2}\right)^{n_{k}+1}(k) \stackrel{(\mathrm{a})}{=}\left(\sigma_{1} \circ \sigma_{2}\right)^{n_{k}}\left(\sigma_{1}(k)\right) \stackrel{(\mathrm{b})}{=} \sigma_{1}^{n_{k}+1}(k) \stackrel{(\mathrm{c})}{\in} S,
$$

where (a) follows from the definition of $n_{k}$ and the fact that points in $F_{2}$ are fixed under $\sigma_{2}$, (b) follows similarly (by induction), and (c) follows from the definition of $\sigma_{1}$ and $n_{k}$.
Case 2: $k \in F_{1}$.
Let $n_{k}$ be the largest integer such that $\sigma_{2}(k), \sigma_{2}^{2}(k), \ldots, \sigma_{2}^{n_{k}}(k) \in F_{1}$. (If $\sigma_{2}(k) \notin F_{1}$, define $n_{k}=0$.) Note that, since $\sigma_{2}$ performs a cycle on $F_{1} \cup S$, there must exist $m$ such that $\sigma_{2}^{m}(k) \in S$. Hence, $n_{k}$ is finite. Then,

$$
\sigma^{n_{k}+1}(k)=\left(\sigma_{1} \circ \sigma_{2}\right)^{n_{k}+1}(k) \stackrel{(\mathrm{a})}{=}\left(\sigma_{1} \circ \sigma_{2}\right)^{n_{k}}\left(\sigma_{2}(k)\right) \stackrel{(\mathrm{b})}{=} \sigma_{1} \circ \sigma_{2}^{n_{k}+1}(k),
$$

where (a) follows from the definition of $n_{k}$ and the fact that points in $F_{1}$ are fixed under $\sigma_{1}$, and (b) follows similarly (by induction). Now, by definition of $\sigma_{2}$ and $n_{k}, \sigma_{2}^{n_{k}+1}(k) \in S$. Then, by definition of $\sigma_{1}, \sigma_{1} \circ \sigma_{2}^{n_{k}+1}(k) \in F_{2} \cup S$. If $\sigma_{1} \circ \sigma_{2}^{n_{k}+1}(k) \in S$, then the claim is true. Finally, if $\sigma_{1} \circ \sigma_{2}^{n_{k}+1}(k) \in F_{2}$, this falls back to case 1 which has been resolved.

Since $|\{j+1, \cdots, \alpha\}|=\alpha-j$ it follows that $\ell(\mu) \leq \alpha-j$.

## B Proof of Lemma 11

Let $\ell=\ell\left(\mu_{1}\right)=\ell\left(\mu_{2}\right), \mu_{1}=\left(x_{1}, \ldots, x_{\ell}\right)$, and $\mu_{2}=\left(y_{1}, \ldots, y_{\ell}\right)$. Then

$$
M_{\mu_{1}}(\boldsymbol{\eta})=\prod_{i=1}^{\ell} M_{x_{i}}(\boldsymbol{\eta})=\prod_{i=1}^{\ell} \sum_{j=1}^{d} \eta_{j}^{x_{i}}=\sum_{j_{1}, \ldots, j_{\ell} \in[d]^{\ell}} \eta_{j_{1}}^{x_{1}} \ldots \eta_{j_{\ell}}^{x_{\ell}} .
$$

We define an equivalence relation on $[d]^{\ell}$ as follows: $\left(j_{1}, \ldots, j_{\ell}\right) \sim\left(\hat{j}_{1}, \ldots, \hat{j}_{\ell}\right)$ if there exists a permutation $\sigma$ on $[\ell]$ such that $\sigma\left(j_{1}, \ldots, j_{\ell}\right)=\left(\hat{j}_{1}, \ldots, \hat{j}_{\ell}\right)$. We denote by $\mathcal{E}$ the set of equivalence classes created by this relation, and for each $E \in \mathcal{E}$ we pick a representative element and denote it by $\left(j_{1}, \ldots, j_{\ell}\right)_{E}$. For each $E$, define $g_{E}: E \rightarrow[\ell!]$ as

$$
g_{E}\left(j_{1}, \ldots, j_{\ell}\right)=\left|\left\{\sigma: \sigma\left(\left(j_{1}, \ldots, j_{\ell}\right)_{E}\right)=\left(j_{1}, \ldots, j_{\ell}\right)\right\}\right|, \quad\left(j_{1}, \ldots, j_{\ell}\right) \in E
$$

Now note that, for each $E, g_{E}($.$) is a constant function. Indeed, if \left(j_{1}, \ldots, j_{\ell}\right)$ and $\left(\hat{j}_{1}, \ldots, \hat{j}_{\ell}\right)$ belong to $E$, then there exists $\sigma_{1}$ such that $\sigma_{1}\left(j_{1}, \ldots, j_{\ell}\right)=\left(\hat{j}_{1}, \ldots, \hat{j}_{\ell}\right)$. Therefore if $\sigma\left(\left(j_{1}, \ldots, j_{\ell}\right)_{E}\right)=$ $\left(j_{1}, \ldots, j_{\ell}\right)$, then $\sigma_{1} \circ \sigma\left(\left(j_{1}, \ldots, j_{\ell}\right)_{E}\right)=\left(\hat{j}_{1}, \ldots, j_{\ell}\right)$. Similarly, if $\sigma\left(\left(j_{1}, \ldots, j_{\ell}\right)_{E}\right)=\left(\hat{j}_{1}, \ldots, \hat{j}_{\ell}\right)$, then $\sigma_{1}^{(-1)} \circ \sigma\left(\left(j_{1}, \ldots, j_{\ell}\right)_{E}\right)=\left(j_{1}, \ldots, j_{\ell}\right)$. So define $g: \mathcal{E} \rightarrow[\ell!]$ as $g(E)=g_{E}\left(\left(j_{1}, \ldots, j_{\ell}\right)_{E}\right)$. Now
consider

$$
\begin{aligned}
M_{\mu_{1}}(\boldsymbol{\eta}) & =\sum_{j_{1}, \ldots, j_{\ell} \in[d]^{\ell}} \eta_{j_{1}}^{x_{1}} \ldots \eta_{j_{\ell}}^{x_{\ell}} \\
& =\sum_{E \in \mathcal{E}} \sum_{\left(j_{1}, \ldots, j_{\ell}\right) \in E} \eta_{j_{1}}^{x_{1}} \ldots \eta_{j_{\ell}}^{x_{\ell}} \\
& =\sum_{E \in \mathcal{E}} \frac{1}{g(E)} \sum_{\sigma} \eta_{\sigma\left(j_{1, E}\right)}^{x_{1}} \ldots \eta_{\sigma\left(j_{\ell, E}\right)}^{x_{\ell}} \\
& \geq \sum_{E \in \mathcal{E}} \frac{1}{g(E)} \sum_{\sigma} \eta_{\sigma\left(j_{1, E}\right)}^{y_{1}} \ldots \eta_{\sigma\left(j_{\ell, E}\right)}^{y_{\ell}} \\
& =M_{\mu_{2}}(\boldsymbol{\eta}),
\end{aligned}
$$

where the inequality follows from Muirhead's theorem [Mui02][MOA11, p. 125].

## C Proof of Lemma 15

Let $|\mu|=q d+r$, where $0<r<d$, and $q$ are non-negative integers. We will show that of all $\mu$ with $|\mu|=q d+r$ and $\ell(\mu) \leq d$, the tableaux that has $q$ columns with $d$ boxes, and one last column with $r$ boxes, minimizes $d^{\bar{\mu}}$. Toward this end consider a tableaux that has at least two non-empty columns that have less than $d$ boxes in them. Then we can move a box from the last row with length $\mu_{1}$, and move it to the end of the first column that does not have length equal to $d$. This operation moves a box to the left and below, thereby decreasing the value of $c(\square)$ for it.

We now assume that the partition $\mu$ has $q$ columns with $d$ boxes and one column with $r$ boxes. For this partition $\mu$, by Definition 4,

$$
\begin{align*}
d^{\bar{\mu}} & =(d+q)^{\underline{r}} \prod_{j=0}^{q-1}(d+j)^{\underline{d}} \\
& \geq(d!)^{q} \cdot(d)^{\underline{r}} . \tag{46}
\end{align*}
$$

We will show that for any integer $0 \leq t \leq d$,

$$
\begin{equation*}
d^{\underline{\underline{t}}} \geq\left(\frac{d}{e}\right)^{t} \tag{47}
\end{equation*}
$$

Plugging this bound in (46), and noting that $d!=d^{\underline{d}}$, we obtain,

$$
\begin{equation*}
d^{\bar{\mu}} \geq\left(\left(\frac{d}{e}\right)^{d}\right)^{q} \cdot\left(\frac{d}{e}\right)^{r}=\left(\frac{d}{e}\right)^{|\mu|} \tag{48}
\end{equation*}
$$

We now prove (47). Let

$$
f(t)=\frac{d^{t}}{\left(\frac{d}{e}\right)^{t}} .
$$

Then for any $t \leq d$,

$$
\frac{f(t+1)}{f(t)}=\frac{(d-t)}{(d / e)},
$$

and this ratio is monotonically decreasing with $t$. Therefore, the smallest value of $f(t)$ occurs at either $t=0$ or $t=d$. At $t=0$,(47) is true since both sides are 1 , and at $t=d$, we need to show that

$$
d!>\left(\frac{d}{e}\right)^{d}
$$

which follows from Stirling's approximation.

## D Proof of Lemma 21

We will first show that at the maxima, there can be at most three distinct values that the $x_{i}$ 's can take, of which at most one is positive.
Consider $x_{i}>0$ and $x_{j}>0$. Then, by the concavity of logarithm, if we replace both of them by $\left(x_{i}+x_{j}\right) / 2$ the objective value increases. The constraints, on the other hand, are still valid.
We now consider the negative values. Writing the Lagrangian,

$$
\begin{equation*}
\mathcal{L}\left(x_{1}, \ldots, x_{d}, \gamma_{1}, \gamma_{2}\right)=\sum_{i=1}^{d}\left(x_{i} \log \frac{1}{x_{i}^{2}}\right)+\gamma_{1}\left(4-\sum_{i} x_{i}^{2}\right)+\gamma_{2}\left(\sum_{i} x_{i}\right) . \tag{49}
\end{equation*}
$$

Differentiating with respect to $x_{i}$,

$$
\frac{\partial \mathcal{L}\left(x_{1}, \ldots, x_{d}, \gamma_{1}, \gamma_{2}\right)}{\partial x_{i}}=-\log \frac{1}{x_{i}^{2}}-2-2 \gamma_{1} x_{i}+\gamma_{2}=0
$$

and therefore,

$$
2 \gamma_{1} x_{i}+\log \frac{1}{x_{i}^{2}}-\gamma_{2}-2=0
$$

This function is strictly convex on $(-\infty, 0)$, and therefore has at most two roots.
Therefore, there are at most three distinct values that $x_{i}$ 's can take, and at most one of them is positive. Let $y_{1}>0>-y_{2}>-y_{3}$ be these values, and let $d_{1}, d_{2}, d_{3}$ be the multiplicities of these. Therefore, the optimization problem can be written as:

P3: maximize $d_{1} y_{1} \log \frac{1}{y_{1}^{2}}-d_{2} y_{2} \log \frac{1}{y_{2}^{2}}-d_{3} y_{3} \log \frac{1}{y_{3}^{2}}$

$$
\text { subject to } d_{1} y_{1}-d_{2} y_{2}-d_{3} y_{3}=0, d_{1} y_{1}^{2}+d_{2} y_{2}^{2}+d_{3} y_{3}^{2} \leq 4, \text { and } d_{1}+d_{2}+d_{3} \leq d .
$$

Substituting $d_{1} y_{1}=d_{2} y_{2}+d_{3} y_{3}$ the objective becomes

$$
\left(d_{2} y_{2}+d_{3} y_{3}\right) \log \frac{1}{y_{1}^{2}}-d_{2} y_{2} \log \frac{1}{y_{2}^{2}}-d_{3} y_{3} \log \frac{1}{y_{3}^{2}}=d_{2} y_{2} \log \frac{y_{2}^{2}}{y_{1}^{2}}+d_{3} y_{3} \log \frac{y_{3}^{2}}{y_{1}^{2}} .
$$

Since $d_{1} y_{1} \geq d_{2} y_{2}$, we have $y_{2} / y_{1} \leq d_{1} / d_{2}$, and

$$
d_{2} y_{2} \log \frac{y_{2}^{2}}{y_{1}^{2}} \leq 2 d_{2} y_{2} \log \frac{d_{1}}{d_{2}}=2 \sqrt{d_{1}} \cdot\left(\sqrt{\frac{d_{2}}{d_{1}}} \log \frac{d_{1}}{d_{2}}\right) \cdot\left(\sqrt{d_{2}} y_{2}\right) .
$$

Since $d_{2} y_{2}^{2} \leq 4, \sqrt{d_{2}} y_{2}<2$. Moreover, for any $z>0$,

$$
z \log \frac{1}{z^{2}}=2 z \log \frac{1}{z} \leq \frac{2}{e}
$$

This shows that

$$
d_{2} y_{2} \log \frac{y_{2}^{2}}{y_{1}^{2}} \leq \frac{8}{e} \sqrt{d_{1}} \leq \frac{8}{e} \sqrt{d}
$$

By a similar argument,

$$
d_{3} y_{3} \log \frac{y_{3}^{2}}{y_{1}^{2}} \leq \frac{8}{e} \sqrt{d}
$$

Summing up the two terms bounds the objective of P3, and plugging in (29), we obtain

$$
\left|\sum_{i=1}^{d}\left(\boldsymbol{\eta}_{i}-\mathbb{E}\left[\widehat{\boldsymbol{\eta}}_{i}\right]\right) \log \frac{1}{\boldsymbol{\eta}_{i}}\right| \leq \frac{16}{e} \sqrt{d} \cdot \sqrt{\frac{d}{n}}=\frac{16}{e} \frac{d}{\sqrt{n}} .
$$

## E Proof of Lemma 22

Proof. In the classical setting, changing one element can change at most two probabilities of the empirical distribution, using which one can bound the variance of the empirical entropy estimator [Pan03]. However, in our case, changing one symbol can change the length of more than one of the rows of the Young tableaux. [OW17a, Prop. 2.2] showed that the cumulative row sums are bounded (see also [BL12]). In particular, for any $j=1, \ldots, d$,

$$
\left|\sum_{i=1}^{j} \boldsymbol{\lambda}_{i}-\sum_{i=1}^{j} \boldsymbol{\lambda}_{i}^{\prime}\right| \leq 1
$$

Suppose $\Delta_{i} \stackrel{\text { def }}{=} \boldsymbol{\lambda}_{i}{ }^{\prime}-\boldsymbol{\lambda}_{i}$, then for all $j=1, \ldots, d$,

$$
\begin{equation*}
-1 \leq \sum_{i=1}^{j} \Delta_{i} \leq 1 \tag{50}
\end{equation*}
$$

This also implies that the for each $i,-2 \leq \Delta_{i} \leq 2$. This proves a bounded difference condition on $\boldsymbol{\lambda}_{i}$, which can be used to prove its concentration using McDiarmid's inequality (Lemma 4).

Note that $\boldsymbol{\lambda}_{i}$ changes by at most two when one of the inputs changes, and hence $c=2$. This gives

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\boldsymbol{\lambda}_{i}-\mathbb{E}\left[\boldsymbol{\lambda}_{i}\right]\right|>t\right) \leq 2 \cdot e^{-\frac{t^{2}}{2 n}} \tag{51}
\end{equation*}
$$

Without loss of generality assume that $\ell(\boldsymbol{\lambda}) \geq \ell\left(\boldsymbol{\lambda}^{\prime}\right)$, i.e., the number of rows in $\boldsymbol{\lambda}$ is at least the number of rows in $\boldsymbol{\lambda}^{\prime}$.

By the Taylor series, for any $-x \leq \delta \leq x$,

$$
\begin{equation*}
(x+\delta) \log (x+\delta)=x \log x+\delta(1+\log x)+\sum_{j=2}^{\infty} \frac{\delta^{j}}{(j-1) j} \frac{(-1)^{j}}{x^{j-1}} \tag{52}
\end{equation*}
$$

Let $f(x)=x \log x$. Then

$$
\begin{aligned}
& \widehat{S\left(\boldsymbol{\lambda}^{\prime}\right)}-\widehat{S(\boldsymbol{\lambda})} \\
= & \sum_{i=1}^{\ell(\boldsymbol{\lambda})} \frac{\boldsymbol{\lambda}_{i}^{\prime}}{n} \log \frac{n}{\boldsymbol{\lambda}_{i}^{\prime}}-\frac{\boldsymbol{\lambda}_{i}}{n} \log \frac{n}{\boldsymbol{\lambda}_{i}} \\
= & \sum_{i=1}^{\ell(\boldsymbol{\lambda})}-f\left(\frac{\boldsymbol{\lambda}_{i}+\Delta_{i}}{n}\right)+f\left(\frac{\boldsymbol{\lambda}_{i}}{n}\right) \\
= & \sum_{\boldsymbol{\lambda}_{i}>1}-\left[\frac{\Delta_{i}}{n}\left(1+\log \frac{\boldsymbol{\lambda}_{i}}{n}\right)+\frac{1}{n} \sum_{j=2}^{\infty}\left(\frac{\Delta_{i}}{\boldsymbol{\lambda}_{i}}\right)^{j-1} \frac{\Delta_{i}(-1)^{j}}{(j-1) j}\right]+\sum_{\boldsymbol{\lambda}_{i}=1}\left[\frac{1+\Delta_{i}}{n} \log \frac{n}{1+\Delta_{i}}-\frac{1}{n} \log n\right] .
\end{aligned}
$$

We now consider the terms separately, and prove the following series of (simple) claims.

1. If (50) holds, and $\lambda_{i}$ 's are non-increasing, then

$$
\left|\sum_{\boldsymbol{\lambda}_{i}>1}\left[\frac{\Delta_{i}}{n}\left(1+\log \frac{\boldsymbol{\lambda}_{i}}{n}\right)\right]\right| \leq\left|\sum_{\boldsymbol{\lambda}_{i}>1} \frac{\Delta_{i}}{n}\right|+\left|\sum_{\boldsymbol{\lambda}_{i}>1} \frac{\Delta_{i}}{n} \log \frac{\boldsymbol{\lambda}_{i}}{n}\right| \leq \frac{1}{n}+\frac{2}{n} \log \frac{n}{2} .
$$

Proof. The first term is a direct consequence of (50). The second term follows from the following lemma.

Lemma 33. Let $x_{1} \geq x_{2} \cdots \geq x_{m} \geq 0$ be real numbers. Further, let $\Delta_{1}, \ldots, \Delta_{m}$ satisfy $-1 \leq \sum_{i=1}^{j} \Delta_{i} \leq 1$. Then $\sum_{i=1}^{m} \Delta_{i} x_{i} \leq x_{1}$.
2. For $\lambda \in \mathbb{N}$, let $I_{\lambda}=\left\{i: \boldsymbol{\lambda}_{i}=\lambda\right\}$ be the set of rows with length $\lambda$. Then,

$$
\left|\left\{i \in I_{\lambda}: \Delta_{i} \neq 0\right\}\right| \leq 4,
$$

i.e., there are at most four non-zero $\Delta_{i}$ 's for each distinct value of $\boldsymbol{\lambda}_{i}$.

Proof. Let $\boldsymbol{\lambda}_{i}=\lambda$ for $i \in\left\{h_{1}, \ldots, h_{2}\right\}$. However, since the $\boldsymbol{\lambda}_{i}^{\prime}$ 's are non-increasing, $\Delta_{i}$ 's are non-increasing for all $i \in\left\{h_{1}, \ldots, h_{2}\right\}$. If more than four of these are non-zero, then there are at least three consecutive positive, or three consecutive negative $\Delta_{i}$ 's. However, this would violate (50).
3. There are at most $\sqrt{2 n}$ non-empty $I_{\lambda}$ 's.

Proof. The sum of row lengths equals $n$. Therefore, the maximum number of distinct row lengths is the largest value of $j$ such that $\sum_{i=1}^{j} i=j(j+1) / 2$ is at most $n$. This proves that $j$ is at most $\sqrt{2 n}$.
4. For $\boldsymbol{\lambda}_{i} \geq 2$,

$$
\left|\sum_{j=2}^{\infty}\left(\frac{\Delta_{i}}{\boldsymbol{\lambda}_{i}}\right)^{j-1} \frac{\Delta_{i}(-1)^{j}}{(j-1) j}\right| \leq 2 .
$$

Proof. Using $\left|\Delta_{i}\right| \leq 2$, and $\boldsymbol{\lambda}_{i} \geq 2$, we have $\left|\Delta_{i}\right| / \boldsymbol{\lambda}_{i} \leq 1$. This implies that for any $j \geq 1$,
$\left(\left|\Delta_{i}\right| / \boldsymbol{\lambda}_{i}\right)^{j} \leq\left|\Delta_{i}\right| / \boldsymbol{\lambda}_{i}$. This gives

$$
\begin{aligned}
\left|\sum_{j=2}^{\infty}\left(\frac{\Delta_{i}}{\boldsymbol{\lambda}_{i}}\right)^{j-1} \frac{\Delta_{i}(-1)^{j}}{(j-1) j}\right| & \leq \sum_{j=2}^{\infty}\left(\frac{\left|\Delta_{i}\right|}{\boldsymbol{\lambda}_{i}}\right)^{j-1} \frac{\left|\Delta_{i}\right|}{(j-1) j} \\
& \leq\left(\frac{\left|\Delta_{i}\right|}{\boldsymbol{\lambda}_{i}}\right) \cdot \sum_{j=2}^{\infty} \frac{\left|\Delta_{i}\right|}{(j-1) j} \\
& =\frac{\Delta_{i}^{2}}{\boldsymbol{\lambda}_{i}} \leq 2 .
\end{aligned}
$$

5. The second summation satisfies

$$
\left|\sum_{\lambda_{i}=1}\left[\frac{1+\Delta_{i}}{n} \log \frac{n}{1+\Delta_{i}}-\frac{1}{n} \log n\right]\right| \leq \frac{8 \log n}{n}
$$

whenever $n \geq 27$.
Proof.

$$
\begin{align*}
\left|\sum_{\lambda_{i}=1}\left[\frac{1+\Delta_{i}}{n} \log \frac{n}{1+\Delta_{i}}-\frac{1}{n} \log n\right]\right| & =\left|\sum_{\lambda_{i}=1, \Delta_{i} \neq 0}\left[\frac{1+\Delta_{i}}{n} \log \frac{n}{1+\Delta_{i}}-\frac{1}{n} \log n\right]\right| \\
& \leq \sum_{\lambda_{i}=1, \Delta_{i} \neq 0}\left|\left[\frac{1+\Delta_{i}}{n} \log \frac{n}{1+\Delta_{i}}-\frac{1}{n} \log n\right]\right| \\
& \leq 4\left|\left[\frac{3}{n} \log \frac{n}{3}-\frac{1}{n} \log n\right]\right| \\
& \leq \frac{8 \log n}{n}, \tag{53}
\end{align*}
$$

where the middle inequality holds whenever $n \geq 27$.
Using these five simple claims, we can bound the difference between $\widehat{S(\boldsymbol{\lambda})}$ and $\widehat{S\left(\boldsymbol{\lambda}^{\prime}\right)}$.

## F Proofs of Lemmas 25 through 27

Proof of Lemma 25. The proof follows the same tools as that of proving the Lipschitzness of empirical entropy. By the relation between total variation and $\ell_{1}$ distance, we know that

$$
Z(\boldsymbol{\lambda})=2 \cdot \sum_{i: \frac{\lambda_{i}}{n}>\frac{1}{d}} \frac{\boldsymbol{\lambda}_{i}}{n}-\frac{1}{d} .
$$

Let $j$, and $j^{\prime}$ be the largest indices such that $\boldsymbol{\lambda}_{j} / n>1 / d$, and $\boldsymbol{\lambda}^{\prime}{ }_{j^{\prime}} / n>1 / d$. From the fact that for any $\ell,-1 \leq \sum_{i=1}^{\ell}\left(\boldsymbol{\lambda}_{i}-\boldsymbol{\lambda}^{\prime}{ }_{i}\right) \leq 1$, we conclude that $\left|j^{\prime}-j\right| \leq 3$. Moreover, at each of these three locations the value of $\boldsymbol{\lambda}_{i}^{\prime}$ and $\boldsymbol{\lambda}_{i}$ differ by at most two. Combining these results proves the bound.

Proof of Lemma 26. Define

$$
Z(\hat{p}) \stackrel{\text { def }}{=} \sum_{i=1}^{d}\left|\hat{p}(i)-\frac{1}{d}\right| .
$$

We will use following bound on the expected value of $Z(\hat{p})$ for the uniform distribution.

## Lemma 34.

$$
\mathbb{E}[Z(\hat{p})] \geq \min \left\{\frac{1}{2}, \frac{8}{81} \sqrt{\frac{d}{n}}\right\}
$$

Assuming this result, we can prove Lemma 26 in the following two cases.
Case 1: $n<d / 4$. In this case, at least $3 d / 4 \hat{p}(i)$ 's are zero. Therefore, with probability one,

$$
Z(\hat{p}) \geq \frac{3 d}{4} \cdot \frac{1}{d}=\frac{3}{4} .
$$

Case 2: $n \geq d / 4$. In this case, the second term in Lemma 34 controls the minimum. Suppose $\varepsilon<1 /\left(2 c_{1}\right)$. We can find a constant $c_{3}$ such that when $n<c_{3} d / \varepsilon^{2}, \mathbb{E}[Z(\hat{p})]>2 \varepsilon$, which implies $\mathbb{E}[Z(\hat{p})]-\varepsilon>\mathbb{E}[Z(\hat{p})] / 2$. Applying McDiarmid's inequality on $\hat{p}$, noting that changing one symbol changes $Z(\hat{p})$ by at most $2 / n$,

$$
\begin{aligned}
\operatorname{Pr}(Z(\hat{p})<\varepsilon) & =\operatorname{Pr}(\mathbb{E}[Z(\hat{p})]-Z(\hat{p})>\mathbb{E}[Z(\hat{p})]-\varepsilon) \\
& \leq \operatorname{Pr}\left(\mathbb{E}[Z(\hat{p})]-Z(\hat{p})>\frac{\mathbb{E}[Z(\hat{p})]}{2}\right) \\
& \leq \exp \left(-\frac{2\left(\frac{\mathbb{E}[Z(\hat{p})]}{2}\right)^{2}}{n \cdot(2 / n)^{2}}\right) \\
& =\exp \left(-\frac{n \cdot \mathbb{E}[Z(\hat{p})]^{2}}{8}\right) \\
& \leq \exp \left(-\frac{d}{8 c_{2}^{2}}\right)
\end{aligned}
$$

where the last step used that $\mathbb{E}[Z(\hat{p})] \geq \frac{1}{c_{2}} \sqrt{\frac{d}{n}}$.
Proof of Lemma 34. $n \hat{p}(i)$ is distributed $\operatorname{Bin}\left(n, \frac{1}{d}\right)$. Suppose $X \sim \operatorname{Bin}\left(n, \frac{1}{d}\right)$, then by the linearity of expectations,

$$
\begin{equation*}
\mathbb{E}[Z(\hat{p})]=d \cdot \mathbb{E}\left[\left|\frac{X}{n}-\frac{1}{d}\right|\right]=\frac{d}{n} \cdot \mathbb{E}\left[\left|X-\frac{n}{d}\right|\right] . \tag{54}
\end{equation*}
$$

There is clean expression for the expected absolute deviations of Binomial random variables [Mat03, Lemma 1.4]:
Lemma 35 (De Moivre's mean absolute deviation identity). Let $b(n, p ; k)=\binom{n}{k} p^{k}(1-p)^{n-k}$ be the Binomial probability, and let $Y \sim \operatorname{Bin}(n, p)$. Then

$$
\mathbb{E}[|X-n p|]=2 n p(1-p) \max _{k} b(n-1, p ; k)
$$

We will be interested in $p=\frac{1}{d}$, and would like to bound $\max _{k} b(n-1, p ; k)$. It is possible to use Stirling's approximation for specific values of $k$, but we find it easier to simply apply Chebychev's inequality. By Chebychev's inequality, for any $a>0$,

$$
\operatorname{Pr}\left(\left|X-\frac{n}{d}\right|>a \cdot \sqrt{n \frac{1}{d}\left(1-\frac{1}{d}\right)}\right)<\frac{1}{a^{2}} .
$$

Suppose $a=3$. Then

$$
\operatorname{Pr}\left(\left|X-\frac{n}{d}\right|>3 \cdot \sqrt{\frac{n}{d}}\right)<\frac{1}{9} .
$$

When $n \leq d / 2$, then with probability one, $Z(\hat{p}) \geq \frac{1}{2}$. When $n>d / 2$, then at least one integer lies in the interval $\left[\frac{n}{d}-3 \cdot \sqrt{\frac{n}{d}}, \frac{n}{d}+3 \cdot \sqrt{\frac{n}{d}}\right]$. The number of integers in this interval is at most $6 \sqrt{\frac{n}{d}}+1<9 \sqrt{\frac{n}{d}}$. Therefore, there is some $\ell$ such that

$$
\operatorname{Pr}(X=\ell)>\frac{8}{9} \cdot \frac{1}{9} \sqrt{\frac{d}{n}}
$$

We can plug in this expression into Lemma 35 to obtain

$$
\mathbb{E}\left[\left|X-\frac{n}{d}\right|\right] \geq 2 n \frac{1}{d}\left(1-\frac{1}{d}\right) \cdot \frac{8}{81} \sqrt{\frac{d}{n}} \geq \frac{8}{81} \cdot \frac{n}{d} \cdot \sqrt{\frac{d}{n}}
$$

Plugging this in (54) proves the lemma.
Proof of Lemma 27. Recall the LIS interpretation of WSS. Suppose the underlying distribution is uniform, namely the state is maximally mixed. Let $\hat{p}$, be the sorted plug-in distribution, and $\boldsymbol{\lambda} / n$ is the EYD distribution. Then, Lemma 8 states that $\boldsymbol{\lambda} / n$ majorizes $\hat{p}$. Let $j$ be largest index such that $\hat{p}(i)>1 / d$. Then,

$$
\begin{align*}
Z(\hat{p}) & =2 \cdot\left(\sum_{i=1}^{j} \hat{p}(i)-\frac{1}{d}\right) \\
& \leq 2 \cdot\left(\sum_{i=1}^{j}\left|\frac{\boldsymbol{\lambda}_{i}}{n}-\frac{1}{d}\right|\right)  \tag{55}\\
& \leq Z(\boldsymbol{\lambda}), \tag{56}
\end{align*}
$$

where (55) follows from Lemma 8, and the last step uses Definition 2. Invoking Lemma 26 proves the claim.

## G Proof of Lemma 23

We first show two results that will be used to prove Lemma 23. The first is a simple application of the mean value theorem.
Lemma 36. Let $\beta>1$, and $x>y>0$. Then

$$
x^{\beta}-y^{\beta} \leq(x-y) \beta x^{\beta-1} .
$$

Proof. By the mean value theorem,

$$
\frac{x^{\beta}-y^{\beta}}{x-y} \leq \max _{z \in[y, x]} \frac{d z^{\beta}}{d z} \leq \beta x^{\beta-1} .
$$

The next result bounds the moments of a random variable that has exponential tail decay probability.

Lemma 37. Suppose $Z$ is a random variable such that

$$
\operatorname{Pr}(|Z|>t)<2 e^{-t^{2} / 2 n}
$$

then for any $\beta>0$, there is a constant $C_{\beta}$ such that

$$
\mathbb{E}\left[|Z|^{\beta}\right]<C_{\beta} n^{\beta / 2}
$$

Proof. For a non-negative random variable $X$,

$$
\mathbb{E}[X]=\int_{0}^{\infty} \operatorname{Pr}(X>t) d t
$$

Using this for $|Z|^{\beta}$,

$$
\begin{aligned}
\mathbb{E}\left[|Z|^{\beta}\right] & =\int_{0}^{\infty} \operatorname{Pr}\left(|Z|^{\beta}>t^{\beta}\right) d t^{\beta} \\
& =\int_{0}^{\infty} \beta t^{\beta-1} \operatorname{Pr}(|Z|>t) d t \\
& \leq \int_{0}^{\infty} 2 \beta t^{\beta-1} e^{-t^{2} / 2 n} d t .
\end{aligned}
$$

Using the transformation $u=t^{2} / 2 n$, we have $d t=\sqrt{2 n / u} d u / 2$. This implies

$$
\begin{aligned}
\mathbb{E}\left[|Z|^{\beta}\right] & \leq \int_{0}^{\infty} \beta(\sqrt{2 n u})^{\beta-1} e^{-u} \sqrt{\frac{2 n}{u}} d u . \\
& =\beta(2 n)^{\beta / 2} \int_{0}^{\infty} u^{\beta / 2-1} e^{-u} d u \\
& =\left(2^{\beta / 2} \beta \Gamma\left(\frac{\beta}{2}\right)\right) n^{\beta / 2},
\end{aligned}
$$

where $\Gamma(x)$ is the Gamma function. Choosing $C_{\beta}=2^{\beta / 2} \beta \Gamma\left(\frac{\beta}{2}\right)$ proves the lemma.
Proof of Lemma 23. Theorem 1.4 of [OW17a] implies that

$$
\boldsymbol{\eta}_{i} n-2 \sqrt{n} \leq \mathbb{E}\left[\boldsymbol{\lambda}_{i}\right] \leq \boldsymbol{\eta}_{i} n+2 \sqrt{n}
$$

Let $\mathbb{E}\left[\boldsymbol{\lambda}_{i}\right]=\boldsymbol{\eta}_{i} n+B$, then $|B| \leq 2 \sqrt{n}$. By the triangle inequality,

$$
\begin{aligned}
\mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right|\right] & \leq \mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\mathbb{E}\left[\boldsymbol{\lambda}_{i}\right]\right)^{\beta}\right|+\left|\left(\mathbb{E}\left[\boldsymbol{\lambda}_{i}\right]\right)^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right|\right] \\
& =\mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\boldsymbol{\eta}_{i} n+B\right)^{\beta}\right|\right]+\left|\left(\boldsymbol{\eta}_{i} n+B\right)^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right| .
\end{aligned}
$$

Consider the second term. By Lemma 36, and $|B|<2 \sqrt{n}$,

$$
\begin{aligned}
\left|\left(\boldsymbol{\eta}_{i} n+B\right)^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right| & \leq \beta \cdot 2 \sqrt{n}\left(\boldsymbol{\eta}_{i} n+2 \sqrt{n}\right)^{\beta-1} \\
& <\beta 2^{\beta} \cdot\left(\sqrt{n} \cdot\left(\boldsymbol{\eta}_{i} n\right)^{\beta-1}+(2 \sqrt{n})^{\beta}\right) .
\end{aligned}
$$

Let $Z_{i}=\boldsymbol{\lambda}_{i}-\mathbb{E}\left[\boldsymbol{\lambda}_{i}\right]=\boldsymbol{\lambda}_{i}-\boldsymbol{\eta}_{i} n-B$. Then $Z_{i}$ is a zero mean random variable. Recall from (51), $\operatorname{Pr}\left(\left|Z_{i}\right|>t\right) \leq e^{-t^{2} / 2 n}$. Again applying Lemma 36 to the first term,

$$
\begin{aligned}
\mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\boldsymbol{\eta}_{i} n+B\right)^{\beta}\right|\right] & =\mathbb{E}\left[\left|\left(Z_{i}+\boldsymbol{\eta}_{i} n+B\right)^{\beta}-\left(\boldsymbol{\eta}_{i} n+B\right)^{\beta}\right|\right] \\
& \leq \beta \mathbb{E}\left[\left|Z_{i}\right|\left(\left|Z_{i}\right|+\boldsymbol{\eta}_{i} n+|B|\right)^{\beta-1}\right] \\
& \leq \beta 3^{\beta-1} \mathbb{E}\left[\left|Z_{i}\right|\left(\left|Z_{i}\right|^{\beta-1}+\left(\boldsymbol{\eta}_{i} n\right)^{\beta-1}+|B|^{\beta-1}\right)\right] \\
& =\beta 3^{\beta-1}\left(\mathbb{E}\left[\left|Z_{i}\right|^{\beta}\right]+\left(\boldsymbol{\eta}_{i} n\right)^{\beta-1} \cdot \mathbb{E}\left[\left|Z_{i}\right|\right]+|B|^{\beta-1} \cdot \mathbb{E}\left[\left|Z_{i}\right|\right]\right)
\end{aligned}
$$

Applying Lemma 37 to $Z_{i}$ proves the lemma.

## H Proof of Lemma 24

For $x_{1}, x_{2} \ldots x_{n} \in \mathbb{R}$ such that $\sum_{i} x_{i} \geq 0$ and $\beta<1$,

$$
\begin{equation*}
\left(x_{1}+\ldots+x_{n}\right)^{\beta} \leq\left|x_{1}\right|^{\beta}+\ldots+\left|x_{n}\right|^{\beta} . \tag{57}
\end{equation*}
$$

Using this and the notation from the proof of Lemma 23, we first show that

$$
\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right|=\left|\left(Z_{i}+\boldsymbol{\eta}_{i} n+B\right)^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right| \leq\left|Z_{i}\right|^{\beta}+|B|^{\beta} .
$$

If $Z_{i}+\boldsymbol{\eta}_{i} n+B \geq \boldsymbol{\eta}_{i} n$, then this follows by (57) because

$$
\left(Z_{i}+\boldsymbol{\eta}_{i} n+B\right)^{\beta} \leq\left(\boldsymbol{\eta}_{i} n\right)^{\beta}+\left|Z_{i}\right|^{\beta}+|B|^{\beta} .
$$

If $Z_{i}+\boldsymbol{\eta}_{i} n+B \leq \boldsymbol{\eta}_{i} n$, then this follows by (57) because

$$
\left(\boldsymbol{\eta}_{i} n\right)^{\beta}=\left(Z_{i}+\boldsymbol{\eta}_{i} n+B-Z_{i}-B\right)^{\beta} \leq\left(Z_{i}+\boldsymbol{\eta}_{i} n+B\right)^{\beta}+\left|Z_{i}\right|^{\beta}+|B|^{\beta} .
$$

Therefore,

$$
\begin{equation*}
\mathbb{E}\left[\left|\boldsymbol{\lambda}_{i}{ }^{\beta}-\left(\boldsymbol{\eta}_{i} n\right)^{\beta}\right|\right] \leq \mathbb{E}\left[\left|Z_{i}\right|^{\beta}+|B|^{\beta}\right] \leq C_{\beta} \cdot n^{\beta / 2} \tag{58}
\end{equation*}
$$

where we used by Lemma 37 that $\mathbb{E}\left[\left|Z_{i}\right|^{\beta}\right]<C n^{\beta / 2}$, and that $|B| \leq 2 \sqrt{n}$.

## I Proof of Lemma 31

We first show that for $d$ large enough, with probability at least $0.98, \boldsymbol{\lambda}_{1}$ is equal to the number of 1 's. In other words, the longest non-decreasing subsequence simply corresponds to all the 1 's in the sequence.

The proof uses the following result on the probability that a biased random walk never returns to the origin.

Lemma 38. Let $S_{1}, \ldots$, be a biased random walk of length $n$ starting at the origin. Let $p>0.99$ be the probability of taking a step to the right. Then with probability at least $0.98 S_{i}>0$ for all $i>0$.

Proof. This is "the drunkard on the cliff" problem [Jac12, Section 2.12]. The probability is $1-0.01 / 0.99>0.98$.

Let $\mathcal{E}_{1}^{\prime}$ denote the event that there are more 1's than all other elements combined in $X_{i}, \ldots, X_{n}$, for all $i \geq 1$. By the lemma, it follows that when $1-\frac{\varepsilon}{d^{\frac{1}{\alpha}-1}}>0.99, \mathcal{E}_{1}^{\prime}$ has probability at least 0.98 . The event $\mathcal{E}_{1}^{\prime}$ in turn implies that $\boldsymbol{\lambda}_{1}$ is equal to the number of 1 's, as desired. It follows that on $\mathcal{E}_{1}^{\prime}$ all the rows except the first one are determined by the appearances of the remaining symbols, which are from a uniform distribution.

We now bound the probability of $\mathcal{E}_{2}$. We first note that $\boldsymbol{\lambda}_{1}$ is always at least the number of occurrences of 1 . Therefore, $M$ is at most a $\operatorname{Binomial} \operatorname{Bin}\left(n, \varepsilon / d^{1 / \alpha-1}\right)$. Now, if $n$ is at most $c d^{1+1 / \alpha} / \varepsilon$, then $\mathbb{E}[M] \leq c \cdot d^{2}$. Therefore, by the Chebychev's inequality we can assume that $M<2 c d^{2}$ with probability at least 0.98 . When we condition on $\mathcal{E}_{1}^{\prime}$, using the fact that the $\boldsymbol{\nu}_{i}$ 's are all the same for $i>1$, the distribution of $\boldsymbol{\lambda}_{2}, \ldots, \boldsymbol{\lambda}_{d+1}$ is the same as obtained by $M$ independent draws from a uniform distribution over $d$ symbols. Therefore, we can invoke Theorem 6 to prove that $\mathcal{E}_{2}$ happens.

Finally, $\mathcal{E}_{3}$ holds when

$$
M<\frac{\varepsilon n}{d^{1 / \alpha-1}}\left(1+\beta^{2} \alpha(1-\alpha) / 2\right)^{1 / \alpha}
$$

Note that $M$ has expected value of at most $n \varepsilon / d^{1 / \alpha-1}$. Therefore, by Binomial concentration bounds, there is a constant $C$ such that when $n \varepsilon / d^{1 / \alpha-1}>C$, the equation above holds with probability at least 0.98 . This only requires that $n>C d^{1 / \alpha-1} / \varepsilon$, which is guaranteed by the hypotheses of the lemma.

## J Proof of Lemma 32

Let $S=\left\{i: p_{i}>\frac{1}{d}\right\}$, and $|S|=j$. Then,

$$
d_{T V}(p, u)=\sum_{i \in S}\left(p_{i}-\frac{1}{d}\right)=p_{S}-\frac{j}{d}
$$

Let $\bar{p}$ be a distribution over $[d]$ defined as follows. For $i \in S$, let $\bar{p}_{i}=\frac{p_{S}}{j}$, and for $i \in[d] \backslash S$, $\bar{p}_{i}=\frac{\left(1-p_{S}\right)}{d-j}$. Since $d_{T V}(p, u)=\gamma$, we have $p_{S}=\frac{j}{d}+\gamma$, and for $i \in S, \bar{p}_{i}=\frac{1}{d}+\frac{\gamma}{j}$, and for $i \in[d] \backslash S$, $\bar{p}_{i}=\frac{1}{d}-\frac{\gamma}{d-j}$. Since probabilities are non-negative, $d-j \geq \gamma d$, implying that

$$
\begin{equation*}
1-\gamma \geq \frac{j}{d} \tag{59}
\end{equation*}
$$

$\bar{p}$ is a two step distribution. Moreover, all elements with probability larger than $\frac{1}{d}$ in $p$ have a probability larger than $\frac{1}{d}$ in $\bar{p}$, and all elements with probability at most $\frac{1}{d}$ have probability at most $\frac{1}{d}$ in $\bar{p}$. Therefore,

$$
d_{T V}(\bar{p}, u)=d_{T V}(p, u)=\gamma>\varepsilon .
$$

Note that $x^{\alpha}$ is a concave function in $x$, for $\alpha<1$. Therefore,

$$
\sum_{i=1}^{d} \bar{p}_{i}^{\alpha} \geq \sum_{i=1}^{d} p_{i}^{\alpha} .
$$

Now, we bound $\sum_{i=1}^{d} \bar{p}_{i}^{\alpha}$.

$$
\begin{aligned}
\sum_{i=1}^{d} \bar{p}_{i}^{\alpha} & =j \cdot\left(\frac{1}{d}+\frac{\gamma}{j}\right)^{\alpha}+(d-j) \cdot\left(\frac{1}{d}-\frac{\gamma}{d-j}\right)^{\alpha} \\
& =j^{1-\alpha} \cdot\left(\frac{j}{d}+\gamma\right)^{\alpha}+(d-j)^{1-\alpha} \cdot\left(\frac{d-j}{d}-\gamma\right)^{\alpha} \\
& =d^{1-\alpha} \cdot\left(\left(\frac{j}{d}\right)^{1-\alpha} \cdot\left(\frac{j}{d}+\gamma\right)^{\alpha}+\left(1-\frac{j}{d}\right)^{1-\alpha} \cdot\left(1-\frac{j}{d}-\gamma\right)^{\alpha}\right) .
\end{aligned}
$$

Let $x=\frac{j}{d}$, then from (59), $0<x \leq 1-\gamma$. Then,

$$
\begin{equation*}
\sum_{i=1}^{d} \bar{p}_{i}^{\alpha}=d^{1-\alpha} \cdot\left(x^{1-\alpha} \cdot(x+\gamma)^{\alpha}+(1-x)^{1-\alpha} \cdot(1-x-\gamma)^{\alpha}\right) \tag{60}
\end{equation*}
$$

To complete the proof, we show that the term in the parentheses is at most $1-\alpha(1-\alpha) \gamma^{2}$. Suppose $0<\alpha<1$, and $0<\varepsilon<1$. Then, we show that for $x \in[0,1-\varepsilon]$

$$
\begin{equation*}
x^{1-\alpha}(x+\varepsilon)^{\alpha}+(1-x)^{1-\alpha}(1-x-\varepsilon)^{\alpha}<1-\alpha(1-\alpha) \varepsilon^{2} . \tag{61}
\end{equation*}
$$

Proof of (61). We use the generalized Binomial theorem (Binomial series). For $0<y \leq 1$, and $\alpha>0$,

$$
(1-y)^{\alpha}=\sum_{\ell=0}^{\infty} \frac{\alpha^{\underline{\ell}}}{\ell!} \cdot(-y)^{\ell},
$$

where $\alpha^{\underline{\ell}}=\alpha(\alpha-1) \ldots(\alpha-\ell+1)$ as before denotes the falling powers. When $\alpha \in(0,1)$ and $y>0$, note that for all $\ell>1$, the signs of $\alpha^{\ell}$ and $(-1)^{\ell}$ are different, implying that all the terms beyond the first $(\ell=0)$ are at most zero. For $\alpha \in(0,1)$, and $y>0$, truncating beyond two terms above,

$$
\begin{equation*}
(1-y)^{\alpha}<1-\alpha y-\frac{\alpha(1-\alpha)}{2} y^{2} . \tag{62}
\end{equation*}
$$

We now proceed to bound (61).

$$
\begin{align*}
& x^{1-\alpha}(x+\varepsilon)^{\alpha}+(1-x)^{1-\alpha}(1-x-\varepsilon)^{\alpha} \\
= & (x+\varepsilon) \cdot\left(\frac{x}{x+\varepsilon}\right)^{1-\alpha}+(1-x) \cdot\left(\frac{1-x-\varepsilon}{1-x}\right)^{\alpha} \\
= & (x+\varepsilon) \cdot\left(1-\frac{\varepsilon}{x+\varepsilon}\right)^{1-\alpha}+(1-x) \cdot\left(1-\frac{\varepsilon}{1-x}\right)^{\alpha} \\
< & (x+\varepsilon)\left(1-\frac{(1-\alpha) \varepsilon}{x+\varepsilon}-\frac{\alpha(1-\alpha)}{2} \frac{\varepsilon^{2}}{(x+\varepsilon)^{2}}\right)+(1-x)\left(1-\frac{\alpha \varepsilon}{1-x}-\frac{\alpha(1-\alpha)}{2} \frac{\varepsilon^{2}}{(1-x)^{2}}\right)  \tag{63}\\
= & 1-\varepsilon^{2} \cdot \frac{\alpha(1-\alpha)}{2}\left(\frac{1}{x+\varepsilon}+\frac{1}{1-x}\right) \\
< & 1-\alpha(1-\alpha) \cdot \varepsilon^{2} \tag{64}
\end{align*}
$$

where (63) uses (62), and (64) uses $x+\varepsilon \leq 1$ and $1-x \leq 1$.
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[^1]:    ${ }^{1}$ We seek success with probability at least $2 / 3$, which can be boosted to $1-\delta$ by repeating the algorithm $O(\log (1 / \delta))$ times and taking the median.

[^2]:    ${ }^{2}$ We discuss the copy complexity of some other problems in related work (Section 1.5).

[^3]:    ${ }^{3}$ Power sums can are usually defined for general vectors. We will consider them only for distributions in this paper.

[^4]:    ${ }^{4}$ If $\varepsilon \geq \log d$, then $\hat{S}_{\alpha}=0$ is a valid estimate and the problem becomes trivial.

