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Abstract

We consider the task of faithfully simulating a distributed quantum measurement, wherein we provide a protocol
for the three parties, Alice, Bob and Eve, to simulate a repeated action of a distributed quantum measurement using
a pair of non-product approximating measurements by Alice and Bob, followed by a stochastic mapping at Eve.
The objective of the protocol is to utilize minimum resources, in terms of classical bits needed by Alice and Bob
to communicate their measurement outcomes to Eve, and the common randomness shared among the three parties,
while faithfully simulating independent repeated instances of the original measurement. To achieve this, we develop
a mutual covering lemma and a technique for random binning of distributed quantum measurements, and, in turn,
characterize a set of sufficient communication and common randomness rates required for asymptotic simulatability
in terms of single-letter quantum information quantities. Furthermore, using these results we address a distributed
quantum rate-distortion problem, where we characterize the achievable rate distortion region through a single-letter
inner bound. Finally, via a technique of single-letterization of multi-letter quantum information quantities, we provide
an outer bound for the rate-distortion region.
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I. INTRODUCTION

MEasurements interface the intricate quantum world with the perceivable macroscopic classical world by
associating a classical attribute to a quantum state. However, quantum phenomena, such as superposition,

entanglement and non-commutativity contribute to uncertainty in the measurement outcomes. A key concern, from
an information-theoretic standpoint, is to quantify the amount of “relevant information” conveyed by a measurement
about a quantum state.

Winter’s measurement compression theorem [1] (also elaborated in [2]) quantifies the “relevant information” as
the amount of resources needed to simulate the output of a quantum measurement applied on a given state in an
asymptotic sense. Imagine that an agent (Alice) performs a measurement M on a quantum state ρ, and sends a
set of classical bits to a receiver (Bob). Bob intends to faithfully recover the outcomes of Alice’s measurements
without having access to ρ. The measurement compression theorem states that at least quantum mutual information
(IpX;Rq) amount of classical information and conditional entropy (SpX|Rq) amount of common shared randomness
are needed to obtain a faithful simulation, where R denotes a reference of the quantum state, and X denotes the
auxiliary register corresponding to the random measurement outcome. Wilde et al. [2] extended the measurement
compression problem by considering additional resources available to each of the participating parties. One such
formulation allows Bob to further process the information received from Alice using local private randomness. In
analogy with [3], this problem formulation is referred to as non-feedback measurement simulation, while the former
is termed as simulation with feedback. This quantified the benefit of private randomness in terms of enhancing the
trade-off between classical bits communicated and common random bits consumed. In particular, the use of private
randomness increases the requirement of classical communication bits, while reducing the common randomness
constraint.

The measurement compression theorem finds applications in several paradigms including local purity distillation
[2] and private classical communication over quantum channels [4]. This theorem was later used by Datta, et al.
[5] to develop a quantum-to-classical (q-c) rate-distortion theory. The problem involved lossy compression of a
quantum information source into classical bits, with the task of compression performed by applying a measurement
on the source. In this problem, the objective is to minimize the storage of the classical outputs resulting from the
measurement, while being able to recover the quantum state (from classical bits) within a fixed level of distortion
as measured by an observable. To achieve this, the authors in [6] advocated the use of measurement compression
protocol, and subsequently characterized the so-called rate-distortion function in terms of single-letter quantum
mutual information quantities. The authors further established that by employing a naive approach of measuring
individual output of the quantum source, and then applying Shannon’s rate-distortion theory to compress the classical
data obtained is insufficient to achieve optimal rates. Further, the problem of measurement compression in the
presence of quantum side information was studied in [2]. The authors here combined the ideas from [1] and [7] to
reduce the classical communication rate and common randomness needed to simulate a measurement in presence
of quantum side information. Recently, authors in [8] came up with a completely different technique for analyzing
the measurement simulation protocols, while considering the problem of quantum measurement compression with
side information. They provide a protocol based on convex-split and position based decoding, and bound rates from
above in terms of smooth max and hypothesis testing relative entropies (defined in [8]).

In this work, we consider scenarios where the quantum measurements are performed in a distributed fashion on
bipartite entangled states, and quantify “relevant information” for these distributed quantum measurements in an
asymptotic sense. As shown in Fig. 1, a composite bipartite quantum system AB is made available to two agents,
Alice and Bob, where they have access to the sub-systems A and B, respectively. Two separate measurements, one
for each sub-system, are performed in a distributed fashion with no communication taking place between Alice and
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Fig. 1. The diagram of a distributed quantum measurement applied to a bipartite quantum system AB. A tensor product measurement
MAbMB is performed on many copies of the observed quantum state. The outcomes of the measurements are given by two classical bits.
The receiver functions as a classical-to-quantum channel β mapping the classical data to a quantum state.

Bob. Imagine that there is a third party, Eve, who is connected to Alice and Bob via two separate classical links. The
objective of the three parties is to simulate the action of repeated independent measurements performed on many
independent copies of the given composite state. To achieve this objective, Alice and Bob send classical bits to
Eve at rate R1 and R2, respectively. Further, common randomness at rate C is also shared amidst the three parties.
Eve performs classical processing of the received bits and common randomness. We study two settings, based on
whether or not Eve has access to private randomness. As an application of this quantification, we consider the
quantum-to-classical distributed rate distortion problem where Eve is allowed to use classical-to-quantum channels.
In this work, we focus on memoryless quantum systems in finite dimensional Hilbert spaces. We summarize the
contributions of this work in the following:

‚ We formulate the problem of faithful simulation of distributed quantum measurements that can be decomposed
as a convex-linear combination (incorporating Eve’s stochastic processing) of separable measurements, as stated
in Definition 1. The asymptotic performance limit for this problem is given by the set of all communication
rates pR1, R2q and all common randomness rates C, referred to as the achievable rate region, under which
the above-stated measurement is distributively simulated. We devise a distributed simulation protocol for this
problem, and provide a quantum-information theoretic inner bound to the achievable rate region in terms of
computable single-letter information quantities (see Theorem 6). This is the first main result of the paper.

‚ As an immediate application of our results on the simulation of distributed measurements, we develop an
approach for a distributed quantum-to-classical rate distortion theory, where the objective is to reconstruct a
quantum state at Eve, with the quality of reconstruction measured using an additive distortion observable.
The asymptotic performance limit is given by the set of all communication rate pairs pR1, R2q at which the
distortion D is achieved. For the achievability part, we characterize an inner bound in terms of single-letter
quantum mutual information quantities (see Theorem 3). This is the second main result of the paper. The
classical version of this result is called the Berger-Tung inner bound [9].

‚ We then develop a technique for deriving converse bounds based on a combination of tensor-product and direct-
sum Hilbert spaces (also referred to as a multi-particle system). Using this technique, we derive a single-letter
outer-bound on the optimal rate distortion region (see Theorem 4), by converting a multi-letter expression into
a single-letter expression. This is the third main result of the paper.

The organization of the paper is as follows. In Section II, we set the notation and state requisite definitions.
Instead of first presenting the above-stated inner bound to the performance limits of the problem of simulation of
distributed measurements in its full generality, for pedagogical reasons, in Section III, we first consider a special
case, where the processing at Eve is restricted to a deterministic function, and provide a simple proof based on the
application of Winter’s measurement compression theorem. In this setup, we compress each individual measurements
MA and MB , comprising the decomposing of MAB . As a result, faithful simulation of MA is possible when at
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least nIpU ;RAq classical bits of communication and nSpU |RAq bits of common randomness are available between
Alice and Eve. Similarly, a faithful simulation of MB is possible with nIpV ;RBq classical bits of communication
and nSpV |RBq bits of common randomness between Eve and Bob, where RA and RB are purifications of the
sub-systems A and B, respectively, and U and V denote the auxiliary registers corresponding to their measurement
outcomes. The challenge here is that the direct use of single-POVM compression theorem for each individual
POVMs, MA and MB , does not necessarily ensure a “distributed” faithful simulation of the overall measurement,
MAB . To accomplish this, we develop a Mutual Covering Lemma (see Lemma 4), which also helps in converting
the information quantities in terms of the reference R of the joint state ρAB .

Further, an interesting aspect about the distributed setting is that one can further reduce the amount of classical
communication by exploiting the statistical correlations between Alice’s and Bob’s measurement outcomes. The
challenge here is that the classical outputs of the approximating POVMs (operating on n copies of the state ρAB)
are not independent identically distributed (IID) sequences — rather they are codewords generated from random
coding. For this we develop a proposition for mutual packing (Proposition 2), that characterizes the binning rates
in term of single-letter information quantities. This issue also arises in classical distributed source coding problem
which was addressed by Wyner-Ahlswede-Körner [9] by developing Markov lemma and Mutual packing lemma.
The idea of binning in quantum setting has been explored from a different perspective in [10] and [11] for quantum
data compression involving side information. Toward the end of the section, we also provide an example to illustrate
the inner bound to the achievable rate region.

In Section V, we apply this special setting of the distributed measurement simulation with deterministic processing
to the q-c distributed rate distortion problem. Since, the proof of the inner bound of this rate distortion problem
requires only the special case of distributed measurement simulation, this is another reason for providing the special
case in the previous section.

In Section VI, we consider the non-feedback measurement compression problem for the point-to-point setting.
The authors in [2] have discussed this formulation and provided a rate region with a proof of achievability and
converse. However, the assumed equations (53) and (54) in proving the direct part (see [2]) do not appear to be true,
to the best to our knowledge, but only in an average sense. A stronger version of this theorem is also developed in
[12] using a different technique, wherein the authors have extended the Winter’s measurement compression for fixed
independent and identically distributed inputs [1] to arbitrary inputs. Since the result is crucial for the distributed
simulation problem with stochastic processing, to be described in the next section (Section VII), we formally state
the problem and provide an alternative proof of the direct part for completeness (see Theorem 5).

Finally, the above proof of non-feedback simulation in the point-to-point setting provides us with necessary tools
for the next task, namely, distributed quantum measurement simulation with stochastic processing. The objective of
incorporating the additional processing at the decoder is to reduce the required shared randomness. Our objective
in the distributed problem, considered in Section III, was to simulate MA bMB . We achieve this by proving that
a pair of POVMs that can faithfully simulate MA and MB individually, can also faithfully simulate MA bMB

(Lemma 4). However, it will be shown that, because of the presence of Eve’s stochastic processing, decoupling the
current problem into two symmetric point-to-point problems is not feasible. Therefore, we perform a non-symmetric
partitioning while being analytically tractable. Moreover, we provide a single-letter achievable inner bound that is
symmetric with respect to Alice and Bob. We conclude the paper with a few remarks in Section IX.

II. PRELIMINARIES

We here establish all our notations, briefly state few necessary definitions, and also provide Winter’s theorem on
measurement compression.
Notation: Given any natural number M , let the finite set t1, 2, ¨ ¨ ¨ ,Mu be denoted by r1,M s. Let BpHq denote the
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algebra of all bounded linear operators acting on a finite dimensional Hilbert space H. Further, let DpHq denote the
set of all unit trace positive operators acting on H. Let I denote the identity operator. The trace distance between
two operators A and B is defined as }A ´ B}1 “

∆ Tr |A ´ B|, where for any operator Λ we define |Λ| “∆
?

Λ:Λ.
The von Neumann entropy of a density operator ρ P DpHq is denoted by Spρq. The quantum mutual information
for a bipartite density operator ρAB P DpHA bHBq is defined as

IpA;Bqρ “
∆ SpρAq ` SpρBq ´ SpρABq.

Given any ensemble tpi, ρiuiPr1,ms, the Holevo information, as in [13], is defined as

χ
`

tpi, ρiu
˘

“
∆ S

´

ÿ

i

piρi

¯

´
ÿ

i

piSpρiq.

A positive-operator valued measure (POVM) acting on a Hilbert space H is a collection M “
∆
tΛxuxPX of positive

operators in BpHq that form a resolution of the identity:

Λx ě 0,@x P X ,
ÿ

xPX
Λx “ I.

where X is a finite set. If instead of the equality above, the inequality
ř

x Λx ď I holds, then the collection is said
to be a sub-POVM. A sub-POVM M can be completed to form a POVM, denoted by rM s, by adding the operator
Λ0 “

∆
pI ´

ř

x Λxq to the collection. Let Ψρ
RA denote a purification of a density operator ρ P DpHAq. Given a

POVM M “
∆
tΛAx uxPX acting on ρ, the post-measurement state of the reference together with the classical outputs

is represented by
pidbMqpΨρ

RAq “
∆

ÿ

xPX
|xyxx|b TrAtpI

R b ΛAx qΨ
ρ
RAu. (1)

Consider two POVMs MA “ tΛ
A
x uxPX and MB “ tΛ

B
y uyPY acting on HA and HB , respectively. Define MAbMB “

∆

tΛAx b ΛBy uxPX ,yPY With this definition, MA bMB is a POVM acting on HA bHB . By Mbn denote the n-fold
tensor product of the POVM M with itself.

Definition 1 (Joint Measurements). A POVM MAB “ tΛ
AB
z uzPZ , acting on the joint state ρAB P DpHA bHBq,

is said to have a separable decomposition with stochastic integration if there exist POVMs M̄A “ tΛ̄
A
u uuPU and

M̄B “ tΛ̄
B
v uvPV and a stochastic mapping PZ|U,V : U ˆ V Ñ Z such that

ΛABz “
ÿ

u,v

PZ|U,V pz|u, vqΛ̄
A
u b Λ̄Bv , @z P Z,

where U ,V and Z are some finite sets. Further, if the mapping PZ|U,V is a deterministic function then the POVM
is said to have a separable decomposition with deterministic integration.

Measurement Compression Theorem: Here, we provide a brief overview of the measurement compression
theorem [1]. A key concern, from an information-theoretic standpoint, is to quantify the amount of “relevant
information” conveyed by a measurement about a quantum state. Winter quantified “relevant information” by
measuring the minimum amount of classical information bits needed to “simulate” the repeated action of a
measurement M on a quantum state ρ. In this context, an agent (Alice) performs an approximating measurement
M̃ pnq on a quantum state ρbn and sends a set of classical bits to a receiver (Bob). In addition, Alice and Bob share
some amount of common randomness. Bob intends to faithfully recover the outcomes of the original measurement
M without having access to the quantum state based on the bits received from Alice and the common randomness.
The objective is to minimize the rate of classical bits under the constraint that the recovered and the original
outcomes be statistically indistinguishable. This is formally defined in the following.
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Definition 2 (Faithful simulation [2]). Given a POVM M “
∆
tΛxuxPX acting on a Hilbert space HA and a density

operator ρ P DpHAq, a sub-POVM M̃ “
∆
tΛ̃xuxPX acting on HA is said to be ε-faithful to M with respect to ρ,

for ε ą 0, if the following holds:

ÿ

xPX

›

›

›

?
ρpΛx ´ Λ̃xq

?
ρ
›

›

›

1
` Tr

#

pI ´
ÿ

x

Λ̃xqρ

+

ď ε. (2)

The above trace norm constraint can be equivalently expressed in terms of a purification of state ρ using the
following lemma.

Lemma 1. [2] For any state ρ P DpHq with any purification Ψρ
RA, and any pair of POVMs M and M̃ acting on

H, the following identity holds

}pidbMqpΨρ
RAq ´ pidb M̃qpΨ

ρ
RAq}1 “

ÿ

x

}
?
ρpΛx ´ Λ̃xq

?
ρ}1, (3)

where Λx and Λ̃x are the operators associated with M and M̃ , respectively.

Theorem 1. [1] For any ε ą 0, any density operator ρ P DpHAq and any POVM M acting on the Hilbert space
HA, there exist a collection of POVMs M̃ pn,µq for µ P r1, N s, each acting on HbnA , and having at most 2nR

outcomes such that M̃ pnq “
∆ 1

N

ř

µ M̃
pn,µq is ε-faithful to Mbn with respect to ρbn if

R ě IpU ;Rqσ ` δpεq,
1

n
log2N `R ě SpUqσ ` δpεq,

where σRU “∆ pidbMqpΨ
ρ
RAq, and δpεq % 0 as ε % 0.

Remark 1. A strong converse of the above result is also provided in [1].

III. SIMULATION OF DISTRIBUTED POVMS WITH DETERMINISTIC PROCESSING

Now, we develop an extension of Winter’s measurement compression [1] to quantum measurements performed
in a distributed fashion with deterministic processing. Consider a bipartite composite quantum system pA,Bq

represented by Hilbert Space HAbHB . Let ρAB be a density operator on HAbHB . Consider two measurements
MA and MB on sub-systems A and B, respectively. Imagine that three parties, named Alice, Bob and Eve, are
trying to collectively simulate these two measurements, one applied to each sub-system. The three parties share
some amount of common randomness. Alice and Bob perform a measurement M̃ pnq

A and M̃ pnq
B on n copies of sub-

systems A and B, respectively. The measurements are performed in a distributed fashion with no communication
taking place between Alice and Bob. Based on their respective measurements and the common randomness, Alice
and Bob send some classical bits to Eve. Upon receiving these classical bits, Eve applies a processing operation on
them and then wishes to produce an n-letter classical sequence. The objective is to construct n-letter measurements
M̃
pnq
A and M̃ pnq

B that minimize the classical communication and common randomness bits while ensuring that the
overall measurement induced by the action of the three parties is close to Mbn

A bMbn
B . The problem is formally

defined in the following.

Definition 3. For a given finite set Z , and a Hilbert space HA bHB , a distributed protocol with parameters pn,
Θ1,Θ2, Nq is characterized by
1) a collections of Alice’s sub-POVMs M̃ pµq

A , µ P r1, N s each acting on HbnA and with outcomes in a subset L1

satisfying |L1| ď Θ1.
2) a collections of Bob’s sub-POVMs M̃ pµq

B , µ P r1, N s each acting on HbnB and with outcomes in a subset L2,
satisfying |L2| ď Θ2.

6



3) a collection of Eve’s decoding maps f pµq : L1 ˆ L2 Ñ Zn for µ P r1, N s.
The overall sub-POVM of this distributed protocol, given by M̃AB , is characterized by the following operators:

Λ̃zn “
∆ 1

N

ÿ

µ,l1,l2

1tf pµqpl1,l2q“znuΛ
A,pµq
l1

b Λ
B,pµq
l2

, @zn P Zn, (4)

where Λ
A,pµq
l1

and Λ
B,pµq
l2

are the operators corresponding to the sub-POVMs M̃ pµq
A and M̃ pµq

B , respectively.

In the above definition, pΘ1,Θ2q determines the amount of classical bits communicated from Alice and Bob to
Eve. The amount of common randomness is characterized by N , and µ can be viewed as the common randomness
bits distributed among the parties. The mapping f pµq represents the action of Eve on the received classical bits.

Definition 4. Given a POVM MAB “
∆
tΛABz uzPZ acting on HAbHB , and a density operator ρAB P DpHAbHBq,

a triplet pR1, R2, Cq is said to be achievable, if for all ε ą 0 and for all sufficiently large n, there exists a distributed
protocol with parameters pn,Θ1,Θ2, Nq such that its overall sub-POVM M̃AB is ε-faithful to Mbn

AB with respect
to ρbnAB (see Definition 2), and

1

n
log2N ď C ` ε,

1

n
log2 Θi ď Ri ` ε, i “ 1, 2.

The set of all achievable triples pR1, R2, Cq is called the achievable rate region.

The following theorem provides an inner bound to the achievable rate region, which is proved in Section IV,

Theorem 2. Given a density operator ρAB P DpHA b HBq and a POVM MAB “
∆
tΛABz uzPZ acting on HA b

HB having a separable decomposition with deterministic integration (as in Definition 1), a triple pR1, R2, Cq is
achievable if the following inequalities are satisfied:

R1 ě IpU ;RBqσ1
´ IpU ;V qσ3

, (5a)

R2 ě IpV ;RAqσ2
´ IpU ;V qσ3

, (5b)

R1 `R2 ě IpU ;RBqσ1
` IpV ;RAqσ2

´ IpU ;V qσ3
, (5c)

R1 ` C ě SpU |V qσ3
, (5d)

R2 ` C ě SpV |Uqσ3
, (5e)

R1 `R2 ` C ě SpU, V qσ3
, (5f)

for some decomposition with POVMs M̄A “ tΛ̄
A
u uuPU and M̄B “ tΛ̄

B
v uvPV and a function g : U ˆ V Ñ Z , where

the information quantities are computed for the auxiliary states σRUB1 “
∆
pidR b M̄A b idBqpΨ

ρAB
RABq, σ

RAV
2 “

∆

pidRb idAb M̄BqpΨ
ρAB
RABq, and σRUV3 “

∆
pidRb M̄Ab M̄BqpΨ

ρAB
RABq, with ΨρAB

RAB being a purification of ρAB , and
U and V are some finite sets.

Remark 2. An alternative characterization of the above rate region can be obtained in terms of Holevo information.
For this, we use the canonical ensembles

 

λAu , ρ̂
A
u

(

,
 

λBv , ρ̂
B
v

(

and
 

λABuv , ρ̂
AB
uv

(

defined as

λAu “
∆ TrtΛ̄Au ρAu, λBv “

∆ TrtΛ̄Bv ρBu, λABuv “
∆ TrtpΛ̄Au b Λ̄Bv qρABu,

ρ̂Au “
∆ 1

λAu

?
ρAΛ̄Au

?
ρA, ρ̂Bv “

∆ 1

λYv

?
ρBΛ̄Bv

?
ρB, ρ̂ABuv “

∆ 1

λABuv

?
ρABpΛ̄

A
u b Λ̄Bv q

?
ρAB. (6)

Using this, we get
IpU ;RBqσ1

“ χ
` 

λAu , ρ̂
A
u

(˘

and IpV ;RAqσ2
“ χ

` 

λBv , ρ̂
B
v

(˘

.

Also, IpU ;V qσ3
, and SpU, V qσ3

are equal to the classical mutual information and joint entropy with respect to the
joint distribution tλABuv u, respectively.
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Before providing a proof in the next section, we briefly discuss two corner points of the rate region with
respect to the common randomness available. Firstly, consider the regime where the sum rate pR1 ` R2q is at its
minimum achievable, i.e., equation (5c) is active. This requires the largest amount of common randomness, given
by the constraint C ě SpU |RBqσ1

` SpV |RAqσ2
. Next, let us consider the regime where C “ 0. This implies

R1 ` R2 ě SpU, V qσ3
. This regime corresponds to the quantum measurement MA bMB followed by classical

Slepian-Wolf compression [14]. Fig. 2 demonstrates the achievable rate region in these cases.

Fig. 2. The inner bound to the achievable rate region given in Theorem 2 at two planes: 1) with no common randomness, i.e., C “ 0
(green color), and 2) with at least SpU |RBqσ1 ` SpV |RAqσ2 amount of common randomness (blue color). As a result, the latter region
contains the former.

We encounter two challenges in developing the single-letter inner bound to the achievable rate region as stated
in Theorem 2: 1) The direct use of single-POVM compression theorem, proved using random coding arguments
as in [1], for each individual POVMs, MA and MB , does not necessarily ensure a “distributed” faithful simulation
for the overall measurement, MA bMB . This issue is unique to the quantum settings. One of the contributions of
this work is to prove this when the two sources A and B are not necessarily independent, i.e., ρAB ‰ ρA b ρB

(see Lemma 4).
2) The classical outputs of the approximating POVMs (operating on n copies of the source) are not independently

and identically distributed (IID) sequences - rather they are codewords generated from random coding. The Slepian-
Wolf scheme [14] (also referred to as binning in the literature) is developed for distributed compression of IID
source sequences. Applicability of such an approach to the problem requires that the classical outputs produced from
the two approximating POVMs are jointly typical with high probability. This issue also arises in classical distributed
source coding problem which was addressed by Wyner-Ahlswede-Korner by developing Markov Lemma and
Mutual Packing Lemma (Lemma 12.1 and 12.2 in [15]). Building upon these ideas, we develop quantum-classical
counterparts of these lemmas for the multi-user quantum measurement simulation problem (see the discussion in
Section IV-B and Proposition 2). Let us consider an example to illustrate the above inner bound.

Example 1. Suppose the composite state ρAB is described using one of the Bell states on HA bHB as

ρAB “
1

2
p|00yAB ` |11yABq px00|AB ` x11|ABq .

Since πA “ TrB ρ
AB and πB “ TrA ρ

AB , Alice and Bob would perceive each of their particles in maximally mixed
states πA “ IA

2 and πB “ IB

2 , respectively. Upon receiving the quantum state, the two parties wish to independently

measure their states, using identical POVMs MA and MB , given by

#

1

2
|0yx0| ,

1

2
|1yx1| ,

1

2
|`yx`| ,

1

2
|´yx´|

+

. Alice
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and Bob together with Eve are trying to simulate the action of MA bMB using the classical communication and
common randomness as the resources available to them (as described earlier).

We compute the constraints given in Theorem 2. Considering the first constraint from (5a), we evaluate σUB1 as

σUB1 “
1

4

`

|0yx0|U b |0yx0|B ` |1yx1|U b |1yx1|B ` |2yx2|U b |`yx`|B ` |3yx3|U b |´yx´|B
˘

,

where the vectors t|0yU , |1yU , |2yU , |3yUu denote a set of orthogonal states on the space HU . Based on this state,
we get

SpσRUB1 q “ SpσUB1 q “ 2, SpσRB1 q “ SpσB1 q “ 1 and SpσU1 q “ 2.

This gives IpU ;RBqσ1
to be equal to 1 bit. Similarly, from the symmetry of the example, we also get IpV ;RAqσ2

to be equal to 1 bit. Similarly, we can evaluate σUV3 as

σUV3 “

˜

1

8

3
ÿ

i“0

|iyxi|U b |iyxi|V `
1

16

3
ÿ

i“0

i`4
ÿ

j“i`2

|iyxi|U b |mod pj, 4qyxmod pj, 4q|V

¸

,

which gives

SpU, V qσ3
“ 3.5 and IpU ;V qσ3

“ 0.5.

Therefore, we can write the constraints given in Theorem 2 as

R1 ě 0.5, R2 ě 0.5, R1 `R2 ě 1.5, R1 ` C ě 1.5, R2 ` C ě 1.5 and R1 `R2 ` C ě 3.5.

Consider the case when C ě 2 is available. By approximating MA and MB individually, we receive a gain of
1 bit, decreasing the rate from SpUqσ1

“ 2 bits to IpU ;RBqσ1
“ 1 bit and similarly from SpV qσ2

“ 2 bits to
IpV ;RAqσ2

“ 1 bit. Binning of these approximating POVMs (as discussed in Section (IV-B)), gives an additional
gain of half a bit, which is characterized by IpU ;V qσ3

“ 0.5, thus giving us the achievable sum-rate of 1.5 bits.

In the next section we provide the proof for this inner bound.

IV. PROOF OF THEOREM 2

Assume that the operators of the original POVM MAB are decomposed as

ΛABz “
ÿ

u,v

1tgpu,vq“zuΛ̄
A
u b Λ̄Bv , @z P Z, (7)

for some POVMs M̄A and M̄B with operators denoted by tΛ̄Au uuPU and tΛ̄Bv uvPV , respectively, and for some
function g : U ˆ V Ñ Z where U ,V and Z are three finite sets. The proof follows by constructing a protocol
for faithful simulation of M̄bn

A b M̄bn
B . We start by generating the canonical ensembles corresponding to M̄A and

M̄B , as given in (6). With this notation, corresponding to each of the probability distributions, we can associate
a δ-typical set. Let us denote T pnqδ pUq, T pnqδ pV q and T pnqδ pUV q as the δ-typical sets defined for tλAu u, tλ

B
v u and

tλABuv u, respectively.
Let ΠρA and ΠρB denote the δ-typical projectors (as in [13]) for marginal density operators ρA and ρB ,

respectively. Also, for any un P Un and vn P Vn, let ΠA
un and ΠB

vn denote the conditional typical projectors
(as in [13]) for the canonical ensembles tλAu , ρ̂

A
u u and tλBv , ρ̂

B
v u, respectively. For each un P Un and vn P Vn define

ΛA
1

un “
∆ ΠρAΠA

un ρ̂
A
unΠA

unΠρA , ΛB
1

vn “
∆ ΠρBΠB

vn ρ̂
B
vnΠB

vnΠρB , (8)

where ρ̂Aun “
∆ Â

i ρ̂
A
ui and ρ̂Bvn “

∆ Â

i ρ̂
B
vi

1.

1Note that ΛA
1

un and ΛB
1

vn are not tensor products operators.
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With the notation above, define σA
1

and σB
1

as

σA
1

“
∆

ÿ

unPT pnqδ pUq

λAun

p1´ εq
ΛA

1

un and σB
1

“
∆

ÿ

vnPT pnqδ pV q

λBvn

p1´ ε1q
ΛB

1

vn , (9)

where ε “
ř

unPT pnqδ pUq λ
A
un and ε1 “

ř

vnPT pnqδ pV q λ
B
vn . Note that σA

1

and σB
1

defined above are expectations
with respect to the pruned distribution [16]. Let Π̂A and Π̂B be the projectors onto the subspaces spanned by the
eigen-states of σA

1

and σB
1

corresponding to eigenvalues that are larger than ε2´npSpρAq`δ1q and ε2´npSpρBq`δ2q,
for some δ1, δ2 ě 0. Lastly, define2.

ΛAun “
∆ Π̂AΛA

1

unΠ̂A, and ΛBvn “
∆ Π̂BΛB

1

vnΠ̂B. (10)

A. Construction of Random POVMs

In what follows, we construct two random POVMs one for each encoder. Fix a positive integer N and positive
real numbers R̃1 and R̃2 satisfying R̃1 ă SpUqσ3

and R̃2 ă SpV qσ3
, where σ3 is defined as

σRUV3 “
∆
pidR b M̄A b M̄BqpΨ

ρAB
RABq,

with ΨρAB
RAB being any purification of ρAB3. Let µ1 P r1, N1s denote the common randomness shared between the

first encoder and the decoder, and let µ2 P r1, N2s denote the common randomness shared between the second
encoder and the decoder, with log(N1) + log(N2) ď log(N ). For each µ1 P r1, N1s and µ2 P r1, N2s, randomly and
independently select 2nR̃1 and 2nR̃2 sequences pUn,pµ1qplq, V n,pµ2qpkqq according to the pruned distributions, i.e.,

P
´

pUn,pµ1qplq, V n,pµ2qpkqq “ pun, vnq
¯

“

$

&

%

λAun

p1´ εq

λBvn

p1´ ε1q
for un P T pnqδ pUq, vn P T pnqδ pV q

0 otherwise
. (11)

Construct operators

A
pµ1q
un “

∆ γ
pµ1q
un

ˆ

?
ρA
´1ΛAun

?
ρA
´1

˙

and B
pµ2q
vn “

∆ ζ
pµ2q
vn

ˆ

?
ρB
´1ΛBvn

?
ρB
´1

˙

, (12)

where

γ
pµ1q
un “

∆ 1´ ε

1` η
2´nR̃1 |tl : Un,pµ1qplq “ unu| and ζ

pµ2q
vn “

∆ 1´ ε1

1` η
2´nR̃2 |tk : V n,pµ2qpkq “ vnu|, (13)

where η P p0, 1q is a parameter to be determined. Then, for each µ1 P r1, N1s and µ2 P r1, N2s, construct M pn,µ1q

1

and M pn,µ2q

2 as in the following

M
pn,µ1q

1 “
∆
tA
pµ1q
un : un P T pnqδ pUqu, M

pn,µ2q

2 “
∆
tB

pµ2q
vn : vn P T pnqδ pV qu. (14)

We show in the later part of the proof (Lemma 2) that M pn,µ1q

1 and M
pn,µ2q

2 form sub-POVMs, with high
probability, for all µ P r1, N1s and µ2 P r1, N2s, respectively. These collections M pn,µ1q

1 and M pn,µ2q

2 are completed
using the operators I ´

ř

unPT pnqδ pUqA
pµ1q
un and I ´

ř

vnPT pnqδ pV qB
pµ2q
vn , and these operators are associated with

sequences un0 and vn0 , which are chosen arbitrarily from UnzT pnqδ pUq and VnzT pnqδ pV q, respectively.

2Note that ΛAun and ΛBvn are not tensor products operators.
3The information theoretic quantities calculated with respect to σRUV3 remain independent of the purification used in its definition.
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B. Binning of POVMs

We introduce the quantum counterpart of the so-called binning technique which has been widely used in the
context of classical distributed source coding. Fix binning rates pR1, R2q and choose a pµ1, µ2q pair. For each
sequence un P T pnqδ pUq assign an index from r1, 2nR1s randomly and uniformly, such that the assignments for
different sequences are done independently. Perform a similar random and independent assignment for all vn P
T pnqδ pV q with indices chosen from r1, 2nR2s. Repeat this assignment for every µ1 P r1, 2

nC1s and µ2 P r1, 2
nC2s.

For each i P r1, 2nR1s and j P r1, 2nR2s, let Bpµ1q

1 piq and Bpµ2q

2 pjq denote the ith and the jth bins, respectively. More
precisely, Bpµ1q

1 piq is the set of all un sequences with assigned index equal to i, and similar is Bpµ2q

2 pjq. Define the
following operators:

Γ
A,pµ1q

i “
∆

ÿ

unPBpµ1q
1 piq

A
pµ1q
un , and Γ

B,pµq
j “

∆
ÿ

vnPBpµ2q
2 pjq

B
pµ2q
vn ,

for all i P r1, 2nR1s and j P r1, 2nR2s. Using these operators, we form the following collection:

M
pn,µ1q

A “
∆
tΓ

A,pµ1q

i uiPr1,2nR1 s, M
pn,µq
B “

∆
tΓ

B,pµ2q

j ujPr1,2nR2 s. (15)

Note that if M pn,µ1q

1 and M pn,µ2q

2 are sub-POVMs, then so are M pn,µ1q

A and M pn,µ2q

B . This is due to the relations
ÿ

i

Γ
A,pµ1q

i “
ÿ

unPT pnqδ pUq

A
pµ1q
un , and

ÿ

j

Γ
B,pµ2q

j “
ÿ

vnPT pnqδ pV q

B
pµ2q
vn .

To make M pn,µ1q

A and M pn,µ2q

B complete, we define Γ
A,pµ1q

0 and Γ
B,pµ2q

0 as Γ
A,pµ1q

0 “ I ´
ř

i Γ
A,pµ1q

i and Γ
B,pµ2q

0 “

I ´
ř

j Γ
B,pµ2q

j , respectively4. Now, we intend to use the completions rM pn,µ1q

A s and rM pn,µ2q

B s as the POVMs for
each encoder. Also, note that the effect of the binning is in reducing the communication rates from pR̃1, R̃2q to
pR1, R2q.

C. Decoder mapping

Note that the operators Apµ1q
un b B

pµ2q
vn are used to simulate M̄A b M̄B . Binning can be viewed as partitioning

of the set of classical outcomes into bins. Suppose an outcome pUn, V nq occurred after the measurement. Then,
if the bins are small enough, one might be able to recover the outcomes by knowing the bin numbers. For that we
create a decoder that takes as an input a pair of bin numbers and produces a pair of sequences pUn, V nq. More
precisely, we define a mapping F pµq, for µ “ pµ1, µ2q, acting on the outputs of rM pn,µ1q

A s b rM
pn,µ2q

B s as follows.
Let Cpµq denote the codebook containing all pairs of codewords pUn,pµ1qplq, V n,pµ2qpkqq. On observing µ and the
classical indices pi, jq P r1 : 2nR1s ˆ r1 : 2nR2s communicated by the encoder, the decoder first deduces pµ1, µ2q

from µ and then populates,

D
pµ1,µ2q

i,j “
∆
!

pun, vnq P Cpµq : pun, vnq P T pnqδ pUV q and pun, vnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq
)

. (16)

For every µ P r1 : N s, i P r1 : 2nR1s and j P r1, 2nR2s define the function F pµqpi, jq “ pun, vnq if pun, vnq is the
only element of Dpµ1,µ2q

i,j ; otherwise F pµqpi, jq “ pun0 , v
n
0 q Further, F pµqpi, jq “ pun0 , v

n
0 q for i “ 0 or j “ 0. Finally,

the decoder produces zn P Zn according to the map gnpF pµqpi, jqq. With this mapping, we form the following
collection of operators, denoted by M̃ pnq

AB ,

Λ̃ABun,vn “
∆

1

N1N2

N1
ÿ

µ1“1

N2
ÿ

µ2“1

ÿ

pi,jq:F pµqpi,jq“pun,vnq

Γ
A,pµ1q

i b Γ
B,pµ2q

j , @pun, vnq P Un ˆ Vn.

4Note that Γ
A,pµ1q

0 “ I ´
ř

i Γ
A,pµ1q

i “ I ´
ř

unPT
pnq
δ

pUq
A

pµ1q

un and Γ
B,pµ2q

0 “ I ´
ř

j Γ
B,pµ2q

j “ I ´
ř

vnPT
pnq
δ

pV q
B

pµ2q

vn

11



Note that for Λ̃ABun,vn “ 0 for pun, vnq R pT pnqδ pUq ˆ T pnqδ pV qq
Ť

tpun0 , v
n
0 qu. We show that M̃ pnq

AB is a POVM that
is ε-faithful to the intermediate POVM M̄bn

A b M̄bn
B , with respect to ρbnAB . For faithful simulation of the original

POVM MAB , we apply the deterministic mapping gnpun, vnq to the classical outputs of M̃ pnq
AB . More precisely, we

construct the POVM M̂
pnq
AB with the following operators:

Λ̂ABzn “
ÿ

un,vn
Λ̃ABun,vn1tgnpun,vnq“znu, @z

n P Zn.

D. Analysis of POVM and Trace Distance

In what follows, we show that M̂ pnq
AB is a POVM, and is ε-faithful with respect to ρAB (according to Definition

2) to MAB , where ε ą 0 can be made arbitrarily small for sufficiently large n. More precisely, we show that, with
probability sufficiently close to 1,

ÿ

zn
}

b

ρbnAB

´

ΛABzn ´ Λ̂ABzn
¯

b

ρbnAB}1 ď ε. (17)

According to the decomposition of Λz , given in (7), the above inequality is equivalent to

ÿ

zn

∥∥∥∥∥ ÿ

un,vn
1tgpun,vnq“znu

ˆ

b

ρbnABpΛ̄
A
un b Λ̄Bvn ´ Λ̃ABun,vnq

b

ρbnAB

˙

∥∥∥∥∥
1

ď ε.

From triangle inequality, the left-hand side of the above inequality does not exceed the following
ÿ

zn

ÿ

un,vn
1tgpun,vnq“znu

∥∥∥∥bρbnABpΛ̄
A
un b Λ̄Bvn ´ Λ̃ABun,vnq

b

ρbnAB

∥∥∥∥
1

“
ÿ

un,vn

∥∥∥∥bρbnABpΛ̄
A
un b Λ̄Bvn ´ Λ̃ABun,vnq

b

ρbnAB

∥∥∥∥
1

.

Hence, it is sufficient to show that the above quantity is no greater than ε, with probability sufficiently close to
1. This is equivalent to showing that M̃ pnq

AB is ε-faithful to M̄bn
A b M̄bn

B with respect to ρbnAB . Alternatively, using
Lemma 1, we prove the following inequality

G “∆
›

›

›
pidb M̄bn

A b M̄bn
B qpΨρ

RnAnBnq ´ pidb M̃
pnq
ABqpΨ

ρ
RnAnBnq

›

›

›

1
ď ε. (18)

We characterize the conditions on pn,N,R1, R2q under which the inequality given in (18) holds, using the following
steps.
Step 1: M pn,µ1q

1 and M
pn,µ2q

2 are sub-POVMs and individually approximating
As a first step, one can show that with probability sufficiently close to one, M pn,µ1q

1 and M pn,µ2q

2 form sub-POVMs
for all µ1 P r1, N1s and µ2 P r1, N2s, and also individually approximate the corresponding tensor product POVMs.
More precisely the following Lemma holds.

Lemma 2. For any two positive integers N1 and N2, and ε, ε, ε1, η P p0, 1q, as in (13), and any ζ P p0, 1q, there
exists npε, ε, ε1, η, ζq such that for all n ě npε, ε, ε1, η, ζq, the collection of operators M pn,µ1q

1 and M
pn,µ2q

2 form
sub-POVMs for all µ1 P r1, N1s and µ2 P r1, N2s with probability at least p1´ ζq, provided that

R̃1 ą IpU ;RBqσ1
, and R̃2 ą IpV ;RAqσ2

,

where σ1, σ2 are defined as in the statement of the theorem. In addition, if

1

n
log2N1 ` R̃1 ą SpUqσ1

,
1

n
log2N2 ` R̃2 ą SpV qσ2

, (19)

then with probability at least p1 ´ ζq the collection of average operators M pnq
i “

∆ 1
Ni

ř

µi
rM

pn,µiq
i s, i “ 1, 2 are

ε-faithful to Mbn
A with respect to ρbnA and Mbn

B with respect to ρbnB , respectively.

Proof. The proof uses a similar argument as in that of Theorem 2 in [1]. Hence it is omitted.
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As a result of the lemma, M̃ pnq
AB and M̂ pnq

AB are valid POVMs with high probability.
Step 2: Isolating the effect of un-binned approximating measurements
In this step, we separate out the effect of un-binned approximating measurements from G in (18). This is done by
adding and subtracting an appropriate term within the trace norm and applying triangle inequality, which bounds
G as G ď S1 ` S2, where

S1 “
∆

›

›

›

›

›

pidb M̄bn
A b M̄bn

B qpΨρ
RnAnBnq ´

1

N1N2

ÿ

µ1,µ2

pidb rM pn,µ1q

1 s b rM
pn,µ2q

2 sqpΨρ
RnAnBnq

›

›

›

›

›

1

,

S2 “
∆

›

›

›

›

›

1

N1N2

ÿ

µ1,µ2

pidb rM pn,µ1q

1 s b rM
pn,µ2q

2 sqpΨρ
RnAnBnq ´ pidb M̃

pnq
ABqpΨ

ρ
RnAnBnq

›

›

›

›

›

1

, (20)

where the S1 captures the effect of using approximating POVMs M pn,µ1q

1 and M pn,µ2q

2 instead of the actual POVMs
M̄bn
A and M̄bn

B , while S2 captures the error introduced by binning these approximating POVMs. Before we proceed
further, we provide the following lemma which will be useful in the rest of the paper.

Lemma 3. Given a density operator ρAB P DpHABq, a sub-POVM MY “
∆
 

ΛBy : y P Y
(

acting on HB, for some
set Y , and any Hermitian operator ΓA acting on HA, we have

ÿ

yPY

›

›

?
ρAB

`

ΓA b ΛBy
˘?

ρAB
›

›

1
ď

›

›

?
ρAΓA

?
ρA

›

›

1
, (21)

with equality if
ÿ

yPY
ΛBy “ I , where ρA “ TrBtρABu.

Proof. The proof is provided in Appendix A-A.

Next, we show S1 is sufficiently small using the following Mutual Covering Lemma.

Lemma 4 (Mutual Covering Lemma). Suppose the sub-POVM M̂X is ε-faithful to MX with respect to ρX , and
the sub-POVM M̂Y is ε-faithful to MY with respect to ρY , where ρX “ TrY tρXY u and ρY “ TrX tρXY u. Then
the sub-POVM M̂X b M̂Y is 2ε-faithful to the POVM MX bMY with respect to ρXY .

Proof. The proof is provided in the Appendix A-B.

Using Lemma 4 with ρXY “ ρbnAB , M̂X “ 1
N1

ř

µ1
rM

pn,µ1q

1 s, M̂Y “ 1
N2

ř

µ2
rM

pn,µ2q

2 s, MX “ M̄bn
A and

MY “ M̄bn
B , and Lemma 2, with probability at least p1´ ζq, we have S1 ď 2ε.

Step 3: Analyzing the effect of Binning
In this step, we provide an upper bound on S2. For pun, vnq P Bpµ1q

1 piqˆBpµ2q

2 pjq, define epµqpun, vnq “∆ F pµqpi, jq.
For any pun, vnq R Cpµq define epµqpun, vnq “ pu0, v0q. Note that epµq captures the overall effect of the binning
followed by the decoding function F pµq. For all un P Un and vn P Vn, let Φun,vn “

∆ |un, vnyxun, vn|. With this
notation, we simplify S2 using the following proposition.

Proposition 1. S2 can be simplified as

S2 “
1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

›

›Φun,vn ´ Φepµqpun,vnq

›

›

1
γ
pµ1q
un ζ

pµ2q
vn Ωun,vn ,

where Ωun,vn is defined as

Ωun,vn “
∆ Tr

!

b

ρbnA b ρbnB

´1

pΛAun b ΛBvnq
b

ρbnA b ρbnB

´1

ρbnAB

)

.

Proof. The proof is provided in Appendix B-A.
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In the next proposition we provide a bound on S2.

Proposition 2 (Mutual Packing). There exist functions εS2
pδq and δS2

pδq, such that for all sufficiently small δ and
sufficiently large n, we have P pS2 ą εS2

pδqq ď δS2
pδq, if R̃1`R̃2´R1´R2 ă IpU ;V qσ2

, where σ3 is the auxiliary
state defined in the theorem and εS2

, δS2
Œ 0 as δ Œ 0.

Proof. The proof is provided in Appendix B-B.

Using this, and from Step 2, with probability sufficiently close to one, we have

G ď S1 ` S2 ď 2ε` εS2
.

E. Rate Constraints

To sum-up, we showed that the trace distance inequality in (18) holds for sufficiently large n and with probability
sufficiently close to 1, if the following bounds hold:

R̃1 ě IpU ;RBqσ1
(22a)

R̃2 ě IpV ;RAqσ2
(22b)

C1 ` R̃1 ě SpUqσ3
, C2 ` R̃2 ě SpV qσ3

, (22c)

pR̃1 ´R1q ` pR̃2 ´R2q ă IpU ;V qσ3
(22d)

R̃1 ě R1 ě 0, R̃2 ě R2 ě 0, (22e)

C1 ` C2 ď C, C1 ě 0, C2 ě 0, (22f)

where Ci “∆ 1
n log2Ni; for i “ 1, 2. This implies that M̃ pnq

AB is ε-faithful to M̄bn
A bM̄bn

B with probability sufficiently
close to one, and hence, M̂ pnq

AB is also ε-faithful to Mbn
AB with respect to ρbnAB , i.e, (17) is satisfied. Therefore, there

exists a distributed protocol with parameters pn, 2nR1 , 2nR2 , 2nCq such that its overall POVM M̂
pnq
AB is ε-faithful to

Mbn
AB with respect to ρbnAB . Lastly, we complete the proof of the theorem using the following lemma.

Lemma 5. Let R1 denote the set of all pR1, R2, Cq for which there exists pR̃1, R̃2q such that the sextuple pR1,

R2, C1, C2, R̃1, R̃2q satisfies the inequalities in (22). Let, R2 denote the set of all triples pR1, R2, Cq that satisfies
the inequalities in (5) given in the statement of the theorem. Then, R1 “ R2.

Proof. The prove follows by Fourier-Motzkin elimination [17].

V. Q-C DISTRIBUTED RATE DISTORTION THEORY

As an application of faithful simulation of distributed measurements (Theorem 2), we consider the distributed
extension of q-c rate distortion coding [5]. This problem is a quantum counterpart of the classical distributed source
coding. In this setting, consider a memoryless bipartite quantum source, characterized by ρAB P DpHA b HBq.
Alice and Bob have access to sub-systems A and B, characterized by ρA P DpHAq and ρA P DpHAq, respectively,
where ρA “ TrBtρABu and ρB “ TrAtρABu. They both perform a measurement on n copies of their sub-systems
and send the classical bits to Eve. Upon receiving the classical bits sent by Alice and Bob, a reconstruction state is
produced by Eve. The objective of Eve is to produce a reconstruction of the source ρAB within a targeted distortion
threshold which is measured by a given distortion observable.
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A. Problem Formulation

We first formulate this problem as follows. For any quantum information source, characterized by ρAB P DpHAb

HBq, denote its purification by ΨρAB
RAB .

Definition 5. A q-c source coding setup is characterized by a triple pΨρAB
RAB,HX̂ ,∆q, where ΨρAB

RAB P DpHR b

HAbHBq is a purified quantum state, HX̂ is a reconstruction Hilbert space, and ∆ P BpHRbHX̂q, which satisfies
∆ ě 0, is a distortion observable.

Next, we formulate the action of Alice, Bob and Eve by the following definition.

Definition 6. An pn,Θ1,Θ2q q-c protocol for a given input and reconstruction Hilbert spaces pHA bHB,HX̂q is
defined by POVMs M pnq

A and M pnq
B acting on HbnA and HbnB with Θ1 and Θ2 number of outcomes, respectively,

and a set of reconstruction states Si,j P DpHbnX̂ q for all i P r1 : Θ1s, j P r1 : Θ2s.

The overall action of Alice, Bob and Eve, as a q-c protocol, on a quantum source ρAB is given by the following
operation

NAnBn ÞÑX̂n : ρbnAB ÞÑ
ÿ

i,j

TrtpΛAi b ΛBj qρ
bn
ABu Si,j , (23)

where tΛAi u and tΛBj u are the operators of the POVMs M pnq
A and M pnq

B , respectively. With this notation and given
a q-c source coding setup as in Definition 5, the distortion of a pn “ 1,Θ1,Θ2q q-c protocol is measured as

dpρAB,NAB ÞÑX̂q “
∆ Tr

 

∆
`

pidR bNAB ÞÑX̂qpΨ
ρAB
RABq

˘(

.

For an n-letter protocol, we use symbol-wise average distortion observable defined as

∆pnq “
1

n

n
ÿ

i“1

∆RiX̂i
b I

brnszi

RX̂
, (24)

where ∆RiX̂i
is understood as the observable ∆ acting on the ith instance space HRi bHX̂i

of the n-letter space
HbnR bHbn

X̂
. With this notation, the distortion for an pn,Θ1,Θ2q q-c protocol is given by

d̄pρbnAB,NAnBn ÞÑX̂nq “
∆ Tr

!

∆pnqpidbNAnBn ÞÑX̂nqpΨ
ρAB
RnAnBnq

)

,

where ΨρAB
RnAnBn is the n-fold tensor product of ΨρAB

RAB which is the given purification of the source.
The authors in [5] studied the point-to-point version of the above formulation. They considered a special distortion

observable of the form ∆ “
ř

x̂PX̂ ∆x̂ b |x̂yxx̂| , where ∆x̂ ě 0 acts on the reference Hilbert space and X̂ is the
reconstruction alphabet. In this paper, we allow ∆ to be any non-negative and bounded operator acting on the
appropriate Hilbert spaces. Moreover, we allow for the use of any c-q reconstruction mapping as the action of Eve.

Definition 7. For a q-c source coding setup pΨρAB
RAB,HX̂ ,∆q, a rate-distortion triplet (R1, R2, D) is said to be

achievable, if for all ε ą 0 and all sufficiently large n, there exists an pn,Θ1,Θ2q q-c protocol satisfying

1

n
log2 Θi ď Ri ` ε, i “ 1, 2,

d̄pρbnAB,NAnBn ÞÑX̂nq ď D ` ε,

where NAnBn ÞÑX̂n is defined as in (23). The set of all achievable rate-distortion triplets pR1, R2, Dq is called the
achievable rate-distortion region.

Our objective is to characterize the achievable rate-distortion region using single-letter information quantities.

15



B. Inner Bound

We provide an inner bound to the achievable rate-distortion region which is stated in the following theorem. We
employ a q-c protocol based on a randomized faithful simulation strategy involving a time sharing classical random
variable Q that is independent of the quantum source. This can be viewed as a conditional version of the faithful
simulation problem considered in Section III.

Theorem 3. For a q-c source coding setup pΨρAB
RAB,HX̂ ,∆q, any rate-distortion triplet pR1, R2, Dq satisfying the

following inequalities is achievable

R1 ě IpU ;RB|Qqσ1
´ IpU ;V |Qqσ3

,

R2 ě IpV ;RA|Qqσ2
´ IpU ;V |Qqσ3

,

R1 `R2 ě IpU ;RB|Qqσ1
` IpV ;RA|Qqσ2

´ IpU ;V |Qqσ3
,

D ě dpρAB,NAB ÞÑX̂q,

for POVM of the form MAB “
ř

qPQ PQpqqM
q
A bM q

B , where for every q P Q, M q
A “

∆
tΛA,qu uuPU and M q

B “
∆

tΛB,qv uvPV are POVMs acting on HA b HB , and reconstruction states tSu,v,qu with each state in DpHX̂q, and
some finite sets U ,V and Q. The quantum mutual information quantities are computed according to the auxiliary
states σRUBQ1 “

∆ ř

qPQ PQpqqpidRbM
q
Ab idBqpΨ

ρAB
RABqb |qyxq| , σRAV Q2 “

∆ ř

qPQ PQpqqpidRb idAbM
q
Bqb |qyxq| ,

and σRUV Q3 “
∆ ř

qPQ PQpqqpidR bM
q
A bM

q
BqpΨ

ρAB
RABq b |qyxq| , where pU, V q represents the output of MAB , and

NAB ÞÑX̂ : ρAB ÞÑ
ř

u,v,q PQpqqTrtpΛA,qu b ΛB,qv qρABu Su,v,q.

Remark 3. Note that for the auxiliary states σi, i “ 1, 2, 3, we have IpR;Qq “ 0.

Proof. In the interest of brevity, we provide the proof for the special case, when the time sharing random variable
is trivial, i.e., Q is empty. An extension to the more general case is straightforward but tedious. For the special
case, the proof follows from Theorem 2. Fix POVMs pMA,MBq and reconstruction states Su,v as in the statement
of the theorem. Let NAB ÞÑX̂ be the mapping corresponding to these POVMs and the reconstruction states. Then,
dpρAB,NAB ÞÑX̂q ď D. According to Theorem 2, for any ε ą 0, there exists an pn, 2nR1 , 2nR2 , Nq distributed
protocol for ε-faithful simulation of Mbn

A bMbn
B with respect to ρbnAB such that pR1, R2q satisfies the inequalities

in (5) for M̄A “MA and M̄B “MB . Let M̃ pµq
A , M̃

pµq
B , µ P r1 : N s and f pµq be the POVMs and the deterministic

decoding functions of this protocol with Z “ U ˆ V . We use these POVM’s and mappings to construct a q-c
protocol for distributed quantum source coding.

For each µ P r1, N s, consider the q-c protocol with parameters Θi “ 2nRi , i “ 1, 2, and POVMs M̃ pµq
A , M̃

pµq
B .

Moreover, we use n-length reconstruction states Si,j “∆
ř

un,vn 1
 

f pµqpi, jq “ pun, vnq
(

Sun,vn , where Sun,vn “

biSui,vi . Further, let the corresponding mappings be denoted as Ñ pµq

AnBn ÞÑX̂n
. With this notation, for the average of

these random protocols, the following bounds hold:

1

N

ÿ

µ

d̄pρbnAB, Ñ
pµq

AnBn ÞÑX̂n
q “

1

N

ÿ

µ

Tr
!

∆pnqpidb Ñ pµq

AnBn ÞÑX̂n
qΨρAB

RnAnBn

)

“ Tr
!

∆pnqpidbNbn

AB ÞÑX̂
qΨρAB

RnAnBn

)

` Tr
!

∆pnqpidb pNbn

AB ÞÑX̂
´ ÑAnBn ÞÑX̂nqqΨ

ρAB
RnAnBn

)

ď Tr
 

∆
`

pidR bNAB ÞÑX̂qpΨ
ρAB
RABq

˘(

` }∆pnqpidb pNbn

AB ÞÑX̂
´ ÑAnBn ÞÑX̂nqqΨ

ρAB
RnAnBn}1

ď D ` }∆pnq}8}pidb pNbn

AB ÞÑX̂
´ ÑAnBn ÞÑX̂nqqΨ

ρAB
RnAnBn}1

ď D ` }∆pnq}8}pidb pMbn
A bMbn

B ´ M̃ABqqΨ
ρAB
RnAnBn}1

ď D ` ε}∆}8,
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where ÑAB ÞÑX̂ is the average of Ñ pµq

AB ÞÑX̂
, and M̃AB is the overall POVM of the underlying distributed protocol as

given in (4). The first inequality holds by the fact that |TrtAu| ď ‖A‖1. The second inequality follows by Lemma
6 given in the sequel. The third inequality is due to the monotonicity of the trace-distance [16] with respect to the
quantum channel given by idb Lbn

UV ÞÑX̂
, where

LUV ÞÑX̂pωq “
∆
ÿ

u,v

xu, v|ω |u, vySu,v.

The last inequality follows by Theorem 2, and the fact that }∆pnq}8 ď }∆}8. This completes the proof of the
theorem, since ∆ is a bounded operator.

Lemma 6. For any operator A and B acting on a Hilbert space H the following inequalities hold.

}BA}1 ď }B}8}A}1, and }AB}1 ď }B}8}A}1.

Proof. See Exercise 12.2.1 in [16].

One can observe that the rate region in Theorem 3 matches in form with the classical Berger-Tung region when
ρAB is a mixed state of a collection of orthogonal pure states. Note that the rate region is an inner bound for the set
of all achievable rates. The single-letter characterization of the set of achievable rates is still an open problem even
in the classical setting. Some progress has been made recently on this problem which provides an improvement
over Berger-Tung rate region [18].

C. Outer Bound

In this section, we provide an outer bound for the achievable rate-distortion region.

Theorem 4. Given a q-c source coding setup pΨρAB
RAB,HX̂ ,∆q, if any triplet pR1, R2, Dq is achievable, then the

following inequalities must be satisfied

R1 ě IpW1;R|W2, Qqσ, (25a)

R2 ě IpW2;R|W1, Qqσ, (25b)

R1 `R2 ě IpW1,W2;R|Qqσ, (25c)

D ě Trt∆uσRX̂u, (25d)

for some state σW1W2RQX̂ which can be written as

σW1W2QRX̂ “ pidbNAB ÞÑW1W2QX̂
qpΨρAB

RABq,

where Q represents an auxiliary quantum state, and NAB ÞÑW1W2QX̂
is a quantum test channel with IpR;Qqσ “ 0.

Proof. Suppose the triplet pR1, R2, Dq is achievable. Then, from Definition 7, for all ε ą 0, there exists an pn,Θ1,

Θ2q q-c protocol satisfying the inequalities in the definition. Let MA “
∆
tΛAl1u, MB “

∆
tΛBl2u and Sl1,l2 P DpHbnX̂ q be

the corresponding POVMs and reconstruction states. Let L1, L2 denote the outcomes of the measurements. Then,
for Alice’s rate, we obtain

npR1 ` εq ě HpL1q ě HpL1|L2q

ě IpL1;Rn|L2qτ

“

n
ÿ

j“1

IpL1;Rj |L2, R
j´1qτ .
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where the state τ is defined as

τL1L2RnX̂n

“
∆

ÿ

l1,l2

|l1, l2yxl1, l2|b TrAnBn
!

pidb ΛAl1 b ΛBl2 qΨ
ρAB
RnAnBn

)

b Sl1,l2 .

Note that for each j the corresponding mutual information above is defined for a state in the Hilbert space HL1
b

HL2
bHbjR . Next, we convert the above summation into a single-letter quantum mutual information term. For that

we proceed with defining a new Hilbert space using direct-sum operation.
Let us recall the direct-sum of Hilbert spaces [19]. Consider a tuple of Hilbert spaces Hk, k “ 1, 2, . . . , n

with inner products x¨|¨yk. Define
Àn

k“1 Hk as the collection of tuples of vectors p|xy1 , |xy2 , . . . , |xynq. The inner
product of two tuples p|xy1 , |xy2 , . . . , |xynq and p|yy1 , |yy2 , . . . , |yynq is given by the sum of inner products of
the components, i.e.,

řn
k“1 xxk|ykyk. A linear operator in this space is a tuple of operators given by pA1, A2, . . . ,

Anq, where Ak operates on Hk, and TrpAq “
řn
k“1 TrpAiq. A state in

Àn
k“1 Hk is denoted conventionally as

Àn
k“1 |xyk. Similarly, a linear operator in this space is written in the form A “

Àn
k“1Ak.

With this definition, consider the following single-letterization:
n
ÿ

j“1

IpL1;Rj |L2, R
j´1qτ “ nIpL1;R|L2, Qqσ,

where the state σ is defined below

σL1L2RQX̂ “
∆
ÿ

l1,l2

|l1, l2yxl1, l2|
n

b

´ n
à

j“1

`

TrRnj`1A
nBn

!

pidbΛAl1 bΛBl2 qΨ
ρAB
RnAnBn

)

b |jyxj|bTrX̂n„jtSl1,l2u
˘

¯

, (26)

where TrX̂n„j denotes tracing over pX̂bj´1b X̂bnj`1q, and Q “∆ pRJ´1, Jq, and J is an averaging random variable
which is uniformly distributed over r1, ns. We elaborate on the Hilbert space associated with Q as follows.

Suppose t|φiyuiPI is an orthonormal basis for HR. Then, a basis for HbkR is given by

|φiky “∆ |φi1y b |φi2y b ¨ ¨ ¨ b |φiky ,

for all ik P Ik. Consider the direct-sum of the Hilbert spaces
Àn

k“1 H
bk
R . Consider the Hilbert space HJ b

p
Àn

k“1 H
bk
R q. With this definition, define HQ, as the Hilbert space which is spanned by |jy b |φipj´1qy , for all

j P r1, ns and ipj´1q P Ipj´1q. Therefore, HQ is isometrically isomorphic to the direct-sum
À

kH
bk
R . Note that HQ

can be viewed as a multi-particle Hilbert space, which is a truncated version of the so-called Fock space [20].
Similarly, for Bob’s rate we have

R2 ` ε ě IpL2;R|L1, Qqσ.

For the sum-rate, the following inequalities hold

npR1 `R2 ` 2εq ě HpL1, L2q ě IpL1, L2;Rnqτ

“

n
ÿ

j“1

IpL1, L2;Rj |R
j´1qτ

“ nIpL1, L2;R|Qqσ.

In addition, the distortion of this q-c protocol satisfies d̄pρbnAB,NAnBn ÞÑX̂nq ď D ` ε, where NAnBn ÞÑX̂n is the
quantum channel associated with the protocol. Therefore, as the distortion observable is symbol-wise additive, we
obtain

D ` ε ě
1

n

n
ÿ

j“1

Tr
!´

∆RjX̂j
b I

brnszj

RX̂

¯

pidbNAnBn ÞÑX̂nqpΨ
ρAB
RnAnBnq

)
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“
1

n

n
ÿ

j“1

Tr
!´

∆RjX̂j
b IRj´1

1
b IRnj`1X̂

n„j

¯

pidbNAnBn ÞÑX̂nqpΨ
ρAB
RnAnBnq

)

“
1

n

n
ÿ

j“1

Tr
!´

∆RjX̂j
b IRj´1

1

¯´

TrRnj`1X̂
n„jtpidbNAnBn ÞÑX̂nqpΨ

ρAB
RnAnBnqu

¯)

paq
“ Trtp∆b IQqσ

RQX̂u,

where the third equality holds, because of the following argument. From (26), one can show by partially tracing
over pL1, L2q, that

σRQX̂ “ TrL1,L2
tσL1L2RQX̂u “

à

j

1

n
|jyxj|b TrRnj`1X̂

n„jtpidbNAnBn ÞÑX̂nqpΨ
ρAB
RnAnBnqu, (27)

and IQ “∆
Àn

j“1

`

I
bpj´1q
R b |jyxj|

˘

. Then, IQ is the identity operator acting on HQ. Therefore, the right-hand side
of the equality paq above can be written as

Trtp∆b IQqσ
RQX̂u “ Tr

!

∆σRX̂
)

.

Let us identify the single-letter quantum test channel as given in the statement of the theorem. First, due to the
distributive property of tensor product over direct sum operation, we can rewrite σL1L2RQX̂ as

σL1L2RQX̂ “

´ n
à

j“1

1

n

ÿ

l1,l2

|l1, l2yxl1, l2|b
`

TrRnj`1A
nBn

!

pidb ΛAl1 b ΛBl2 qΨ
ρAB
RnAnBn

)

b |jyxj|b TrX̂„jtSl1,l2u
˘

¯

.

Next, we identify a quantum channel NAB ÞÑL1L2QX̂
: ρAB ÞÑ σL1L2QX̂ . For that and for any j define the following

intermediate quantum channels:

N pjq

AB ÞÑL1L2Rpj´1qX̂
pωABq“

∆
ÿ

l1,l2

|l1, l2yxl1, l2|b
`

TrRnj`1A
nBn

!

pidRn„jbΛAl1 b ΛBl2 qpωAB b Ejq
)

bTrX̂n„jtSl1,l2u
˘

,

where Ej “ ΨρAB
pRABqn„j

. One can verify that N pjq

AB ÞÑL1L2Rpj´1qX̂
is indeed a quantum channel. With these definitions,

let

NAB ÞÑL1L2QX̂
pωABq “

∆
à

j

1

n

´

N pjq

AB ÞÑL1L2Rpj´1qX̂
pωABq b |jyxj|

¯

.

Using the property of direct-sum operation, one can verify that NAB ÞÑL1L2QX̂
is a valid quantum channel, moreover,

σL1L2RQX̂ “ pidbNAB ÞÑL1L2QX̂
qpΨρAB

RABq.

Lastly, we show that the condition IpR;Qqσ “ 0 is also satisfied. By taking the partial trace of σ over pL1, L2, X̂q

we obtain the following state

σRQ “ TrL1L2X̂
pσL1L2RQX̂q “

n
à

j“1

1

n

ÿ

l1,l2

´

TrRnj`1A
nBn

!

pidb ΛAl1 b ΛBl2 qΨ
ρAB
RnAnBn

)¯

b |jyxj|

“

n
à

j“1

1

n

´

TrRnj`1A
nBn

!

ΨρAB
RnAnBn

)¯

b |jyxj|

“

n
à

j“1

1

n

´

TrABtΨ
ρAB
RABu

¯bj
b |jyxj|

“ TrABtΨ
ρAB
RABu b

˜

n
à

j“1

1

n

´

TrABtΨ
ρAB
RABu

¯bpj´1q
b |jyxj|

¸

,
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where the last equality is due to the distributive property of tensor product over direct sum operation. Hence, σRQ

is in a tensor product of the form σR b σQ, and therefore, IpR;Qqσ “ 0.

Remark 4. One may question the computability of the outer bound provided in Theorem 4. The computability
of this bound depends on the dimensionality of the auxiliary space HQ defined in the theorem. Currently, we are
unable to bound the dimension of the Hilbert space HQ, but aim to provide one in our future work. As a matter
of fact, the current outer bounds for the equivalent classical distributed rate distortion problem still suffers from
the computability issue. The first outer bound to the classical problem was provided in [9] and a recent substantial
improvement was made by authors in [21]. Both of these bounds suffer from the absence of cardinality bounds on
at least one of the variables used and hence cannot be claimed to be computable using finite resources.

VI. SIMULATION OF POVMS WITH STOCHASTIC PROCESSING

We now provide an extension of the Winter’s point-to-point measurement compression scheme [1] (discussed in
Section II) with stochastic processing. We assume that the receiver (Bob) has access to additional private randomness,
and he is allowed to use this additional resource to perform any stochastic mapping of the received classical bits.
In fact, the overall effect on the quantum state can be assumed to be a measurement which is a concatenation of
the POVM Alice performs and the stochastic map Bob implements. Hence, Alice in this case, does not remain
aware of the measurement outcome. It is for this reason that [2] describes this as a non-feedback problem, with
the sender not required to know the outcomes of the measurement. With the availability of additional resources,
such a formulation is expected to help reduce the overall resources needed.

A. Problem Formulation

Definition 8. For a given finite set X , and a Hilbert space HA, a measurement simulation protocol with stochastic
processing with parameters pn,Θ, Nq is characterized by
1) a collections of Alice’s sub-POVMs M̃ pµq, µ P r1, N s each acting on HbnA and with outcomes in a subset L
satisfying |L| ď Θ.
2) a Bob’s classical stochastic map P pµqpxn|lq for all l P L, xn P X n and µ P r1, N s.
The overall sub-POVM of this distributed protocol, given by M̃ , is characterized by the following operators:

Λ̃xn “
∆ 1

N

ÿ

µ,l

P pµqpxn|lq Λ
pµq
l , @xn P X n, (28)

where Λ
pµq
l are the operators corresponding to the sub-POVMs M̃ pµq.

In the above definition, Θ characterizes the amount of classical bits communicated from Alice to Bob, and the
amount of common randomness is determined by N , with µ being the common randomness bits distributed among
the parties. The classical stochastic mappings induced by P pµq represents the action of Bob on the received classical
bits.

Definition 9. Given a POVM M acting on HA, and a density operator ρ P DpHAq, a pair pR,Cq is said to be
achievable, if for all ε ą 0 and for all sufficiently large n, there exists a measurement simulation protocol with
stochastic processing with parameters pn,Θ, Nq such that its overall sub-POVM M̃ is ε-faithful to Mbn with
respect to ρbn (see Definition 2), and

1

n
log2 Θ ď R` ε,

1

n
log2N ď C ` ε.
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The set of all achievable pairs is called the achievable rate region.

The following theorem characterizes the achievable rate region.

Theorem 5. For any density operator ρ P DpHAq and any POVM M “
∆
tΛxuxPX acting on the Hilbert space HA,

a pair pR,Cq is achievable if and only if there exist a POVM M̄A “
∆
tΛ̄AwuwPW , with W being a finite set, and a

stochastic map PX|W : W Ñ X such that

R ě IpR;W qσ and R` C ě IpRX;W qσ,

Λx “
ÿ

wPW
PX|W px|wqΛ̄

A
w, @x P X .

where σRWX “
∆ ř

w,x

?
ρΛ̄Aw

?
ρb PX|W px|wq |wyxw|b |xyxx| .

Remark 5. An alternative characterization of the above rate region can also be obtained in terms of Holevo
information. For this, we define the following ensemble tλx, ρ̂xu as

λx “
ÿ

wPW
λAwPX|W px|wq and ρ̂x “

ÿ

wPW
PW |X ρ̂

A
w,

for
 

λAw, ρ̂
A
w

(

being the canonical ensemble associated with the POVM M and the state ρ as defined in (6). With
this ensemble, we have

IpR;W qσ “ χ
` 

λAw, ρ̂
A
w

(˘

and IpRX;W qσ “ IpX;W qσ ` χ
` 

λAw, ρ̂
A
w

(˘

´ χ ptλx, ρ̂xuq .

B. Proof of Achievability of Theorem 5

Suppose there exist a POVM M̄A and a stochastic map PX|W : W Ñ X , such that M can be decomposed as

Λx “
ÿ

w

PX|W px|wqΛ̄
A
w, @x P X . (29)

We begin by defining a canonical ensemble corresponding to M̄A as tλAw, ρ̂
A
wuwPW , where

λAw “
∆ TrtΛ̄Awρu, and ρ̂Aw “

∆
1

λAw

?
ρΛ̄Aw

?
ρ. (30)

Similarly. for each wn PWn , we also define

ΛAwn “
∆ Π̂ΠρΠwn ρ̂

A
wnΠwnΠρΠ̂,

where ρ̂Awn “
∆ Â

i ρ̂
A
wi , and Π̂,Πρ and Πwn are similar to the ones defined in Section IV. Using the above definitions,

we now construct the approximating POVM.
1) Construction of Random POVMs: In what follows, we construct a collection of random POVMs. Fix R

and C as two positive integers. Let µ P r1, 2nCs denote the common randomness shared between the sender and
receiver. For each µ P r1, 2nCs, randomly and independently select 2nR sequences Wn,pµqplq according to the
pruned distributions, i.e.,

P
´

pWn,pµqplqq “ pwnq
¯

“

$

&

%

λAwn

p1´ εq
for wn P T pnqδ pW q

0 otherwise
. (31)

For wn P T pnqδ pW q, let the operators of the POVM M̃
pµq
A be tApµqwn ;wn P Wnu for each µ P r1, 2nCs, where Apµqwn

is defined as

A
pµq
wn “

∆ γ
pµq
wn

ˆ

?
ρA
´1ΛAwn

?
ρA
´1

˙

and γ
pµq
wn “

1

2nR

2nR
ÿ

l“1

p1´ εq

p1` ηq
1tWn,pµqplq“wnu, (32)
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with η P p0, 1q being a parameter to be determined. Now, for each µ P r1, 2nCs construct M̃ pn,µq
A as

M̃
pn,µq
A “ tA

pµq
wn : wn P T pnqδ pW qu.

Since the construction is very similar to the one used in Section IV, we make a claim similar to the one in Lemma
2. This claim gives us the first constraint on the classical rate of communication R, which ensures that the operators
constructed above for all µ P r1, 2nCs are valid sub-POVMs (characterized as the event E1) with high probability.
The claim is as follows. If R ą IpR;W qσ then PpE1q ě p1 ´ δ1q for some δ1 P p0, 1{6q; or in other words,
with probability sufficiently close to one, M̃ pn,µq

A forms a sub-POVM for all µ P r1, 2nCs. Note the definition of
σRWX follows from the statement of theorem. From this, let rM̃ pn,µq

A s denote the completion of the corresponding
sub-POVM M̃

pn,µq
A for µ P r1, 2nCs. Let the operators completing these POVMs, given by I ´

ř

wn A
pµq
wn , be

denoted by A
pµq
wn0

for some wn0 R T pnqδ pW q, for all µ P r1, 2nCs, and A
pµq
wn “ 0 for wn R T pnqδ pW q

Ť

twn0 u.

Using this construction, we define the intermediate POVM M̃
pnq
A as M̃ pnq

A “
1

2nC
ř

µ M̃
pn,µq
A and the operators of

M̃
pnq
A as Λ̃Awn “

1

2nC
ř

µA
pµq
wn . Now, we define Bob’s stochastic map as PnX|W , yielding the operators of the final

approximating POVM as
ÿ

wnPWn

PnX|W px
n|wnqΛ̃Awn , xn P X n.

2) Trace Distance: Now, we compare the action of this approximating POVM on the input state ρbn with that of
the given POVM M , using the characterization provided in Definition 2. Specifically, we show using the expressions
for canonical ensemble that, with probability close to one,

G “∆
ÿ

xnPXn

›

›

›

›

›

ÿ

wnPWn

PnX|W px
n|wnq

a

ρbnpΛ̄Awn ´ Λ̃Awnq
a

ρbn

›

›

›

›

›

1

ď ε. (33)

As a first step, we split and bound G as G ď S1 ` S2, where

S1 “
∆
ÿ

xn

›

›

›

›

›

ÿ

wn
λAwn ρ̂

A
wnP

n
X|W px

n|wnq ´
1

2nC

ÿ

wn‰wn0

2nC
ÿ

µ“1

γ
pµq
wn ΛAwnP

n
X|W px

n|wnq

›

›

›

›

›

1

,

S2 “
∆
ÿ

xn

›

›

›

›

›

PnX|W px
n|wn0 q

1

2nC

2nC
ÿ

µ“1

«

a

ρbnpI ´
ÿ

wn
A
pµq
wn q

a

ρbn

ff›

›

›

›

›

1

.

Now we bound S1 by adding and subtracting an appropriate term and using triangle inequality as S1 ď S11`S12,
where S11 and S12 are given by

S11 “
∆

›

›

›

›

›

ÿ

xn

«

ÿ

wn
λAwn ρ̂

A
wnP

n
X|W px

n|wnq b |xnyxxn|´ 1

2nC

ÿ

wn‰wn0

2nC
ÿ

µ“1

γ
pµq
wn ρ̂

A
wnP

n
X|W px

n|wnq b |xnyxxn|

ff›

›

›

›

›

1

,

S12 “
∆

›

›

›

›

›

ÿ

xn

ÿ

wn‰wn0

«

1

2nC

2nC
ÿ

µ“1

γ
pµq
wn ρ̂

A
wnP

n
X|W px

n|wnq ´
1

2nC

2nC
ÿ

µ“1

γ
pµq
wn ΛAwnP

n
X|W px

n|wnq

ff

b |xnyxxn|

›

›

›

›

›

1

.

Note that in the above expressions, we have used an additional triangle inequality for block operators (which is in
fact an equality) to move the summation over X n inside the trace norm. Firstly, we show S11 is small with high
probability. To simplify the notation, we define σwn “

ř

xn P
n
X|W px

n|wnq |xnyxxn| which gives S11 as

S11 “

›

›

›

›

›

›

ÿ

wn
λAwn ρ̂

A
wn b σwn ´

1

2npR`Cq
p1´ εq

p1` ηq

ÿ

l,µ

ρ̂AWn,pµqplq b σWn,pµqplq

›

›

›

›

›

›

1

.

We develop the following lemma to bound this term.
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Lemma 7. Consider an ensemble given by tP̃Wnpwnq, Twnu, where P̃Wnpwnq is the pruned distribution as defined
in (31) and Twn is any tensor product state of the form Twn “

Ân
i“1 Tw. Then, for any ε2 ą 0, δ ą 0, there exists

functions δspδ, ε2q and δ1pδq, such that for all sufficiently large n, the inequality
›

›

›

›

›

›

ÿ

wn
λAwnTwn ´

1

2npR`Cq
p1´ εq

p1` ηq

ÿ

l,µ

TWn,pµqplq

›

›

›

›

›

›

1

ď ε2, (34)

holds with probability greater than 1´δspδ, ε2q, if R`C ě Sp
ř

w λ
A
wTwq´

ř

w λ
A
wSpTwq`δ1 “ χ

`

tλAw, Twu
˘

`δ1,
where tWn,pµqplq : l P r1, 2nRs, µ P r1, 2nCsu are independent random vectors generated according to the pruned
distribution given in (31), and δs Œ 0, δ1 Œ 0 as ε2 Œ 0, δ Œ 0.

Proof. The proof of the lemma is provided in Appendix A-C

Therefore, using the lemma above, S11 can be made arbitrarily small, for sufficiently large n, with high probability,
given the constraints R ` C ě Sp

ř

w λ
A
wρ̂

A
w b σwq ´

ř

w λ
A
wSpρ̂

A
w b σwq ` δ1 “ χ

`

tλAwu, tρ̂
A
w b σwu

˘

` δ1 “

IpRX;W qσ ` δ
1. Secondly, we bound S12 by applying expectation and using Gentle Measurement Lemma [16] as

follows,

E rS12s “ E

«
›

›

›

›

›

ÿ

xn

ÿ

wn‰wn0

«

1

2nC

M
ÿ

µ“1

γ
pµq
wn ρ̂

A
wnP

n
X|W px

n|wnq ´
1

2nC

2nC
ÿ

µ“1

γ
pµq
wn ΛAwnP

n
X|W px

n|wnq

ff

b |xnyxxn|

›

›

›

›

›

1

ff

paq
ď

1

2nC

2nC
ÿ

µ“1

ÿ

xn

ÿ

wn‰wn0

PnX|W px
n|wnqE

”

γ
pµq
wn

›

›pρ̂Awn ´ ΛAwnq
›

›

1

ı

pbq
“

1

2nC

2nC
ÿ

µ“1

ÿ

wnPT pnqδ pW q

λAwn

p1` ηq

›

›ρ̂wn ´ ΛAwn
›

›

1

pcq
“

1

p1` ηq

ÿ

wnPT pnqδ pW q

λAwn
›

›

›
ρ̂Awn ´ Π̂ΠρΠwn ρ̂

A
wnΠwnΠρΠ̂

›

›

›

1

pdq
ď
p1´ εq

p1` ηq
p2
?
ε1 ` 2

?
ε2q “∆ ε3, (35)

where paq is obtained by using triangle inequality and the linearity of expectation, pbq is obtained by marginalizing
over xn and using the fact that Erγpµqwn s “

λwn
p1`ηq , pcq is obtained by substitution, and finally pdq uses repeated

application of the average gentle measurement lemma, by setting ε3 “
p1´εq
p1`ηqp2

?
ε1` 2

?
ε2q with ε3 Œ 0 as δ Œ 0

and, ε1 “ ε` 2
?
ε and ε2 “ 2ε` 2

?
ε (see (35) in [2] for details). Finally, we show that the term corresponding

to S2 can also be made arbitrarily small. This term can be simplified as follows

S2 ď
1

2nC

2nC
ÿ

µ“1

ÿ

xn
PnX|W px

n|wn0 q

›

›

›

›

›

ÿ

wn
λAwn ρ̂

A
wn ´

ÿ

wn‰wn0

a

ρbnA
pµq
wn

a

ρbn

›

›

›

›

›

1

,

ď
1

2nC

2nC
ÿ

µ“1

›

›

›

›

›

ÿ

wn
λAwn ρ̂

A
wn ´

ÿ

wn‰wn0

γ
pµq
wn ρ̂

A
wn

›

›

›

›

›

1

`
1

2nC

2nC
ÿ

µ“1

ÿ

wn‰wn0

γ
pµq
wn

›

›ρ̂Awn ´ ΛAwn
›

›

1
“ S21 ` S22,

where

S21 “
∆ 1

2nC

2nC
ÿ

µ“1

›

›

›

›

›

ÿ

wn
λAwn ρ̂

A
wn ´

p1´ εq

p1` ηq

1

2nR

2nR
ÿ

l“1

ρ̂A
W
n,pµq
l

›

›

›

›

›

1

and S22 “
∆ 1

2nC

2nC
ÿ

µ“1

ÿ

wn‰wn0

γ
pµq
wn

›

›ρ̂Awn ´ ΛAwn
›

›

1
.

(36)

Now, for the first term in (36) we use Lemma 7 and claim that for given any εw0
, δw0

P p0, 1q, if

R ą S

˜

ÿ

wPW
λAwρ̂w

¸

`
ÿ

wPW
λAwSpρ̂wq “ IpR;W qσ,
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then the probability of this term being greater than εw0
is bounded by δw0

for sufficiently large n, where σ is as
defined in the statement of the theorem . Note that the requirements we obtain on R were already imposed when
claiming the collection of operators Apµqwn forms a sub-POVM. As for the second term in (36) we again use the
gentle measurement Lemma and bound its expected value as

E

«

1

2nC

2nC
ÿ

µ“1

ÿ

wn
γ
pµq
wn }ρ̂wn ´ Λwn}1

ff

“
ÿ

wnPT pnqδ pW q

λwn

p1` ηq
}ρ̂wn ´ Λwn}1 ď ε3,

where ε3 is defined in (35).
In summary, we have performed the following sequence of steps. Firstly, we argued that M̃ pn,µq

A forms a valid
sub-POVM for all µ P r1, 2nCs, with high probability, when the rate R satisfies R ą IpR;W qσ. Secondly, we
moved onto bounding the trace norm between the states obtained after the action for these approximating POVMs
when compared with those obtained from the action of actual POVM M , characterized as G using Definition 2. As
a first step in establishing this bound, we showed that G ď S1 ` S2. Considering S1, we used triangle inequality
and divided it into two terms: S11 and S12. Then, using Lemma 7 we showed that for any given ε1 P p0, 1q, S11

can be made smaller than ε1, with high probability if R ` C ą IpRX;W qσ. As for S12, we showed that it goes
to zero in the expected sense using (35). Finally, for the term given by S2, we bounded this as a sum of two trace
norms S21 and S22 given in (36). We showed that its first term can be made smaller than εw0

with high probability
if R ą IpR;W q for sufficiently large n, and the second term was shown to approach zero in expected sense.

Now, using Markov inequality we argue the existence of at least one collection of POVMs that satisfies the
statement of the Theorem 5 as follows. Note that S12 is same as S22. Let E1 be the event defined earlier in
the proof. Let us define E2, E3 and E4 as the random variables corresponding to the terms S11, S12 and S21,
respectively. Firstly, if R ą IpR;W qσ. then PpE1q ě p1´ δ1q. Secondly, from Lemma 7, for all 0 ă ε2 ă 1, and
for all sufficiently large n, if

R` C ě IpRX;W qσ ` δ
1, and R ě IpW ;Rqσ ` δ

1,

then we have PpE2 ď ε2q ě 1 ´ δspε2q, PpE4 ď εw0
q ě 1 ´ δw0

. Thirdly, from (35) we have ErE3s ď ε3. This
implies, from the Markov inequality, that

PpE3 ě 2ε3q ď
ErE3s

2ε3
ď

1

2
.

Using these bounds, we get

P ppE1q
Ş

pE2 ă ε2q
Ş

pE3 ă 2ε3q
Ş

pE4 ă εw0
qq ě PpE1q ` PpE2 ă ε2q ` PpE3 ă 2ε3q ` PpE4 ă εw0

q ´ 3

ě 3´ pδ1 ` δs ` δw0
q `

1

2
´ 3 ą

1

4
, (37)

given that we choose 0 ă δ1, δs, δw0
ă 1

12 . Note that G ď E2 ` p2E3q ` E4, and the inequality in (37) ensures
that there exists a valid collection of sub-POVMs satisfying G ď ε2 ` 4ε3 ` εw0

, with non-vanishing probability.
Therefore, using random coding arguments, there exists at least one collection of sub-POVMs with the above
construction satisfying the statement of Theorem 5.

VII. SIMULATION OF DISTRIBUTED POVMS WITH STOCHASTIC PROCESSING

In this section, we develop a stochastic processing variant of the distributed POVM simulation problem described
in Section III. Let ρAB be a density operator acting on a composite Hilbert Space HA b HB . Consider two
measurements MA and MB on sub-systems A and B, respectively. Imagine again that we have three parties,
named Alice, Bob and Eve, that are trying to collectively simulate a given measurement MAB acting on the state
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Fig. 3. The diagram depicting the distributed POVM simulation problem with stochastic processing. In this setting, Eve additionally has
access to unlimited private randomness.

ρAB , as shown in Fig. 3. In this version of distributed simulation, Eve additionally has access to unlimited private
randomness. The problem is defined in the following.

Definition 10. For a given finite set Z , and a Hilbert space HA b HB , a distributed protocol with stochastic
processing with parameters pn,Θ1,Θ2, Nq is characterized by
1) a collections of Alice’s sub-POVMs M̃ pµq

A , µ P r1, N s each acting on HbnA and with outcomes in a subset L1

satisfying |L1| ď Θ1.
2) a collections of Bob’s sub-POVMs M̃ pµq

B , µ P r1, N s each acting on HbnB and with outcomes in a subset L2,
satisfying |L2| ď Θ2.
3) Eve’s classical stochastic map P pµqpzn|l1, l2q for all l1 P L1, l2 P L2, z

n P Zn and µ P r1, N s.
The overall sub-POVM of this distributed protocol, given by M̃AB , is characterized by the following operators:

Λ̃zn “
∆ 1

N

ÿ

µ,l1,l2

P pµqpzn|l1, l2q Λ
A,pµq
l1

b Λ
B,pµq
l2

, @zn P Zn,

where Λ
A,pµq
l1

and Λ
B,pµq
l2

are the operators corresponding to the sub-POVMs M̃ pµq
A and M̃ pµq

B , respectively.

In the above definition, pΘ1,Θ2q determines the amount of classical bits communicated from Alice and Bob
to Eve. The amount of common randomness is determined by N . The classical stochastic maps P pµqpzn|l1, l2q
represent the action of Eve on the received classical bits.

Definition 11. Given a POVM MAB acting on HA bHB , and a density operator ρAB P DpHA bHBq, a triple
pR1, R2, Cq is said to be achievable, if for all ε ą 0 and for all sufficiently large n, there exists a distributed protocol
with stochastic processing with parameters pn,Θ1,Θ2, Nq such that its overall sub-POVM M̃AB is ε-faithful to
Mbn
AB with respect to ρbnAB (see Definition 2), and

1

n
log2 Θi ď Ri ` ε, i “ 1, 2, and

1

n
log2N ď C ` ε.

The set of all achievable triples pR1, R2, Cq is called the achievable rate region.

The following theorem provides an inner bound to the achievable rate region, which is proved in Section VIII.

Theorem 6. Given a density operator ρAB P DpHAbHBq, and a POVM MAB “ tΛ
AB
z uzPZ acting on HAbHB

having a separable decomposition with stochastic integration (as in Definition 1), a triple pR1, R2, Cq is achievable
if the following inequalities are satisfied:

R1 ě IpU ;RBqσ1
´ IpU ;V qσ3

, (38a)

R2 ě IpV ;RAqσ2
´ IpU ;V qσ3

, (38b)

R1 `R2 ě IpU ;RBqσ1
` IpV ;RAqσ2

´ IpU ;V qσ3
, (38c)
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R1 ` C ě IpU ;RZV qσ3
´ IpU ;V qσ3

, (38d)

R2 ` C ě IpV ;RZqσ3
´ IpU ;V qσ3

, (38e)

R1 `R2 ` C ě IpUV ;RZqσ3
, (38f)

for some decomposition with POVMs M̄A “ tΛ̄Au uuPU and M̄B “ tΛ̄Bv uvPV and a stochastic map PZ|U,V :

U ˆ V Ñ Z , where ΨρAB
RAB is a purification of ρAB , and the above information quantities are computed for

the auxiliary states σRUB1 “
∆
pidR b M̄A b idBqpΨ

ρAB
RABq, σ

RAV
2 “

∆
pidR b idA b M̄BqpΨ

ρAB
RABq, and σRUV Z3 “

∆

ř

u,v,z

?
ρAB

`

Λ̄Au b Λ̄Bv
˘?

ρAB b PZ|U,V pz|u, vq |uyxu|b |vyxv|b |zyxz| .

Remark 6. An alternative characterization of the above rate region can be obtained in terms of Holevo information.
For this, we define the following ensemble tλz, ρ̂zu as

λz “
ÿ

uPU

ÿ

vPV
λABuv PZ|UV px|u, vq and ρ̂z “

ÿ

uPU

ÿ

vPV
PUV |Zpu, v|zqρ̂

AB
uv ,

with
 

λAu , ρ̂
A
u

(

,
 

λBv , ρ̂
B
v

(

and
 

λABuv , ρ̂
AB
uv

(

being the canonical ensembles defined in (6), and PUV |Zpu, v|zq “

λABuv ¨ PZ|UV pz|u, vq{λz for all pu, v, zq P U ˆ V ˆ Z . With this ensemble, we have IpU ;RBqσ1
“ χ

` 

λAu , ρ̂
A
u

(˘

,
IpV ;RAqσ2

“ χ
` 

λBv , ρ̂
B
v

(˘

, and IpUV ;RZqσ3
“ IpUV ;Zq ` χ

` 

λABuv , ρ̂
AB
uv

(˘

´ χ ptλz, ρ̂zuq .

VIII. PROOF OF THEOREM 6

A. Construction of POVMs

Suppose there exist POVMs M̄A “
∆
tΛ̄Au uuPU and M̄B “

∆
tΛ̄Bv uvPV and a stochastic map PZ|UV : U ˆ V Ñ Z ,

such that MAB can be decomposed as

ΛABz “
ÿ

u,v

PZ|UV pz|u, vqΛ̄
A
u b Λ̄Bv , @z, (39)

Note that the proof technique here is very different to the one used in Section IV for proving Theorem 2. Recall that
in Theorem 2 we initiated the proof by constructing a protocol to faithfully simulate M̄bn

A bM̄bn
B . However, here we

are not interested in faithfully simulating M̄bn
A bM̄bn

B . Instead, by carefully exploiting the private randomness Eve
possesses, manifested in terms of the stochastic processing applied by her on the classical bits received, i.e., PZ|U,V ,
we aim to strictly reduce the sum rate constraints compared to the ones obtained in (5f) of Theorem 2. This requires
a considerably different methodology. More specifically, Lemma 1 was employed in Theorem 2, which guaranteed
that any two point-to-point POVMs that can individually approximate their corresponding original POVMs, can also
faithfully approximate a measurement formed by the tensor product of the original POVMs performed on any state
in the tensor product Hilbert space. Such a lemma cannot be developed in the setting involving a stochastic decoder.
This is due to the fact that bits received from Alice and Bob are jointly perturbed by the stochastic decoder which
doesn’t allow a straightforward segmentation into two point-to-point problems. However, the analysis performed in
the Section VIII actually modularizes the problem, using an asymmetric partitioning.

Nevertheless, we use the same POVM construction and binning operation as in the proof of Theorem 2, and
hence we appeal to Section IV-A and IV-B for constructing the POVMs based on the codebook Cpµq and binning
them, resulting in the sub-POVMs M pn,µ1q

1 and M pn,µ2q

2 (see (14)), and M pn,µ1q

A and M pn,µ2q

B (see (15)), and their
completions. All the notations used subsequently can be found in these sections. Therefore, the main focus of the
proof hereon is to describe the decoder which is distinct from the one with deterministic mapping, in the sense
that it employs the additional stochastic map, and a thorough analysis of the achievability result.

To start with, one can show by using a result similar to Lemma 2 that with probability sufficiently close to
one, M pn,µ1q

1 and M
pn,µ2q

2 form sub-POVMs for all µ1 P r1, N1s and µ2 P r1, N2s if R̃1 ą IpU ;RBqσ1
and
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R̃2 ą IpV ;RAqσ2
. where σ1, σ2 are defined as in the statement of the theorem. Further, from Dpµ1,µ2q in (16) and

F pµq, as defined subsequently, we obtain the sub-POVM M̃AB with the following operators.

Λ̃ABun,vn “
∆

1

N1N2

N1
ÿ

µ1“1

N2
ÿ

µ2“1

ÿ

pi,jq:F pµqpi,jq“pun,vnq

Γ
A,pµ1q

i b Γ
B,pµ2q

j , @pun, vnq P Un ˆ Vn.

Now, we use the stochastic mapping to define the approximating sub-POVM M̂
pnq
AB “

∆
tΛ̂znu as

Λ̂ABzn “
ÿ

un,vn
Λ̃ABun,vnP

n
Z|U,V pu

n, vnq, @zn P Zn.

B. Trace Distance

In what follows, we show that M̂ pnq
AB is ε-faithful to Mbn

AB with respect to ρbnAB (according to Definition 2), where
ε ą 0 can be made arbitrarily small. More precisely, using (39), we show that, with probability sufficiently close
to 1, the following inequality holds

G “
ÿ

zn

∥∥∥∥∥ ÿ

un,vn

b

ρbnAB

´

Λ̄Aun b Λ̄BvnP
n
Z|U,V pz

n|un, vnq ´ Λ̃ABun,vnP
n
Z|U,V pu

n, vnq
¯

b

ρbnAB

∥∥∥∥∥
1

ď ε. (40)

Step 1: Isolating the effect of error induced by not covering
Consider the second term within G, which can be written as

ÿ

un,vn

b

ρbnABΛ̃ABun,vn

b

ρbnABP
n
Z|U,V pu

n, vnq

“
1

N1N2

ÿ

µ1,µ2

ÿ

i,j

b

ρbnAB

´

Γ
A,pµ1q

i b Γ
B,pµ2q

j

¯

b

ρbnABP
n
Z|U,V pz

n|F pµqpi, jqq
ÿ

un,vn
1tF pµqpi,jq“pun,vnqu

looooooooooooomooooooooooooon

“1

“ T ` rT ,

where

T “∆
1

N1N2

ÿ

µ1,µ2

ÿ

tią0u
Ş

tją0u

b

ρbnAB

´

Γ
A,pµ1q

i b Γ
B,pµ2q

j

¯

b

ρbnABP
n
Z|U,V pz

n|F pµ1,µ2qpi, jqq,

rT “∆
1

N1N2

ÿ

µ1,µ2

ÿ

ti“0u
Ť

tj“0u

b

ρbnAB

´

Γ
A,pµ1q

i b Γ
B,pµ2q

j

¯

b

ρbnABP
n
Z|U,V pz

n|un0 , v
n
0 q.

Hence, we have

G ď S ` rS, (41)

where

S “∆
ÿ

zn

∥∥∥∥∥ ÿ

un,vn

b

ρbnAB

´

Λ̄Aun b Λ̄BvnP
n
Z|U,V pz

n|un, vnq
¯

b

ρbnAB ´ T

∥∥∥∥∥
1

, (42)

and rS “∆
ř

zn }
rT }1. Note that rS captures the error induced by not covering the state ρbnAB. For the term corresponding

to rS, we prove the following result.

Proposition 3. There exist functions ε
rS
pδq, and δ

rS
pδq, such that for all sufficiently small δ and sufficiently large

n, we have P
´

rS ą ε
rS
pδq

¯

ď δ
rS
pδq, if R̃1 ą IpU ;RBqσ1

and R̃2 ą IpV ;RAqσ2
, where σ1 and σ2 are auxiliary

states defined in the theorem and ε
rS
, δ

rS
Œ 0 as δ Œ 0.

Proof. The proof is provided in Appendix B-C.
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Remark 7. The terms corresponding to the operators that complete the sub-POVMs M pn,µ1q

A and M
pn,µ2q

B , i.e.,
I ´

ř

unPT pnqδ pUqA
pµ1q
un and I ´

ř

vnPT pnqδ pV qB
pµ2q
vn are taken care in rT . The expression T excludes the completing

operators. Therefore, we use Apµ1q
un and B

pµ2q
vn to denote the operators corresponding to un P T pnqδ pUq and vn P

T pnqδ pV q, respectively.

Step 2: Isolating the effect of error induced by binning
Recall the definition of epµqpun, vnq as epµqpun, vnq “∆ F pµqpi, jq, for each pun, vnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq and
pun, vnq P Cpµq. For any pun, vnq R Cpµq let epµqpun, vnq “ pun0 , v

n
0 q. This simplifies T as

T “
1

N1N2

ÿ

µ1,µ2

ÿ

ią0,
ją0

b

ρbnAB

¨

˝

ÿ

unPB
pµ1q
1 piq

A
pµ1q
un b

ÿ

vnPB
pµ2q
2 pjq

B
pµ2q
vn

˛

‚

b

ρbnABP
n
Z|U,V pz

n|F pµ1,µ2qpi, jqq

“
1

N1N2

ÿ

µ1,µ2

ÿ

un,vn

b

ρbnAB

´

A
pµ1q
un bB

pµ2q
vn

¯

b

ρbnAB

ÿ

ią0,
ją0

1
tunPB

pµ1q
1 piq,vnPB

pµ2q
2 pjqu

PnZ|U,V pz
n|epµqpun, vnqq

“
1

N1N2

ÿ

µ1,µ2

ÿ

un,vn

b

ρbnAB

´

A
pµ1q
un bB

pµ2q
vn

¯

b

ρbnABP
n
Z|U,V pz

n|epµqpun, vnqq,

where we have used the fact that
ř

unPB
pµ1q
1 piq

A
pµ1q
un “

ř

un A
pµ1q
un 1

tunPB
pµ1q
1 piqu

and
ř

ią0 1tunPB
pµ1q
1 piqu

“ 1 for all

un P T pnqδ pUq, and similar holds for the POVM tB
pµ2q
vn u. Note that the pun, vnq that appear in the above summation

is confined to pT pnqδ pUq ˆ T pnqδ pV qq, however for ease of notation, we do not make this explicit. We substitute the
above expression into S as in (42) to obtain

S “
ÿ

zn

›

›

›

›

›

ÿ

un,vn

b

ρbnAB

˜

Λ̄Aun b Λ̄Bvn ´
1

N1N2

ÿ

µ1,µ2

A
pµ1q
un bB

pµ2q
vn

¸

b

ρbnABP
n
Z|U,V pz

n|epµqpun, vnqq

›

›

›

›

›

1

.

We add and subtract an appropriate term within S and apply triangle inequality to isolate the effect of binning as
S ď S1 ` S2, where

S1 “
∆
ÿ

zn

›

›

›

›

›

ÿ

un,vn

b

ρbnAB

˜

Λ̄Aun b Λ̄Bvn ´
1

N1N2

ÿ

µ1,µ2

A
pµ1q
un bB

pµ2q
vn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

and

S2 “
∆
ÿ

zn

›

›

›

›

›

1

N1N2

ÿ

µ1,µ2

ÿ

un,vn

b

ρbnAB

´

A
pµ1q
un bB

pµ2q
vn

¯

b

ρbnAB

´

PnZ|U,V pz
n|un, vnq ´ PnZ|U,V

´

zn|epµqpun, vnq
¯¯

›

›

›

›

›

1

.

(43)

Note that the term S1 characterizes the error introduced by approximation of the original POVM with the collection
of approximating sub-POVMs M pn,µ1q

1 and M pn,µ2q

2 , and the term S2 characterizes the error caused by binning of
these approximating sub-POVMs. In this step, we analyze S2 and prove the following proposition.

Proposition 4 (Mutual Packing). There exist functions εS2
pδq and δS2

pδq, such that for all sufficiently small δ and
sufficiently large n, we have P pS2 ą εS2

pδqq ď δS2
pδq, if R̃1`R̃2´R1´R2 ă IpU ;V qσ3

, where σ3 is the auxiliary
state defined in the theorem and εS2

, δS2
Œ 0 as δ Œ 0.

Proof. The proof is provided in Appendix B-D

Step 3: Isolating the effect of Alice’s approximating measurement
In this step, we separately analyze the effect of approximating measurements at the two distributed parties in the
term S1. For that, we split S1 as S1 ď Q1 `Q2, where

Q1 “
∆
ÿ

zn

›

›

›

›

›

ÿ

un,vn

b

ρbnAB

˜

Λ̄Aun b Λ̄Bvn ´
1

N1

N1
ÿ

µ1“1

A
pµ1q
un b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

,
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Q2 “
∆
ÿ

zn

›

›

›

›

›

1

N1

N1
ÿ

µ1“1

ÿ

un,vn

b

ρbnAB

˜

A
pµ1q
un b Λ̄Bvn ´

1

N2

N2
ÿ

µ2“1

A
pµ1q
un bB

pµ2q
vn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

.

With this partition, the terms within the trace norm of Q1 differ only in the action of Alice’s measurement. And
similarly, the terms within the norm of Q2 differ only in the action of Bob’s measurement. Showing that these two
terms are small forms a major portion of the achievability proof.
Analysis of Q1: To show Q1 is small, we compute rate constraints which ensure that an upper bound to Q1 can be
made to vanish in an expected sense. Furthermore, this upper bound becomes convenient in obtaining a single-letter
characterization for the rate needed to make the term corresponding to Q2 vanish. For this, we define J as

J “∆
ÿ

zn,vn

›

›

›

›

›

ÿ

un

b

ρbnAB

˜

Λ̄Aun b Λ̄Bvn ´
1

N1

N1
ÿ

µ1“1

A
pµ1q
un b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

. (44)

By defining J and using triangle inequality for block operators (which holds with equality), we add the sub-system
V to RZ, resulting in the joint system RZV , corresponding to the state σ3 as defined in the theorem. Then we
approximate the joint system RZV using an approximating sub-POVM M

pnq
A producing outputs on the alphabet

Un. To make J small for sufficiently large n, we expect the sum of the rate of the approximating sub-POVM and
common randomness, i.e., R̃1 ` C1, to be larger than IpU ;RZV qσ3

. We seek to prove this in the following.
Note that from triangle inequality, we have Q1 ď J. Further, we add and subtract an appropriate term within J

and use triangle inequality obtain J ď J1 ` J2, where

J1 “
∆

ÿ

zn,vn

›

›

›

›

›

ÿ

un

b

ρbnAB

˜

Λ̄Aun b Λ̄Bvn ´
1

N1

N1
ÿ

µ1“1

γ
pµ1q
un

λAun
Λ̄Aun b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

and

J2 “
∆

ÿ

zn,vn

›

›

›

›

›

ÿ

un

b

ρbnAB

˜

1

N1

N1
ÿ

µ1“1

γ
pµ1q
un

λAun
Λ̄Aun b Λ̄Bvn ´

1

N1

N1
ÿ

µ1“1

A
pµ1q
un b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

.

Now with the intention of employing Lemma 7, we express J1 as

J1 “

›

›

›

›

›

ÿ

zn,un,vn
λABun,vn ρ̂

AB
un,vn b P

n
Z|U,V pz

n|un, vnq |vnyxvn|b |znyxzn|

´
p1´ εq

p1` ηq

1

2npR̃1`C1q

ÿ

µ1,l

ÿ

zn,un,vn
1tUn,pµ1qplq“unu

λABun,vn

λAun
ρ̂ABun,vn b P

n
Z|U,V pz

n|un, vnq |vnyxvn|b |znyxzn|

›

›

›

›

›

›

1

,

where the equality above is obtained by using the definitions of γpµ1q
un and ρ̂ABun,vn , followed by using the triangle

inequality for the block diagonal operators, which in fact becomes an equality.
Let us define Tun as

Tun “
ÿ

zn,vn

λABun,vn

λAun
ρ̂ABun,vn b P

n
Z|U,V pz

n|un, vnq |vnyxvn|b |znyxzn| .

Note that the above definition of Tun contains all the elements in product form, and thus it can be written as
Tun “

Ân
i“1 Tui . This simplifies J1 as

J1 “

›

›

›

›

›

›

ÿ

un
λAunTun ´

p1´ εq

p1` ηq

1

2npR̃1`C1q

ÿ

µ1,l

TUn,pµ1qplq

›

›

›

›

›

›

1

.

Now, using Lemma 7 we get the following bound. For any εJ1
, δJ1

P p0, 1q, if

R̃1 ` C1 ą S

˜

ÿ

uPU
λAu Tu

¸

`
ÿ

uPU
λAuSpTuq “ IpU ;RZV qσ3

, (45)
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then PpJ1 ě εJ1
q ď δJ1

for sufficiently large n, where σ3 “
ř

uPU λ
A
u Tu b |uyxu|.

Now, we consider the term corresponding to J2 and prove that its expectation with respect to the Alice’s codebook
is small. Recalling J2, we get

J2 ď
1

N1

N1
ÿ

µ1“1

ÿ

un,vn

ÿ

zn
PnZ|U,V pz

n|un, vnq

›

›

›

›

›

b

ρbnAB

˜

γ
pµ1q
un

λAun
Λ̄Aun b Λ̄Bvn ´A

pµ1q
un b Λ̄Bvn

¸

b

ρbnAB

›

›

›

›

›

1

,

“
1

N1

N1
ÿ

µ1“1

ÿ

un,vn
γ
pµ1q
un

›

›

›

›

›

b

ρbnAB

˜˜

1

λAun
Λ̄Aun ´

b

ρbnA

´1

ΛAun

b

ρbnA

´1
¸

b Λ̄Bvn

¸

b

ρbnAB

›

›

›

›

›

1

,

where the inequality is obtained by using triangle and the next equality follows from the fact that
ř

zn P
n
Z|U,V pz

n|un,

vnq “ 1 for all un P Un and vn P Vn and using the definition of Apµ1q
un . By applying expectation of J2 over the

Alice’s codebook, we get

ErJ2s ď
1

p1` ηq

ÿ

unPT pnqδ pUq

λAun
ÿ

vn

›

›

›

›

›

b

ρbnAB

˜˜

1

λAun
Λ̄Aun ´

b

ρbnA

´1

ΛAun

b

ρbnA

´1
¸

b Λ̄Bvn

¸

b

ρbnAB

›

›

›

›

›

1

,

where we have used the fact that Erγpµ1q
un s “

λAun
p1`ηq . To simplify the above equation, we employ Lemma 3 from

Section IV-D that completely discards the effect of Bob’s measurement. Since
ř

vn Λ̄Bvn “ I , from Lemma 3 we
have for every un P T pnqδ pAq,

ÿ

vn

›

›

›

›

›

b

ρbnAB

˜˜

1

λAun
Λ̄Aun ´

b

ρbnA

´1

ΛAun

b

ρbnA

´1
¸

b Λ̄Bvn

¸

b

ρbnAB

›

›

›

›

›

1

“

›

›

›

›

›

b

ρbnA

˜

1

λAun
Λ̄Aun ´

b

ρbnA

´1

ΛAun

b

ρbnA

´1
¸

b

ρbnA

›

›

›

›

›

1

.

This simplifies ErJ2s as

ErJ2s ď
1

p1` ηq

ÿ

unPT pnqδ pUq

λAun

›

›

›

›

›

b

ρbnA

˜

1

λAun
Λ̄Aun ´

b

ρbnA

´1

ΛAun

b

ρbnA

´1
¸

b

ρbnA

›

›

›

›

›

1

“
1

p1` ηq

ÿ

unPT pnqδ pUq

λAun
›

›

`

ρ̂Aun ´ ΛAun
˘
›

›

1
ď
p1´ εq

p1` ηq
p2
b

ε1A ` 2
b

ε2Aq “ εJ2
,

where the last inequality is obtained by the repeated usage of the average gentle measurement lemma by setting
εJ2
“
p1´εq
p1`ηqp2

a

ε1A ` 2
a

ε2Aq with εJ2
Œ 0 as δ Œ 0 and ε1A “ ε` 2

?
ε and ε2A “ 2ε` 2

?
ε ( see (35) in [2] for

details). Since Q1 ď J ď J1 ` J2, hence J , and consequently Q1, can be made arbitrarily small for sufficiently
large n, if R̃1 ` C1 ą IpU ;RZV qσ3

. Now we move on to bounding Q2.
Step 4: Analyzing the effect of Bob’s approximating measurement
Step 3 ensured that the sub-system RZV is close to a tensor product state in trace-norm. In this step, we approximate
the state corresponding to the sub-system RZ using the approximating POVM M

pnq
B , producing outputs on the

alphabet Vn. We proceed with the following proposition.

Proposition 5. There exist functions εQ2
pδq and δQ2

pδq, such that for all sufficiently small δ and sufficiently large
n, we have P pQ2 ą εQ2

pδqq ď δQ2
pδ3q, if R̃2 ` C2 ą IpV ;RZqσ3

, where σ3 is the auxiliary state defined in the
theorem and εQ2

, δQ2
Œ 0 as δ Œ 0.

Proof. The proof is provided in Appendix B-E.
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C. Rate Constraints

To sum-up, we showed that the trace distance inequality in (40) holds for sufficiently large n and with probability
sufficiently close to 1, if the following bounds hold:

R̃1 ě IpU ;RBqσ1
, (46a)

R̃2 ě IpV ;RAqσ2
, (46b)

R̃1 ` C1 ě IpU ;RZV qσ3
, (46c)

R̃2 ` C2 ě IpV ;RZqσ3
, (46d)

pR̃1 ´R1q ` pR̃2 ´R2q ă IpU ;V qσ3
, (46e)

R̃1 ě R1 ě 0, R̃2 ě R2 ě 0, (46f)

C1 ` C2 ď C, C ě 0, (46g)

where C “∆ 1
n log2N . Therefore, there exists a distributed protocol with parameters pn, 2nR1 , 2nR2 , 2nCq such that

its overall POVM M̂AB is ε-faithful to Mbn
AB with respect to ρbnAB . Lastly, we complete the proof of the theorem

using the following lemma.

Lemma 8. Let R1 denote the set of all pR1, R2, Cq for which there exists pR̃1, R̃2q such that the septuple pR1, R2,

C, R̃1, R̃2, C̃1, C̃2q satisfies the inequalities in (46). Let, R2 denote the set of all triples pR1, R2, Cq that satisfies
the inequalities in (38) given in the statement of the theorem. Then, R1 “ R2.

Proof. This follows from Fourier-Motzkin elimination [17].

IX. CONCLUSION

We have developed a distributed measurement compression protocol where we introduced the technique of mutual
covering and random binning of distributed measurements. Using these techniques, a set of communication rate-
pairs and common randomness rate is characterized for faithful simulation of distributed measurements. We further
developed an approach for a distributed quantum-to-classical rate-distortion theory, and provided single-letter inner
and outer bounds. As a part of future work, we intend to improve the outer bound by providing a dimensionality
bound on the auxiliary Hilbert space involved in the expression. Further, we also desire to improve the achievable
rate region by using structured POVMs based on algebraic codes.

Acknowledgement: We thank Mark Wilde for his valuable inputs on techniques needed to prove Theorem
5 and for referring us to the additional work performed in [12] and [22]. We are also grateful to Arun Padakandla
for his inputs on the classical analogue of the current work [23], which was very helpful in developing the proof
techniques here.

APPENDIX A
PROOF OF LEMMAS

A. Proof of Lemma 3

Consider the LHS of (21). We define an operator Λy0
which completes the sub-POVM tΛyuyPY as Λy0

“
∆

I ´
ř

yPY Λy. Further, let the set Y` “∆ Y
Ť

ty0u. Since trace norm is invariant to transposition with respect to
ρAB , we can write for any y P Y`,

›

›

?
ρAB

`

ΓA b ΛBy
˘?

ρAB
›

›

1
“

›

›

›

“?
ρAB

`

ΓA b ΛBy
˘?

ρAB
‰T
›

›

›

1
“

›

›

›

?
ρAB

´

pΓAq
T
b pΛBy q

T
¯

?
ρAB

›

›

›

1
.
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One can easily prove for any ΓA (not necessarily positive) that
´

?
ρAB

´

pΓAq
T
b pΛBy q

T
¯

?
ρAB

¯R
“ TrAB

 `

idb ΓA b ΛBy
˘

ΨRAB

(

, (47)

where ΨRAB is the canonical purification of ρAB defined as ΨRAB “
∆ ř

x,x1
?
λxλx1 |xyxx|AB b |x1yxx1|R for

the spectral decomposition of ρAB given as ρAB “
ř

x λx |xyxx|AB . Now, using (47) we perform the following
simplification

ÿ

yPY

›

›

?
ρAB

`

ΓA b ΛBy
˘?

ρAB
›

›

1
ď

ÿ

yPY`

›

›

?
ρAB

`

ΓA b ΛBy
˘?

ρAB
›

›

1

“
ÿ

yPY`

›

›

›
TrAB

 `

idR b ΓA b ΛBy
˘

ΨRAB

(

›

›

›

1

“

›

›

›

ÿ

yPY`
TrAB

 `

idRB b ΓA
˘ `

idRA b ΛBy
˘

ΨRAB b |yyxy|
(

›

›

›

1

“

›

›

›

›

›

›

TrA

!

`

idRY b ΓA
˘

¨

˝

ÿ

yPY`
|yyxy|b TrB

 `

idRA b ΛBy
˘

ΨRAB

(

˛

‚

)

›

›

›

›

›

›

1

“
›

›TrA
 `

idRY b ΓA
˘

σRAY
(›

›

1

“
›

›TrAZ
 `

idRY b ΓA b idZ
˘

ΦσRAY
RAY Z

(›

›

1
, (48)

where the second equality uses the triangle inequality for block diagonal operators, the third equality first uses
the property that TrXY tu “ TrXtTrY tuu, followed by the definition of partial trace and its linearity, the fourth
equality uses σRAY defined as

σRAY “
ÿ

yPY`
|yyxy|b TrB

 `

idRA b ΛBy
˘

ΨRAB

(

,

and finally, the last one usesΦσRAY
RAY Z defined as the canonical purification of σRY . Note that the above inequality

becomes an equality when
ř

yPY Λy “ I . Using similar sequence of arguments as used in (47), we have

›

›TrAZ
 `

idRY b ΓA b idZ
˘

ΦσRAY
RAY Z

(
›

›

1
“

›

›

›

›

b

TrRY Z
 

ΦσRAY
RAY Z

(

ΓA
b

TrRY Z
 

ΦσRAY
RAY Z

(

›

›

›

›

1

“ }
?
ρAΛAx

?
ρA}1.

This completes the proof.

B. Proof of Lemma 4

Let the operators of M̂X and M̂Y be denoted by tΛ̂Xi uiPI and tΛ̂Yj ujPJ , respectively, and let the operators of
MX and MY be denoted by tΛXi u and tΛYj u, respectively, for some finite sets I and J . With this notation, we
need to show the following inequality

G “∆
ÿ

i,j

›

›

›

?
ρXY pΛ

X
i b ΛYj ´ Λ̂Xi b Λ̂Yj q

?
ρXY

›

›

›

1
` Tr

"

´

I ´
ÿ

i,j

Λ̂Xi b Λ̂Yj

¯

ρXY

*

ď 2ε,

where Ψρ
RXY is a purification of ρXY . Next, by adding and subtracting appropriate terms, we get

G ď
ÿ

i,j

›

›

›

?
ρXY pΛ

X
i b ΛYj ´ Λ̂Xi b ΛYj q

?
ρXY

›

›

›

1
` Tr

"

´

I ´
ÿ

i

Λ̂Xi

¯

ρX

*

`
ÿ

i,j

›

›

›

?
ρXY pΛ̂

X
i b ΛYj ´ Λ̂Xi b Λ̂Yj q

?
ρXY

›

›

›

1
` Tr

"

´

I ´
ÿ

j

Λ̂Yj

¯

ρY

*

` Tr
"

´

I ´
ÿ

i,j

Λ̂Xi b Λ̂Yj

¯

ρXY

*

´ Tr
"

´

I ´
ÿ

i

Λ̂Xi

¯

ρX

*

´ Tr

"

´

I ´
ÿ

j

Λ̂Xj

¯

ρY

*
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ď
ÿ

i

›

›

›

?
ρXpΛ

X
i ´ Λ̂Xi q

?
ρX

›

›

›

1
` Tr

"

´

I ´
ÿ

i

Λ̂Xi

¯

ρX

*

`
ÿ

j

›

›

›

?
ρY pΛ

Y
j ´ Λ̂Yj q

?
ρY

›

›

›

1
` Tr

"

´

I ´
ÿ

j

Λ̂Yj

¯

ρY

*

` Tr
"

´

I ´
ÿ

i,j

Λ̂Xi b Λ̂Yj

¯

ρXY

*

´ Tr
"

´

I ´
ÿ

i

Λ̂Xi

¯

ρX

*

´ Tr

"

´

I ´
ÿ

j

Λ̂Yj

¯

ρY

*

ď 2ε` Tr
"

´

ÿ

i

Λ̂Xi b pI ´
ÿ

j

Λ̂Yj q
¯

ρXY

*

´ Tr

"

´

I ´
ÿ

j

Λ̂Yj

¯

ρY

*

ď 2ε,

where the second inequality follows by applying Lemma 3 twice, the third inequality follows from the hypotheses
of the lemma, and the final inequality uses the fact that M̂X and M̂Y are sub-POVMs. This completes the proof
of the lemma.

C. Proof of Lemma 7

Proof. Consider the trace norm expression given in (34). This expression can be upper bounded using triangle
inequality as

›

›

›

›

›

›

ÿ

wn
λwnTwn ´

1

2npR`Cq
p1´ εq

p1` ηq

ÿ

l,µ

TWn,pµqplq

›

›

›

›

›

›

1

ď

›

›

›

›

›

ÿ

wn
λwnTwn ´

p1´ εq

p1` ηq

ÿ

wnP
T pnqδ pW q

P̃WnpwnqTwn
›

›

›

›

›

1

`
p1´ εq

p1` ηq

›

›

›

›

›

ÿ

wnP
T pnqδ pW q

P̃WnpwnqTwn ´
1

2npR`Cq

ÿ

l,µ

TWn,pµqplq

›

›

›

›

›

1

. (49)

The first term in the right-hand side is bounded from above as
›

›

›

ÿ

wn
λwnTwn ´

p1´ εq

p1` ηq

ÿ

wnPT pnqδ pW q

P̃WnpwnqTwn
›

›

›

1
ď

›

›

›

ÿ

wnPT pnqδ pW q

λwn

˜

1´
1

p1` ηq

¸

Twn
›

›

›

1
`

›

›

›

ÿ

wnRT pnqδ pW q

λwnTwn
›

›

›

1

ď

˜

η

1` η

¸

ÿ

wnPT pnqδ pW q

λwn }Twn}1
loomoon

“1

`
ÿ

wnRT pnqδ pW q

λwn }Twn}
loomoon

“1

ď

˜

η

1` η

¸

` ε ď η ` ε “ ε1, (50)

where ε1 can be made arbitrarily small for all sufficiently large n. Now consider the second term in (49). Using
covering lemma from [16], this can be bounded as follows. For wn P T pnqδ pW q, let Π and Πwn denote the
projectors onto the typical subspace of T bn and Twn , respectively, where T “

ř

wn λwnTwn . From the definition
of typical projectors, for any ε1 P p0, 1q we have for sufficiently large n, the following inequalities satisfied for all
wn P T pnqδ pW q :

TrtΠTwnu ě 1´ ε1,

TrtΠwnTwnu ě 1´ ε1,

TrtΠu ď D,

ΠwnTwnΠwn ď
1

d
Πwn , (51)

where D “ 2npSpT q`δ1q and d “ 2nrp
ř

w
λwSpTwqq`δ2s, and δ1 Œ 0, δ2 Œ 0 as ε1 Œ 0. From the statement of the

covering lemma, we know that for an ensemble tP̃Wnpwnq, TwnuwnPWn , if there exists projectors Π and Πwn such
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that they satisfy the set of inequalities in (51), then for any ε2 ą 0, sufficiently large n and npR ` Cq ą log2
D
d ,

the obfuscation error, defined as
›

›

›

›

›

ÿ

wn
P̃nW pw

nqTwn ´
1

2R`C

ÿ

l,µ

TWn,pµqplq

›

›

›

›

›

1

,

can be made smaller than ε2 with high probability. This gives us the the following rate constraints R ` C ě

Sp
ř

w λwTwq ´
ř

w λwSpTwq ` δ1 “ χ ptλwu, tρ̂w b σwuq ` δ
1. Using this constraint and the bound from (50), the

result follows.

APPENDIX B
PROOF OF PROPOSITIONS

A. Proof of Proposition 1

The second term in the trace distance in S2 can be expressed as

pidbM̃ pnq
ABqpΨ

ρ
RnAnBnq “

1

N1N2

ÿ

µ1,µ2

ÿ

i,j

ΦF pµqpi,jq b TrAB

"

pidb Γ
A,pµ1q

i b Γ
B,pµ2q

j qΨρ
RnAnBn

*

“
1

N1N2

ÿ

µ1,µ2

ÿ

i,jě1

ÿ

pun,vnqPBpµ1q
1 piqˆBpµ2q

2 pjq

Φepµqpun,vnq b TrAB

"

pidbApµ1q
un bB

pµ2q
vn qΨρ

RnAnBn

*

`
1

N1N2

ÿ

µ1,µ2

ÿ

jě1

ÿ

vnPBpµ2q
2 pjq

Φpun0 ,vn0 q b TrAB

"

pidb pI ´
ÿ

unPT pnqδ pUq

A
pµ1q
un q bB

pµ2q
vn qΨρ

RnAnBn

*

`
1

N1N2

ÿ

µ1,µ2

ÿ

iě1

ÿ

unPBpµ1q
1 piq

Φpun0 ,vn0 q b TrAB

"

pidbApµ1q
un b pI ´

ÿ

vnPT pnqδ pV q

B
pµ2q
vn qqΨρ

RnAnBn

*

`
1

N1N2

ÿ

µ1,µ2

Φpun0 ,vn0 q b TrAB

"

pidb pI ´
ÿ

unPT pnqδ pUq

A
pµ1q
un q b pI ´

ÿ

vnPT pnqδ pV q

B
pµ2q
vn qqΨρ

RnAnBn

*

. (52)

Similarly, for the first term in the trace distance in S2, we have
1

N1N2

ÿ

µ1,µ2

pidb rM pn,µ1q

1 s b rM
pn,µ2q

2 sqpΨρ
RnAnBnq

“
1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

Φpun,vnq b TrAB

!

pidbApµ1q
un bB

pµ2q
vn qΨρ

RnAnBn

)

`
1

N1N2

ÿ

µ1,µ2

ÿ

vnPT pnqδ pV q

Φpun0 ,vn0 q b TrAB

!

pidb pI ´
ÿ

unPT pnqδ pUq

A
pµ1q
un q bB

pµ2q
vn qΨρ

RnAnBn

)

`
1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

Φpun0 ,vn0 q b TrAB

!

pidbApµ1q
un b pI ´

ÿ

vnPT pnqδ pV q

B
pµ2q
vn qqΨρ

RnAnBn

)

`
1

N1N2

ÿ

µ1,µ2

Φpun0 ,vn0 q b TrAB

!

pidb pI ´
ÿ

unPT pnqδ pUq

A
pµ1q
un q b pI ´

ÿ

vnPT pnqδ pV q

B
pµ2q
vn qqΨρ

RnAnBn

)

. (53)

By replacing the terms in S2 using the corresponding expansions from (52) and (53), we observe that the second,
third and fourth terms on the right hand side of (52) get canceled with the corresponding terms on the right hand
side of (53). This simplifies S2 as

1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

∥∥∥pΦpun,vnq ´ Φepµqpun,vnqq b TrAB

!

pidbApµ1q
un bB

pµ2q
vn qΨρ

RnAnBn

)
∥∥∥

1

“
1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

›

›Φpun,vnq ´ Φepµqpun,vnq

›

›

1
ˆ

∥∥∥TrAB

!

pidbApµ1q
un bB

pµ2q
vn qΨρ

RnAnBn

)
∥∥∥

1
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“
1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

›

›Φpun,vnq ´ Φepµqpun,vnq

›

›

1
ˆ Tr

!

pidbApµ1q
un bB

pµ2q
vn qΨρ

RnAnBn

)

“
1

N1N2

ÿ

µ1,µ2

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

›

›Φun,vn ´ Φepµqpun,vnq

›

›

1
γ
pµ1q
un ζ

pµ2q
vn Ωun,vn ,

where the first two equalities are obtained by using the definition of trace norm and the last equality follows from

the definition of Apµ1q
un and Bpµ2q

vn as in (12), with Ωun,vn “
∆ Tr

!
b

ρbnA b ρbnB

´1

pΛAun bΛBvnq
b

ρbnA b ρbnB

´1

ρbnAB

)

.
This completes the proof.

B. Proof of Proposition 2

From Proposition 1, and using the definitions γpµ1q
un and ζpµ2q

vn , S2 can be simplified as

S2 “
p1´ εqp1´ ε1q

p1` ηq22npR̃1`R̃2qN1N2

ÿ

un,vn

ÿ

µ1,µ2

ÿ

l,k

1tUn,pµ1qplq“un, V n,pµ2qpkq“vnuΩun,vn}Φun,vn ´ Φepµqpun,vnq}1.

For any pun, vnq, the 1-norm above can be bounded from above by the following quantity

2ˆ 1

"

Dpũn, ṽn, i, jq :pun, vnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq,

pũn, ṽnq P Cpµq
Ş

T pnqδ pUV q, pũn, ṽnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq, pũn, ṽnq ‰ pun, vnq

*

.

Denoting such an indicator function by 1
pµ1,µ2qpun, vnq, S2 can be bounded from above as S2 ď S3, where

S3 “
∆ p1´ εqp1´ ε1q

p1` ηq22npR̃1`R̃2q

ÿ

l,k

ÿ

pun,vnq

Ωun,vn
2

N1N2

ÿ

µ1,µ2

1
pµ1,µ2qpun, vnq1tUn,pµ1qplq “ un, V n,pµ2qpkq “ vnu.

Next, we use the Markov inequality to show that S3 ď ε with probability sufficiently close to 1. We first show
that the expectation of S3 can be made arbitrary small by taking n large enough. For that we take the expectation
of the indicator functions with respect to random variables Un and V n which are independent of each other and
distributed according to the pruned distribution, defined in (11). This gives us, for un P T pnqδ pUq and vn P T pnqδ pV q,

E
”

1
pµ1,µ2qpun, vnq1

!

Un,pµ1qplq “ un, V n,pµ2qpkq “ vn
) ı

ď
ÿ

pũn,ṽnqPT pnqδ pUV q
pũn,ṽnq‰pun,vnq

ÿ

i,j

ÿ

pl̃,k̃q‰pl,kq

E
”

1

!

pun, vnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq
)

1

!

pũn, ṽnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq
)

ˆ1

!

Un,pµ1qplq “ un, V n,pµ2qpkq “ vn
)

1

!

Un,pµ1qpl̃q “ ũn, V n,pµ2qpk̃q “ ṽn
)ı

ď
λAunλ

B
vn

p1´ εq2p1´ ε1q2
2´npIpU ;V q´δ1q

”

2npR̃1´R1q2npR̃2´R2q

` 2npR̃1´R1q ` 2npR̃2´R2q ` 2´npSpUq´δ1q2nR̃12npR̃2´R2q ` 2´npSpV q´δ1q2nR̃22npR̃1´R1q
ı

ď 5
λAunλ

B
vn

p1´ εq2p1´ ε1q2
2´npIpU ;V q´2δ1q2npR̃1´R1q2npR̃2´R2q, (54)

where δ1 % 0 as δ % 0 . The first inequality follows from the union bound. The second inequality follows by
evaluating the expectation of the indicator functions and the last inequality follows from the inequalities R̃1 ă SpUq

and R̃2 ă SpV q. This implies

ErS3s ď 10
2´npIpU ;V q´2δ1q2npR̃1´R1q2npR̃2´R2q

p1` ηq2p1´ εqp1´ ε1q

ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

Ωun,vnλ
A
unλ

B
vn .
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We proceed using the following lemma.

Lemma 9. For λAun and λBvn as defined in (6) and Ωun,vn defined above, we have
ÿ

unPT pnqδ pUq

ÿ

vnPT pnqδ pV q

Ωun,vnλ
A
unλ

B
vn ď 2nδAB ,

for some δAB Œ 0 as δ Œ 0.

Proof. Firstly, note that
ÿ

unPT pnqδ pUq

vnPT pnqδ pV q

Ωun,vnλ
A
unλ

B
vn “ Tr

"„

b

ρbnA

´1´
ÿ

unPT pnqδ pUq

λAunΛAun
¯

b

ρbnA

´1

b

b

ρbnB

´1´
ÿ

vnPT pnqδ pV q

λBvnΛBvn
¯

b

ρbnB

´1


ρbnAB

*

. (55)

Consider,

ÿ

unPT pnqδ pUq

λAunΛAun “ Π̂AΠρA

¨

˝

ÿ

unPT pnqδ pUq

λAunΠA
un ρ̂

A
unΠA

un

˛

‚ΠρAΠ̂A

ď Π̂AΠρA

˜

ÿ

un
λAun ρ̂

A
un

¸

ΠρAΠ̂A

“ Π̂AΠρAρ
bn
A ΠρAΠ̂A ď 2´npSpρAq´δAqΠ̂AΠρAΠ̂A “ 2´npSpρAq´δAqΠρAΠ̂AΠρA .

where the first inequality is obtained by using ΠA
un ρ̂

A
unΠA

un ď ρ̂Aun for all un P T pnqδ pUq and then by adding
terms belonging to UnzT pnqδ pUq into the summation. The subsequent inequality and the equality, follows from the
properties of a typical projector with δA Œ 0 as δ Œ 0, and the commutativity of Π̂A and ΠρA , respectively. This
implies,

b

ρbnA

´1

¨

˝

ÿ

unPT pnqδ pUq

λAunΛAun

˛

‚

b

ρbnA

´1

ď 2´npSpρAq´δAq
b

ρbnA

´1

ΠρAΠ̂AΠρA

b

ρbnA

´1

ď 22nδAΠ̂A, (56)

where the last inequality again appeals to the fact that ΠρA and Π̂A commute. Similarly, using the same arguments
above for the operators acting on HB , we have

b

ρbnB

´1

¨

˝

ÿ

vnPT pnqδ pV q

λBvnΛBvn

˛

‚

b

ρbnB

´1

ď 22nδB Π̂B, (57)

where δB Œ 0 as δ Œ 0. Using (56) and (57) in (55), gives
ÿ

un,vn
Ωun,vnλ

A
unλ

B
vn ď 22npδA`δBqTr

!´

Π̂B b Π̂B
¯

ρbnAB

)

ď 22npδA`δBqTr
 

ρbnAB
(

“ 22npδA`δBq,

substituting δAB “ 2pδA ` δBq gives the result.

As a result, given any ε P p0, 1q, the above expectation can be made less than 10ε
p1´εqp1´ε1q for large enough n

provided that pR̃1´R1q`pR̃2´R2q ď IpU ;V q´2δ1´δAB´δ. From Markov-inequality this implies that S3 ď
?
ε

with probability at least 1´ 10
?
ε

p1´εqp1´ε1q .
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C. Proof of Proposition 3

We bound rS as rS ď rS2 ` rS3 ` rS4, where

rS2 “
∆

›

›

›

›

›

1

N1N2

ÿ

µ1,µ2

ÿ

ią0

b

ρbnAB

´

Γ
A,pµ1q

i b Γ
B,pµ2q

0

¯

b

ρbnABP
n
Z|U,V pz

n|un0 , v
n
0 q

›

›

›

›

›

1

,

rS3 “
∆

›

›

›

›

›

1

N1N2

ÿ

µ1,µ2

ÿ

ją0

b

ρbnAB

´

Γ
A,pµ1q

0 b Γ
B,pµ2q

j

¯

b

ρbnABP
n
Z|U,V pz

n|un0 , v
n
0 q

›

›

›

›

›

1

,

rS4 “
∆

›

›

›

›

›

1

N1N2

ÿ

µ1,µ2

b

ρbnAB

´

Γ
A,pµ1q

0 b Γ
B,pµ2q

0

¯

b

ρbnABP
n
Z|U,V pz

n|un0 , v
n
0 q

›

›

›

›

›

1

.

Analysis of rS2: We have

rS2 ď
1

N1N2

ÿ

µ1,µ2

ÿ

zn
PnZ|U,V pz

n|un0 , v
n
0 q

›

›

›

›

›

b

ρbnAB

˜

ÿ

ią0

Γ
A,pµ1q

i b Γ
B,pµ2q

0

¸

b

ρbnAB

›

›

›

›

›

1

ď
1

N1N2

ÿ

µ1,µ2

ÿ

un

›

›

›

›

b

ρbnAB

´

A
pµ1q
un b Γ

B,pµ2q

0

¯

b

ρbnAB

›

›

›

›

1

w.h.p
ď

1

N1N2

ÿ

µ1,µ2

›

›

›

›

b

ρbnB Γ
B,pµ2q

0

b

ρbnB

›

›

›

›

1

“
1

N2

ÿ

µ2

›

›

›

›

›

ÿ

vn
λBvn ρ̂

B
vn ´

ÿ

vn

b

ρbnB B
pµ2q
vn

b

ρbnB

›

›

›

›

›

1

ď
1

N2

ÿ

µ2

›

›

›

›

›

›

ÿ

vn
λBvn ρ̂

B
vn ´

p1´ ε1q

p1` ηq

1

2nR̃2

2nR̃2
ÿ

k“1

ρ̂B
V
n,pµ2q

k

›

›

›

›

›

›

1

`
1

N2

ÿ

µ2

ÿ

vn
ζ
pµ2q
vn

›

›ρ̂Bvn ´ ΛBvn
›

›

1

looooooooooooooooomooooooooooooooooon

rS22

, (58)

where the first inequality uses triangle inequality, the second uses the fact that
ř

ią0 Γ
A,pµ1q

i “
ř

un A
pµ1q
un . The

next inequality follows by using Lemma 3 where we use the result that with high probability (letting E1 denote
this event) we have

ř

un A
pµ1q
un ď I , given that R̃1 ě IpU ;RBqσ2

. Finally, the last inequality follows again from
triangle inequality.
Regarding the first term in (58) using Lemma 7 we claim that for all sufficiently large n, the term can be made
arbitrarily small with high probability (letting E2 denote this event), given the rate R̃2 satisfies R̃2 ě IpV ;RAqσ2

where σ2 is as defined in the statement of the theorem. Note that the requirements we obtain on R̃1 and R̃2 here
were already imposed earlier in Section VIII-A. And as for the second term we use the gentle measurement lemma
(as in (61)) and bound its expected value as

E

«

1

N2

ÿ

µ2

ÿ

vn
ζ
pµ2q
vn

›

›ρ̂Bvn ´ ΛBvn
›

›

1

ff

“
ÿ

vnPT pnqδ pV q

λBvn

p1` ηq

›

›ρ̂Bvn ´ ΛBvn
›

›

1
ď ε

rS2
,

where the inequality is based on the repeated usage of the average gentle measurement lemma by setting ε
rS2
“

p1´ε1q
p1`ηq p2

a

ε1B ` 2
a

ε2Bq with ε
rS2
Œ 0 as δ Œ 0 and ε1B “ ε1` 2

?
ε1 and ε2B “ 2ε1` 2

?
ε1 (see (35) in [2] for more

details ). Now, by using Markov inequality PpE3q ď
?ε

rS2
, where E3 “

∆
trS22 ě

?ε
rS2
u. Hence, using union bound

on the three events E1, E2 and E3, rS2 can be made arbitrarily small, for sufficiently large n, with high probability.
Analysis of rS3: Due to the symmetry in rS2 and rS3, the analysis of rS3 follows very similar arguments as that of
rS2 and hence we skip it.
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Analysis of rS4: We have

rS4 ď
1

N1N2

ÿ

µ1,µ2

ÿ

zn
PnZ|U,V pz

n|un0 , v
n
0 q

›

›

›

›

b

ρbnAB

´

Γ
A,pµ1q

0 b Γ
B,pµ2q

0

¯

b

ρbnAB

›

›

›

›

1

ď
1

N1N2

ÿ

µ1,µ2

›

›

›

›

b

ρbnAB

´

Γ
A,pµ1q

0 b I
¯

b

ρbnAB

›

›

›

›

1

`
1

N1N2

ÿ

µ1,µ2

ÿ

vn

›

›

›

›

b

ρbnAB

´

Γ
A,pµ1q

0 bB
pµ2q
vn

¯

b

ρbnAB

›

›

›

›

1

, (59)

where the inequalities above are obtained by a straight forward substitution and use of triangle inequality. With the
above constraints on R̃1 and R̃2, we have 0 ď Γ

A,pµ1q

0 ď I and 0 ď Γ
B,pµ2q

0 ď I . This simplifies the first term in
(59) as

1

N1N2

ÿ

µ1,µ2

›

›

›

›

b

ρbnAB

´

Γ
A,pµ1q

0 b I
¯

b

ρbnAB

›

›

›

›

1

“
1

N1

ÿ

µ1

›

›

›

›

b

ρbnA

´

Γ
A,pµ1q

0

¯

b

ρbnA

›

›

›

›

1

.

Similarly, the second term in (59) simplifies using Lemma 3 as

1

N1N2

ÿ

µ1,µ2

ÿ

vn

›

›

›

›

b

ρbnAB

´

Γ
A,pµ1q

0 bB
pµ2q
vn

¯

b

ρbnAB

›

›

›

›

1

ď
1

N1

ÿ

µ1

›

›

›

›

b

ρbnA

´

Γ
A,pµ1q

0

¯

b

ρbnA

›

›

›

›

1

.

Using these simplifications, we have

rS4 ď
2

N1

ÿ

µ1

›

›

›

›

b

ρbnA

´

Γ
A,pµ1q

0

¯

b

ρbnA

›

›

›

›

1

.

The above expression is similar to the one obtained in the simplification of rS2 and hence we can bound rS4 using
the same constraints as rS2, for sufficiently large n.

D. Proof of Proposition 4

Recalling S2, we have

S2 ď
1

N1N2

ÿ

µ1,µ2

ÿ

zn

ÿ

un,vn

ˇ

ˇ

ˇ
PnZ|U,V pz

n|un, vnq ´ PnZ|U,V

´

zn|epµqpun, vnq
¯ˇ

ˇ

ˇ

›

›

›

›

b

ρbnAB

´

A
pµ1q
un bB

pµ2q
vn

¯

b

ρbnAB

›

›

›

›

1

ď
1

N1N2

ÿ

µ1,µ2

ÿ

un,vn

ÿ

zn

ˇ

ˇ

ˇ
PnZ|U,V pz

n|un, vnq ´ PnZ|U,V

´

zn|epµqpun, vnq
¯
ˇ

ˇ

ˇ
γ
pµ1q
un ζ

pµ2q
vn Ωun,vn

ď
p1´ εqp1´ ε1q

p1` ηq2
2

N1N2
2´npR̃1`R̃2q

ÿ

µ1,µ2

ÿ

l,k

ÿ

un,vn
Ωun,vn1

pµ1,µ2qpun, vnq1tUn,pµ1qplq“unu1tV n,pµ2qpkq“vnu,

where Ωun,vn and 1
pµ1,µ2qpun, vnq are defined as

Ωun,vn “
∆ Tr

!

b

ρbnA b ρbnB

´1

pΛAun b ΛBvnq
b

ρbnA b ρbnB

´1

ρbnAB

)

,

1
pµ1,µ2qpun, vnq “∆ 1

"

Dpũn, ṽn, i, jq : pun, vnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq,

pũn, ṽnq P Cpµq
Ş

T pnqδ pUV q, pũn, ṽnq P Bpµ1q

1 piq ˆ Bpµ2q

2 pjq, pũn, ṽnq ‰ pun, vnq

*

.

We know from the simplification in (54) that

E
”

1
pµ1,µ2qpun, vnq1tUn,pµ1qplq“unu1tV n,pµ2qpkq“vnu

ı

ď
5 λAunλ

B
vn

p1´ εq2p1´ ε1q2
2´npIpU ;V q´2δ1q2npR̃1´R1q2npR̃2´R2q.

Substituting this in the expression for S12 gives

ErS2s ď 10
2´npIpU ;V q´2δ1q2npR̃1´R1q2npR̃2´R2q

p1` ηq2p1´ εq2p1´ ε1q2

ÿ

un,vn
Ωun,vnλ

A
unλ

B
vn
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ď 10
2´npIpU ;V q´2δ1´δABq2npR̃1´R1q2npR̃2´R2q

p1` ηq2p1´ εq2p1´ ε1q2
,

where the second inequality above uses Lemma 9. Therefore, if R̃1` R̃2´R1´R2 ď IpU ;V qσ3
´ 2δ1´ δAB ´ δ,

then we have ErS2s ď 10 2´nδ

p1`ηq2p1´εqp1´ε1q . The proposition follows from Markov Inequality.

E. Proof of Proposition 5

We start by adding and subtracting the following terms in Q2

piq
ÿ

un,vn

b

ρbnAB
`

Λ̄Aun b Λ̄Bvn
˘

b

ρbnABP
n
Z|U,V pz

n|un, vnq

piiq
ÿ

un,vn

1

N2

N2
ÿ

µ2“1

b

ρbnAB

˜

Λ̄Aun b
ζ
pµ2q
vn

λBvn
Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

piiiq
ÿ

un,vn

1

N1N2

ÿ

µ1,µ2

b

ρbnAB

˜

A
pµ1q
un b

ζ
pµ2q
vn

λBvn
Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq.

This gives us Q2 ď Q21 `Q22 `Q23 `Q24, where

Q21 “
∆
ÿ

zn

›

›

›

›

›

ÿ

un,vn

b

ρbnAB

˜˜

1

N1

N1
ÿ

µ1“1

A
pµ1q
un

¸

b Λ̄Bvn ´ Λ̄Aun b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

,

Q22 “
∆
ÿ

zn

›

›

›

›

›

ÿ

un,vn

b

ρbnAB

˜

Λ̄Aun b Λ̄Bvn ´ Λ̄Aun b

˜

1

N2

N2
ÿ

µ2“1

ζ
pµ2q
vn

λBvn
Λ̄Bvn

¸¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

,

Q23 “
∆
ÿ

zn

›

›

›

›

›

ÿ

un,vn

b

ρbnAB

˜

Λ̄Aun b

˜

1

N2

N2
ÿ

µ2“1

ζ
pµ2q
vn

λBvn
Λ̄Bvn

¸

´
1

N1N2

ÿ

µ1,µ2

A
pµ1q
un b

ζ
pµ2q
vn

λBvn
Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

,

Q24 “
∆
ÿ

zn

›

›

›

›

›

ÿ

un,vn

1

N1N2

ÿ

µ1,µ2

b

ρbnAB

˜

A
pµ1q
un b

ζ
pµ2q
vn

λBvn
Λ̄Bvn ´A

pµ1q
un bB

pµ2q
vn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

.

We start by analyzing Q21. Note that Q21 is exactly same as Q1 and hence using the same rate constraints as
Q1, this term can be bounded. Next, consider Q22. Substitution of ζpµ2q

vn gives

Q22 “

›

›

›

›

›

ÿ

un,vn,zn
λABun,vn ρ̂

AB
un,vn b P

n
Z|U,V pz

n|un, vnq |znyxzn|

´
p1´ ε1q

p1` ηq

1

2npR̃2`C2q

ÿ

µ2,k

ÿ

un,vn,zn
1tV n,pµ2qpkq“vnu

λABun,vn

λBvn
ρ̂ABun,vn b P

n
Z|U,V pz

n|un, vnq |znyxzn|

›

›

›

›

›

›

1

,

where the equality uses the triangle inequality for block operators. From here on, we use Lemma 7 to bound Q22.

Tvn “
ÿ

un,zn

λABun,vn

λBvn
ρ̂ABun,vn b P

n
Z|U,V pz

n|un, vnq |znyxzn| ,

Note that Tvn can be written in tensor product form as Tvn “
Ân

i“1 Tvi . This simplifies Q22 as

Q22 “

›

›

›

›

›

›

ÿ

vn
λBvnTvn ´

p1´ ε1q

p1` ηq

1

2npR̃2`C2q

ÿ

µ2,k

TV n,pµ2qpkq

›

›

›

›

›

›

1

.

Lemma 7 gives us, for any given εQ22
, δQ22

P p0, 1q, if

R̃2 ` C2 ą S

˜

ÿ

vPV
λBv Tv

¸

´
ÿ

vPV
λBv SpTvq “ IpRZ;V qσ4

, (60)
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then PpQ22 ě εQ22
q ď δQ22

for sufficiently large n.
Now, we move on to consider Q23. Taking expectation with respect to the codebook Cpµq “ pCpµ1q

1 , Cpµ2q

2 q gives

E rQ23s ď EC

«

ÿ

zn,vn

1

N2

N2
ÿ

µ2“1

ζ
pµ2q
vn

λBvn

›

›

›

›

›

ÿ

un

b

ρbnAB
`

Λ̄Aun b Λ̄Bvn
˘

b

ρbnABP
n
Z|U,V pz

n|un, vnq

´
ÿ

un

b

ρbnAB

˜

1

N1

ÿ

µ1

A
pµ1q
un b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

ff

“ EC1

»

–

ÿ

zn,vn

1

N2

N2
ÿ

µ2“1

EC2

”

ζ
pµ2q
vn

ı

λBvn

›

›

›

›

›

ÿ

un

b

ρbnAB
`

Λ̄Aun b Λ̄Bvn
˘

b

ρbnABP
n
Z|U,V pz

n|un, vnq

´
ÿ

un

b

ρbnAB

˜

1

N1

ÿ

µ1

A
pµ1q
un b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

ff

“ EC1

«

ÿ

zn,vn

1

p1` ηq

›

›

›

›

›

ÿ

un

b

ρbnAB
`

Λ̄Aun b Λ̄Bvn
˘

b

ρbnABP
n
Z|U,V pz

n|un, vnq

´
ÿ

un

b

ρbnAB

˜

1

N1

ÿ

µ1

A
pµ1q
un b Λ̄Bvn

¸

b

ρbnABP
n
Z|U,V pz

n|un, vnq

›

›

›

›

›

1

ff

“ E

«

J

p1` ηq

ff

,

where the inequality above is obtained by using the triangle inequality, and the first equality follows as Cpµ1q

1 and
Cpµ2q

2 are generated independently. The last equality follows from the definition of J as in (44). Hence, we use the
result obtained in bounding ErJs.

Finally, we consider Q24.

Q24 ď
ÿ

un,vn

ÿ

zn
PnZ|U,V pz

n|un, vnq

›

›

›

›

›

1

N1N2

ÿ

µ1,µ2

b

ρbnAB

˜

A
pµ1q
un b

ζ
pµ2q
vn

λBvn
Λ̄Bvn

¸

b

ρbnAB

´
1

N1N2

ÿ

µ1,µ2

b

ρbnAB

´

A
pµ1q
un b ζ

pµ2q
vn

´

?
ρB
´1ΛBvn

?
ρB
´1
¯¯

b

ρbnAB

›

›

›

›

›

1

ď
1

N2

ÿ

µ2

ÿ

un,vn
ζ
pµ2q
vn

›

›

›

›

›

b

ρbnAB

˜

1

N1

ÿ

µ1

A
pµ1q
un b

1

λBvn
Λ̄Bvn

¸

b

ρbnAB

´

b

ρbnAB

˜

1

N1

ÿ

µ1

A
pµ1q
un b

´

?
ρB
´1ΛBvn

?
ρB
´1
¯

¸

b

ρbnAB

›

›

›

›

›

1

,

where the inequalities above are obtained by substituting in the definition of Bpµ2q
vn and using multiple triangle

inequalities. Taking expectation of Q24 with respect to the second codebook generation, we get

EC2
rQ24s ď

ÿ

un

ÿ

vnPT pnqδ pV q

λBvn

p1` ηq

›

›

›

›

›

b

ρbnAB

´ 1

N1

ÿ

µ1

A
pµ1q
un b

1

λBvn
Λ̄Bvn

¯

b

ρbnAB

´

b

ρbnAB

´ 1

N1

ÿ

µ1

A
pµ1q
un b

´

?
ρB
´1ΛBvn

?
ρB
´1
¯¯

b

ρbnAB

›

›

›

›

›

1

w.h.p
ď

ÿ

vnPT pnqδ pV q

λBvn

p1` ηq

›

›

›

›

›

b

ρbnB

˜

1

λBvn
Λ̄Bvn ´

?
ρB
´1ΛBvn

?
ρB
´1

¸

b

ρbnB

›

›

›

›

›

1
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“
ÿ

vnPT pnqδ pV q

λBvn

p1` ηq

›

›ρ̂Bvn ´ ΛBvn
›

›

1
ď
p1´ ε1q

p1` ηq
p2
b

ε1B ` 2
b

ε2Bq “ εQ24
, (61)

where the second inequality above follows by using Lemma 3 and the fact that
ř

un
1
N1

ř

µ1
A
pµ1q
un ď I, with high

probability, and the last inequality uses the result based on the average gentle measurement lemma by setting
εQ24

“
p1´ε1q
p1`ηq p2

a

ε1B ` 2
a

ε2Bq with εQ24
Œ 0 as δ Œ 0 and ε1B “ ε1 ` 2

?
ε1 and ε2B “ 2ε1 ` 2

?
ε1 (see (35) in [2]

for more details ). This completes the proof for Q24 and hence for all the terms corresponding to Q2.
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