2006.09638v4 [stat.ML] 6 Aug 2021

arXiv

Approximate Gradient Coding with Optimal
Decoding

Margalit Glasgow, Mary Wootters Member, IEEE

Abstract

Gradient codes use data replication to mitigate the effect of straggling machines in distributed machine learning. Approximate
gradient codes consider codes where the data replication factor is too low to recover the full gradient exactly. Our work is
motivated by the challenge of designing approximate gradient codes that simultaneously work well in both the adversarial and
random straggler models. We introduce novel approximate gradient codes based on expander graphs. We analyze the decoding
error both for random and adversarial stragglers, when optimal decoding coefficients are used. With random stragglers, our codes
achieve an error to the gradient that decays exponentially in the replication factor. With adversarial stragglers, the error is smaller
than any existing code with similar performance in the random setting. We prove convergence bounds in both settings for coded
gradient descent under standard assumptions. With random stragglers, our convergence rate improves upon rates obtained via
black-box approaches. With adversarial stragglers, we show that gradient descent converges down to a noise floor that scales
linearly with the adversarial error to the gradient. We demonstrate empirically that our codes achieve near-optimal error with
random stragglers and converge faster than algorithms that do not use optimal decoding coefficients.

I. INTRODUCTION

Consider the task of minimizing some loss function L summed over N data points {(z;,y:)} Y ;:

N
H%HZ; (w4, y:;0)

When N is large, we can parallelize the computation of the gradient of this function by distributing the data points among m
worker machines, as has become common practice for large-scale machine learning problems [1]]. Each machine computes the
gradient of the functions available to it and returns the sum of these gradients to the parameter server. Recent work has pointed
out the prevalence of stragglers, i.e. machines that are slow or unresponsive, which can significantly slow down the execution
of distributed computing tasks such as synchronous gradient descent [2], [3l]. To mitigate this effect, previous work has used
a technique called gradient coding, which involves replicating each data point and sending it to multiple machines [4]. While
this increases the computation load and storage at each machine, it has the potential to speed up convergence by allowing the
parameter server to compute an exact or closer approximation to the true gradient, even in the presence of stragglers.

In a typical setting of gradient coding (e.g. [5]], [6]), we let A € RV *™ be an assignment matrix of data points to machines,
such that A;; # 0 if and only if the ith data point is held by machine j. We define the replication factor of an assignment as
follows.

Definition 1.1 (Replication Factor). The replication factor of an assigment matrix A € RN*™ is the average number of times
a data point is replicated, that is, the number of non-zero entries in A divided by N.

In coded gradient descent, at each round ¢ of computation, the parameter server broadcasts the current point ; to the
machines. Each non-straggling machine j returns the single vector

N
g5 =3 _ Ai;Vfi(6y),

i=1

to the parameter server, where we have defined f;(0) := L(x;,y;;6). The parameter server then chooses some decoding
coefficient vector w € R™, where w; = 0 if machine j straggles, and performs the update

9t+1 <—0t—72wjgj (1)

j=1
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for some learning rate ~. For any coefficient vector w, we define @ := Aw, such that the update in Equation (I)) can be written

N
Orr1 < 00— Y iV fi(6). )
i=1
If a coding scheme—that is, a matrix A and a way of computing the coefficients w—can always achieve o = 1, then it
recovers the gradient exactly, and Equation (I) can be analyzed as full-batch gradient descent. While this is ideal, it often
requires an assignment matrix with a high replication factor. If we cannot recover the full gradient exactly, we are in the case
of approximate gradient coding.

Most previous work on approximate gradient coding has fallen into one of two categories. In one line of work, the non-zero
coefficients w; are fixed in advance ([5]]) or only depend on the number of stragglers ([6], [Z]). In particular, these non-zero
coefficients do not depend on the identity of the stragglers. A second line of work ([8]], [9], [10]) chooses the decoding
coefficients w dynamically depending on which machines straggle. This is called optimal decodingﬂ because the parameter
server chooses w to be any vector

*

w* € arg min |[Aw — 1|, (3)

w:w,; =0 if machine j straggles

where | - |2 denotes the 2-norm of a vector. In optimal decoding, we will denote o* := Aw™*.
In this work we will study gradient coding schemes with optimal decoding. The following formalizes the two definitions of
decoding error we study. Let [m] denote the set of integers from 1 to m.

Definition 1.2 (Decoding Error under Random Straggler). Given an assigment matrix A € RN*™ e define the random
decoding error under a p fraction of random stragglers to be

21 _ : 2
Es [lo* — 1[5] =Es Jnin, |Aw — 1|3
w;=0Vj€S

where S is a random subset of [m] that includes each value with probability p.
In all future instances, we will omit the subscript S and take E to mean the expectation over the random set of stragglers.

Definition 1.3 (Decoding Error under Adversarial Straggers). Given an assigment matrix A € RN*™ e define the adversarial
decoding error under a p fraction of adversarial stragglers to be

max Ha* — ]l\%] = max min |Aw — ]1|g
ScC[m]:|S|<pm SC[m]:|S|<pm weR™
w;-:OV]ES

Both random stragglers and adversarial stragglers arise in practice. While random stragglers may arise due to system level
variabilities (such as maintainance activities) [2], adversarial stragglers may arise due to hardware differences among machines
or in settings where gradients are slower to compute at some data points.

The main objective in approximate gradient coding is to design assignment matrices A with a small replication factor and
a small decoding error in the presence of stragglers. The work [8]] showed that a particular fractional repetition code (FRC)
introduced by [4] achieves the optimal decoding error with random stragglers, over all assigment matrices with the same
replication factor. However, the FRC of [4] performs poorly over adversarially chosen stragglers relative to other assignments
with the same replication factor. This motivates the main question behind our work:

Question 1. Are there gradient codes that simultaneously achieve small decoding error under both random and adversarial
stragglers?

As pointed out in the open questions of [8]], this question is challenging because of the difficulty of analyzing the decoding
error under random stragglers. Indeed, bounding the decoding error with optimal decoding amounts to analyzing the pseu-
doinverse of the random matrix generated by removing a random set of columns (corresponding to straggling machines) from
the assignment matrixE] This is particularly challenging with this random matrix is sparse, which arises when the replication
factor is small.

A. Contributions

In this paper we develop schemes that achieve small decoding errors in both the random and an adversarial model
simultaneously. To ensure that gradient descent will converge to the minimum of f := ). f; in the random straggler setting,

It’s not necessarily the case the “optimal decoding” coefficient lead to optimal convergence. However, we use the term to be consistent with the literature
(8], (20, {111, [10].

2Formally, o* = A(p)(Agp)TA(p))TA(p)T]L where A(p) is the matrix obtained by deleting each column of the assignment matrix A with probability
p. Here, for a matrix M, M denotes the Moore-Penrose pseudoinverse of M.



we construct codes that yield an unbiased approximation of the gradient. That is, when each machine is chosen independently
to be a straggler with probability p,

EZ iV fi(0;) = ¢V (0y)

for some constant c. In such unbiased schemes, where E[a] = c1, we will define @ := % Here, and in rest of this paper, we

use the asymptotic notation big-O and little-o to denote limiting behavior as d goes to oco: We say that f(d) = O(g(d)) if

lim sup,_, o "gcgjgl < oo and f(d) = O(g(d)) if limsup,_, o % = 0. With this notation, our contributions are as follows.

1) A new approach to analyzing optimal coefficient decoding. While in general analyzing the optimal decoding coefficients
is difficult, we develop a framework in which it is tractable. More precisely, we construct matrices A from a graph G
by viewing the data blocks as vertices of G, and the machines as edges of G, holding two data blocks each. (See
Deﬁnition and Figure . For a desired replication factor d, we partition the data into blocks of size %, and assign
each machine exactly two blocks.

In both the random and the adversarial case, we relate the decoding error to the spectral expansion of the graph G,
defined as the gap between the largest and second largest eigenvalues of the adjacency matrix of G. In particular, in
the random case we are able to analyze the optimal decoding coefficients by considering random sparsifications of this
graph.

Because of the structure of A, in our framework we can compute the optimal decoding coefficients w* in ¢ x m operations,
where c is a universal constant. This is on the same order of the number of operations for the parameter server to compute
the update in Equation (IJ.

2) Progress on Question [I} Using our framework, we construct assignment schemes based on expander graphs (graphs

with large spectral expansion) that achieve the following bounds in both the random and adversarial settings.
o In the random setting with optimal decoding, we show in Theorem that the decoding error decays exponentially
in the replication factor d: +E {|oz* - 1|§T = p?=°(d)_ This nearly matches the lower bound of p?/(1 — p?) (see

Proposition [A.3) up to the o(d) term_in the exponent. In comparison, for all coding schemes with fixed decoding

coefficients, we show in Proposition |A.1| that the error decays at best like 1/d: +E [|a - ]1@ > ﬁ.

o In the adversarial setting, for any choice of |pm]| stragglers, we show in Corollary that our coding schemes

achieve %|a* — ]l|§ < 17;(1) 1%;9' For small p, this is nearly a factor of two improvement over the FRC of [4].

3) Provable convergence with random stragglers. With random stragglers, our assignment schemes yield good convergence
rates under reasonable assumptions about the f;. This is because we obtain an unbiased approximation of the gradient
and can additionally bound the norm of the covariance matrix of a*. In particular, we show in Proposition that
as the desired convergence threshold e approaches 0, the dominant term in the number of iterations of coded gradient
descent required is Mpd*(’(d), where the little-o hides constant factors that depend on p and the functions f;. We
also provide a black-bo;ﬂ method to debias any coding scheme for random stragglers, that is, given any coding scheme
for random stragglers, our tool allows us to convert it to an unbaised scheme without needing to know the inner working
of the code. This implies that any further progress on Question |1| will yield convergence bounds on gradient descent (see
Proposition in Appendix [B).

4) Provable convergence with worst-case stragglers. With adversarial stragglers, it is not possible to guarantee convergence
to the minimizer 6* of f = Y7 | f;. However, if the strong convexity of f is larger than the product of the adversarial
decoding error |a* — 1|3 and the maximum Lipshitz constant of any V f;, then we can guarantee that coded gradient
descent converges down to some noise floor. We show that this noise floor scales linearly with the adversarial quantity
|a* — 1|2. More precisely, we show in Corollary that we can converge to a floor of |6, — 6,]3 < O (|a* — 1]3),

3By black-box methods, we mean methods that only leverage the variance of the gradient update and none of its other statistical properties.
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Fig. 1. The assignment generated from the pictured graph. (a) A graph G, where the vertices of G correspond to data blocks and the edges correspond to
machines. (b) The assignment matrix A generated from G. (c) The distribution of data blocks to machines.



Coding Scheme Decoding +E [la — 1]3] Worst Case Convergence Proof?
Coefficients o —1]3
Expander Code (Cor. Fixed - < d(ff ) Yes (random stragglers)
23 [6])
Pairwise Balanced Fixed > ﬁ (by - Yes (random stragglers)
((S1)) Proposition [A.T)
BIBD ( Const. 1 [7]) Fixed and - O(T%) No
Optimal d=0(/m)
BRC ([9]) Optimal e—©(d) - No
rBGC ([8) Fixed < (1_1p) ; - No
FRC of [4] (and Optimal p? P Yes (random stragglers)
(1O
Theorem [IV.1] Optimal pl—old) % Yes (both random and
Corollary [V.2] adversarial stragglers)
TABLE I

COMPARISON OF RELATED WORK. THE COLUMN CONTAINING THE QUANTITY E [|a — ]l|%} IS IN EXPECTATION OVER A p FRACTION OF RANDOM
STRAGGLERS. THE COLUMN CONTAINING THE QUANTITY |O¢ — Jl|% IS THE WORSE CASE VALUE OVER A p FRACTION OF STRAGGLERS. FOR UNBIASED
CODING SCHEMES, THE RESULTS PERTAIN TO & INSTEAD OF a.

where the big-O hides constant factors that depend on the functions f;. To our knowledge, this is the first provable
convergence guarantee for adversarial stragglers in coded gradient descent. Previous works have obtained adversarial
bounds on |a* — ]l|§ without establishing convergence results [6], [9], [7]; Corollary also implies convergence
results for these works as well.

5) Empirical Success. Our algorithm produces good non-asymptotic results. In Section we demonstrate empirically

. . — 2] .
that in the random straggler setting, the expected error E Da* — ]lu in our schemes nearly meets the lower bound of

p?/(1 — p?). We also show that gradient descent converges in fewer iterations using optimal decoding with our scheme
than when using fixed coefficient decoding, and in over d times fewer iterations than an uncoded approach which simply
ignores stragglers. In particular, after 50 iterations of our algorithm with a replication factor of 3, we observe at least
a 3—;2 improvement in mean squared error over fixed coefficient decoding, and at least a ﬁ improvement in mean
squared error over an uncoded approach after 150 iterations. We observe that our approach converges at the same rate
or faster than the state-of-the-art approaches of [10] and [6].

B. Related Work

Gradient coding techniques for distributed optimization were first considered in [4], where some assignment schemes based
on fractional repetition codes (FRC) were used to recover the exact gradient under worst-case stragglers. In the particular
FRC used by [4], the data points and the machines are each partitioned into an equal number of disjoint blocks, and each
machine in a block receives all the data points in the corresponding block of data points. This body of work on gradient coding
was continued in [12], [13]], [11], [14] and [15]], which established the exact trade-off between computation load, worst-case
straggler tolerance, and communication complexity.

A line of work ([6], [10], [S], [L16], [8l, [7]) initiated by [6] explores the landscape of approximate gradient coding, where
the gradient is not recovered exactly. The work [6] considers both exact and approximate gradient codes. The approximate
gradient codes in [6] are based on regular expander graphs, and the non-zero decoding coefficients w are fixed up to the number
of stragglers. They achieve a decoding error that decays like 1/d in the replication factor d, even when the straggling machines
are chosen adversariallyE] They then relax the assumption of adversarially chosen stragglers, and bound the convergence of
their coded gradient descent under random stragglers, showing that the run time decreases inversely with d. The work of [3]]
combines pair-wise balanced coding schemes with a tight convergence analysis to yield convergence times that decay like
1/d; that work also uses fixed decoding coefficients w. The work [[7] considers the problem of approximate gradient recovery
when the straggling machines are chosen adversarially, and shows that for assignment matrices based on balanced incomplete
block designs (BIBD), an optimal decoding vector w* will always have fixed coefficients.

The most related works to ours are [8] and [9]], which consider optimal decoding under random stragglers. The work [8]
was the first to use optimal decoding in the approximate gradient setting, and established that the the FRC-based assignment
of [4] (which is also identical to that in [10]) achieves the decoding error %Em* — ]l|§ = p? over random stragglers, which is

4This follows by using a Ramanujan expander in Corollary 23 of [G].



Number of machines
Number of data points
Number of data blocks in a graph-based scheme
Computational load (maximum points per machine)

Replication Factor (averaged over all data points)
TABLE IT

PARAMETERS IN THIS WORK. WE ALWAYS HAVE d = 2m/n = m{/N. A USEFUL PARAMETER REGIME TO KEEP IN MIND IS THE SETTING WHERE

N =mAND/{ = d.

(323

optimal over all schemes with a replication factor of d. They show that the this FRC performs poorly in the adversarial setting,
and so they also provide a random construction called a regularized Bernoulli Gradient Code (rBGC), which they suggest is
harder to exploit by a computationally bounded adversary. In [10], the authors provide bounds on the convergence rate of
coded gradient descent using the FRC and optimal decoding under random stragglers. The work [9]] provides upper and lower
bounds on the computational load required to achieve a desired decoding error with high probability over random stragglers.
Their upper bound is based on a construction using batch raptor codes (BRC) which achieves +E[a* — 1|3 = 1/e9(D). We
summarize the most relevant results from the work on approximate gradient codes in Table [l To our knowledge, ours is the
first analysis of an assignment scheme that achieves a decoding error decaying exponentially in d for random straggler and a
decdoing error less than &7 for adversarial stragglers. We show that the decoding error under random stragglers in our scheme
is near-optimal as a function of the computational load, while the decoding error with adversarial stragglers is nearly twice as
small as that of the FRC of [4].

Unlike many previous works that only study the decoding error |a* — 115 [6]], [9], [7], we also provide convergence results
for both the random and adversarial settings. To the best of our knowledge, our work gives the first provable convergence
results for approximate gradient coding with adversarial stragglers, although we note that there have been convergence results
shown in other adversarial settings of gradient descent [17], [18].

Other work such as [16] also considers the problem of approximate gradient coding, but differs from our framework in that
their codes are not based on assignment matrices, or require specific types of loss functions.

C. Organization

In Section[[l} we describe our construction of approximate gradient codes, and give some intuition for why we can show good
bounds on the decoding error of our constructions. In Section we characterize the optimal coefficents wx* and the resulting
vector a® = Aw* in terms of the the straggling machines in a graph assignment scheme. In Section we prove our main
result Theorem on the performance of graph-based assignment schemes in the setting of random stragglers. In Section
we prove Corollary [V3] on the robustness of graph-based assignment schemes to adversarial stragglers. In Section we
state Proposition on the convergence of gradient descent for random stragglers. In Section we state Proposition
on the convergence of gradient descent for adversarial stragglers. In Section [VIII, we provide simulations which demonstrate
our theoretical claims. We conclude in Section Some proofs are deferred to the appendix.

D. Notation

We will use | - |2 to denote the 2-norm of a vector or the operator norm of a matrix. For a graph G = (V| E) and any sets
of vertices S, T C V, we will denote by E(S,T) the set of edges between vertices in .S and vertices in T. We will denote by
0(S) the edges E(S,V \ S). For an edge e € E, we denote by d(e) the two endpoints of the edge e.

Let S,, denote the symmetric group on n elements, and for a graph G = (V, E) on n vertices, let Aut(G) C S,, denote
the set of graph automorphisms of GG. We say that a graph is vertex transitive if for any vertices u,v € V, there exists some
automorphism o € Aut(G) such that o(u) = v. We denote the action of an automorphism o on a set S C V in the following
natural way: o(S) = {o(v) : v € S}. For a permutation p € S,,, we denote the action of p on a vector S in the following

way: p(B)i = By(iy-

II. OUR CONSTRUCTION

In our construction, each machine holds exactly two data blocks, each comprised of gTNn data points. We introduce the
parameter n := sz to denote the number of data blocks. We summarize these parameters in Table

Remark II.1. Because our assignment schemes are regular—that is, each data block is replicated an equal number of times—
each data point will be replicated exactly d times. Observe that the computational load ¢, the maximum number of data points
per machine, equals d%. As the regime m = N is the most commonly studied, it is convenient to think of d as equal to { when
comparing our results to other work, some of which state results in terms of {. In general, when m = N, we must have £ > d.
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Fig. 2. The optimal choice of w* (edge labels) and a* (vertex labels) in various connected components.

We can describe these assignment schemes using a graph on n vertices with m edges. We abuse notation and use the
assignment matrix A to denote the n x m assignment matrix of blocks to machines, rather than the N x m assignment matrix
of points to machines. Thus, all of our results are in terms of the replication factor d = %, which is independent of the block
size.

Definition IL.2. A graph assignment scheme corresponding to a graph G with n vertices and m edges is a matrix A € {0, 1}"*™
in which A;; =1 if the jth edge of G has i as an endpoint.

An example of Definition is shown in Figure [I]

Remark I1.3. In contrast to other works (such as [6l]), which have also designed codes based on graphs, the graph we consider
is not a bipartite graph where left vertices correspond to data blocks and right vertices correspond to machines. Rather, it is
the non-bipartite graph where the data blocks are the vertices and the machines are the edges.

Recall that to minimize the decoding error, we want to show that a* is close to 1, such that the gradient updates given in
Equation (I)) are as close as possible to those in batch gradient descent. By thinking of an assignment scheme as a graph G as
above, we are able to characterize o™ in terms of the connected components of a random sparsification of G. In Section
we show that o] will be close to 1 if vertex ¢ is in component which is either non-bipartite, or bipartite with close to balanced
sides.

Expanders are good examples of sparse graphs which have large non-bipartite components under random sparsification.
We show this in Corollary by proving that randomly sparsified expanders have a giant connected component with high
probability (Theorem [V.3). To additionally guarantee that our gradient descent converges to the true minimum, we use vertex
transitive expanders, such as Cayley graph expanders, which guarantee that E[a*] = cl.

III. CHARACTERIZATION OF o™

In this section, we characterize o* in terms of the straggling machines in a graph assignment scheme. This will allow us to
prove the desired properties of a* by studying randomly sparsified graphs.

Suppose we have some graph assignment scheme A corresponding to a graph G. Recall that a* = Aw*, where

w* € arg min |1 — Awls.
w:w; =0 if machine j straggles
We define G(p) to be the random graph where each edge of G is deleted with probability p.

We can think of w* as a weight vector which has one (possibly) non-zero coordinate w? for each edge e in G(p). We can
think of o™ as a vector where each coordinate o, is the sum of weights w of each edge e incident to v. See Figure [2| for
some examples of these.

It follows from Equation (3) that for any edge e = (u,v),

* satisfies

a4 o) = 2. 4)
Indeed, at the optimum we have 0 = AT (1 — Aw*) = AT(1 — o*), which implies that for all edges e = (u,v) (which index
the rows of A”), we have (1 — o) + (1 — ) = 0, yielding Equation (4).
We can make the following observations which follow from Equation (4):

1) For any set of vertices v in a single connected component, |1 — | is the same. Indeed, for an edge (u,v), Equation (4)
implies that 1 — o), = «, — 1, and this relationship extends to a whole connected component.



2) If a component contains an odd cycle of vertices (i.e., is not bipartite), then o) = 1 for all of the vertices in the
component. Indeed, as above, the sign of 1 — o] alternates along edges of the component, which would produce a
contradiction if 1 — «, was not 0 at every vertex in the odd cycle.

3) If a component C' = LU R is bipartite with |L| > |R], then af = 1+ {ZIH# if u € Rand of =1 - {HH if v € L.
This is true because the sum of all edge weights going into vertices in L is equal to the sum of all edge weights going
into vertices in R, so  .pay = > . as. Using items (1) and (2) to conclude that «; is constant on u € R and

o) =2 — a is constant on v € L yields the statement.

These observations suggest the approach that we will use in Section we can bound the contribution to |a* — 1|3 of a
particular connected component by simply knowing whether that component is bipartite.

Algorithmically, given the set of non-straggling machines, the observations above allow the parameter server to compute the
optimal coefficients w* in linear time in m. First the parameter server performs a breadth-first search on G(p) to divide the
graph into connected components, and determines the two sides L and R of any bipartite components. For each connected
component, the parameter server can then compute o} for each v in the component. Finally, the parameter server performs a
depth-first search on each component to label each edge with the a value w such that the sum of all edges incident to vertex
v equal o). Note that the value of w} may depend on the order edges are discovered in the depth-first search, but the vector
a* is unique.

IV. THE DECODING ERROR |a* — 1|3 UNDER RANDOM STRAGGLERS
In this section we prove our main result about expander graph assignments under random stragglers.
Theorem IV.1. Let G = (V, E) be any vertex transitive graph with n vertices, m edges, and spectral expansion \. Let A be
the assignment matrix given by G, in accordance with Definition Suppose for some positive e,
1) A > 1.5
2) 3+ 1)1 —pet/?)>1+¢

3) (1 ) </\ —(2d— ) le(l‘*”) > ¢

(L=pel/7)? (L=pel /72

4) 1og?n)2 > 4(16';6) 2 — 2log(e) + 2log(1 + €) — log (1 _ pe%)),

If each machine straggles independently with probability p, then
1) E[a*] =71 for somer >1—2% —¢;

2) Foralli, E[(af —1)?] < S +¢;

3) [Ela* —r1)(o* —r1)T]l < 262 (¢ 4 £)° + 24,

(1 ok

where t = m7

2(1+¢)

k= = (2log(n) — 2log(e) 4+ 21log(1 +¢€) —log(1 —p)),

and all expectations are over the random stragglers.

Remark IV.2. The expected error %E [|? - ]1|§} is lower-bounded by p?, because this is the probability that a fixed data block
is stored only at straggling machines. Theorem[IV.1|implies that, for good expanders, the variance of o* shrinks exponentially in
the replication factor, d. One example of such graphs are the Lubotzky-Phillips-Sarnak (LPS) construction [[19|] of Ramanujan
Cayley graphs, where X > d — 2v/d — 1. In this sense, our result is tight in d up to factors of p°(?®.

Theorem is a consequence of Theorem [IV3] and Corollary below. We will state these results and then prove
Theorem [[V.I] assuming them. After proving Theorem we will prove Theorem [IV.3] and Corollary at the end of this
section.

Theorem IV.3. Let G be any d-regular \-spectral expander with n vertices and suppose for some positive e,

1) A> 1.5

2) 3+D)(1-p) >1+€

3) ozl = 2(3+€E)2(1+6) (2 — 2log(e) + 2log(1 + €) — log(1 — p)).

Let G(p) l?)e a random sparsification of G, where each edge of G is deleted randomly with probability p. With probability
at least 1 — 2,

M-ate)

1) G(p) has a giant component of size at least n (1 - ep(lp)Z) vertices;

2) Every vertex is either in a component of size at most k, where k is as in Theorem or is in a component of size
greater than n/2.

Corollary IV4. Let G be any d-regular \-spectral expander with, and suppose for some positive e,



1 A>1.5;
2) (3+1)(A—pet/?) >1+¢

M1-wk) (1-st)
3) (1 - % <)\ (2d — ) (11761/3;)2) >€
4) > (1:6) 2 — 2log(e) + 21log(1 + €) — log (1 fpei))

log(n)2 =

Let G(p) a random sparsification of G, where each edge of G is deleted randomly with probability p. Then with probability
at least 1 — >
n’
2p* (- 7)
(171761/)\)2
2) Every vertex is either in a component of size at most k, where k is as in Theorem or is in a component of size
greater than n/2.

We begin by proving Theorem assuming Theorem and Corollary

1) G(p) has a non-bipartite giant component of size at least n <1 -

Proof. (Theorem [IVI)) Recall that because the graph G is vertex-transitive, the distribution of «; is equivalent for every vertex
i, and so E[a*] is some multiple of 1. Throughout we will use the fact that by Corollary with probability at least 1 — %,
at least (1 — ¢)n vertices ¢ are in a non-bipartite components, and hence have o = 1. Here, ¢ is as in the statement of
Theorem [V1

For the first statement, for any ¢, because o > 0, we have

6
E[a;] > Prlaf = 1] > Pr[vertex ¢ is in a non-bipartite component] > 1 — — — ¢.
n

For the second statement,

E[(af — E[0])?] < E[(aj —1)’] <1 —Prla; =1] < — +1,

S|o

where we used the fact that |1 — af| < 1 always.
The third statement follows from the following lemma, which we prove in Appendix

Lemma IV.5. Given the assumptions in Theorem we have

2
E[(e* —r1)(a” = r1)T]|z < 247 (t + i) +24,

where r,t and k are as defined in Theorem

We will use the well-known expander mixing lemma (see, e.g., [22]) in the proof of Theorem

Lemma IV.6. (Expander Mixing Lemma) For any sets S and T in a d regular graph with expansion \, we have |E(S,T)| >
dSIL — (@ — ) /[STITTL = [ST/m) (T = [T1/n).

Now, we are ready to prove Theorem and Corollary which will make up the rest of this section.

Proof. (Theorem We consider a slight generalization of the growing process on G used in [23]] which begins from a
single edge e and discovers the connected component of e in G(p). While this growing process considers all of G, it will
“discard” edges it discovers which are not in G(p). We modify this growing process to have a set of vertices V; as input and
discover all vertices of G(p) in the connected components of all v € V. Let C,, denote the connected component containing
u in G(p). The growing process algorithm is described in Algorithm

Because each edge can only be chosen once, this growing process is stochastically equivalent to revealing edges from G(p)
and setting X; equal to 1 if edge e is in G(p) and otherwise 0. Notice that S;, the set of explored edges which lie in G(p),
is always a forest, so |V;| = [Vo| 4 |St|. Further |Bi| =t — | S|

In the following claim, we lower bound the size of the frontier of unexplored edges, F}.

Claim IV.7. At the end of any step t where |V;| < n/2, we have
t
|F| ZZ i (ap +1) — 1) + [Volew,

where oy = A max (%,1 — ano‘)



Algorithm 1 Growing Process (Vj)

procedure GROWING PROCESS(VO)
Result:
t< 0
So, Bo < V)

UGV

Fy < 0(Wo) > Fy is the frontier of unexplored edges

while |F3| > 0 do
Choose e € F; arbitrarily

t+—t+1
X; ~ Bernoulli(1 — p)
if X; = 1 then
Sy« Si_1Ue > Sy is the set of explored edges in G(p)
Vi + Vi_1Ud(e) > V; is the set of explored vertices in UUGVO C,
B; + By > B, is the set of explored edges in G but not G(p)
else
Bt < Bt—l Ue
St — Stfl
Vi + Vi1
end if
Fy «~ 0(Vi) \ By
end while
return V;
end procedure
Proof. By the expander mixing lemma, we have
Vi
o) =il (1- 1) = v,
Hence
|Fy| = [0(Vi) \ Bl
> ay|Vi| — | Byl
= ay(|Se] + [Vol) — (¢ — |Se]) 5
= (e + 1) [8] + Vol — t ©®)
t
Z Oét—l—l —1)+|‘/0‘Oét
=1
O]
Let
pe 2049 ) 1 1 1
== (2log(n) — 2log(e) + 2log(l +€) — log(l —p)). (6)
By the third assumption in the theorem, n
< —mo———— 7
~ (3+¢€)log(n) @)

In the following claim, we will only use the fact that a; < 1 for the values ¢ we consider.
We begin with the following claim about the growing process

Claim IV.8. With probability at least 1 — %, simultaneously for all vertices v either:

1) The size of the component v lies in is less than k.
2) The size of the component v lies in strictly greater than n /2.

Proof. Conditioned on v being in a component of size at least &, there must be at least k(1 + «y,) steps in the growing process

on input {v}.



Hence
mint—1:|Vi|>n/2
Pr[|C(v)| < n/2||C(v)| = k] < > Pr[|Fy| =0] |F_1| > 0]
t=k(14+ay)
[e’e] t
< > Pr [Z iy +1) —1)<—at].
t=k(14oay) i=1
By the Chernoff bound for Bernoulli random variables,
t t .
Pr LZI(Xi(Oét-F 1)=1) < —oy| <Pr ;Xi < P

Hence by the second assumption in the theorem and the definition of k&,

>

:k}(lJrOék)

t

r Z(Xi(at—‘rl)—l)g—at]S 3 )exp<_(1—2p)t (1_1J1r6>>

t:k(1+ak

2
o (L2 (1 1Y)
= 2
1 — exp (—“2'”) (1—1%6) )

ke?
exp <_2(1+e)) 4

= (1-p) 1 a2
Tp(l_m)Q n

Taking a union bound over all n vertices yields Claim O

Since there can be at most one connected component of size at least n/2 + 1, with probability at least 1 — %, all vertices
in components of size at least £ are in the same giant component.

It remains to bound the number of vertices in small components with high probability. Let I,, be the indicator random
variable of the event |C,| < k,and let Y =) I,

Claim IV.9.

Pr|Y >en

p)‘(lfﬁlre) 1
(1-p)? ] =%

It follows from this claim and Claim that with probability at least 1 — 2 — L there is a giant component of size

Theorem

The remainder of this proof is devoted to proving Claim We will use Lemma and Claim below to help us
bound the moments of Y and prove Claim
Lemma IV.10. Let S(a) = > X; be a random walk where X; = o with probability 1 — p and —1 with probabtltty p. Let
SB)(a) = B+ S(a). If a > 1, for any positive ¢, the probability that S(“® () goes below zero is at most ((1—717)2> .

A1—
at least n ‘ 1-— W) , and no vertices are in components of size greater than k but at most n/2. This will establish

Proof. For any 3, let ds(a) be the probability of extinction of S (). We upper bound d..(a) with d,(|a]). For the
random walk S(L 1), we have dg(|a)) = drg(la]) = di([a))P1 and di(|a]) = p+ (1 — p)di(|a))l*I*1 which yields
dfla]) < 2

Hence for any positive integer ¢, we have

» [ca] o ¢ e c



Claim IV.11. For any set S of ¢ < log(n) vertices, the probability that every vertex in S is in a component of size at most k
Ao-))”
P

is at most =T
Proof. We know that
Pr {maX|CU| < k] < Pr
veES

Je.

veES

Sck].

This probability on the right hand side is the probability that our growing process starting with V; = S terminates before
reaching a size of ck. From Equation (7), we have that ck < n (1 — 3%6 for ¢ < log(n). Hence the probability that the
growing process terminates before reaching a size of ck is upper bounded by the probability that the random walk

> 1 1
Z(XZ-()\<1— )+1)—1)+c)\(1— )
pt 3+¢€ 3+¢€
becomes extinct. Observing that A (1 — % > 1 by the first assumption in the theorem, Lemma [[V.10| yields the desired
‘

3+
bound. This completes the proof of Claim O

The probability bound in Claim [[V.11| implies that the first log(n) moments of the random variable Y are upper bounded
1

-1
by the moments of Binonimal(n, q), where ¢ = %. We can bound this moment using the following proposition, which
we prove in Appendix [D] for completeness.
Proposition IV.12. For any n,q and ¢ < log(n),

E [(Binomial(n, q) — nq)] < (2¢v/nc)®.

Given Proposition [[V.12| and applying Markov’s inequality to the log(n)th centralized moment of Y yields

log(n)

<2q\/nlog(n)) 1\ les(m 4

<|- = -
(ng(e — 1))'5™ ( )

This establishes Claim and hence Theorem O
Next, we prove Corollary which follows from Theorem

Proof. (Corollary l We will prove this via “edge sprinkling”, the process described below. Let g = pel/?.
Consider the following random process to create G(p), which is equivalent to deleting edges with probability p:

Pr[Y > eng] = Pr[(Y — E[Y])!¢(™ > (neq — nq)log(")} <

e n

o Step 1: Create the graph G(q) from G by deleting edges with probability q.
« Step 2: For every edge of G where there is not an edge in G(g), add an edge with probability 1 — g.
By Theorem , with probability at least 1 — %, after the first step, the graph G(q) has a giant component C' of size

1
n(l—s), where s = %.
If C is bipartite, there is only one way to choose the left and right sides of the graph L and R with |R| > |L|. Letr = |R|/n,
so r > 155, By the expander mixing lemma, there are at least n(dr? — (d — A\)r(1 —r)) edges in G inside R.
By the third assumption in Corollary we have

1
n(dr? — (d—Nr(1 —7)) =nr(A\1 —7) —d(1 —2r)) > Em”()\ —(d+MN)s) > %
During the second step, the probability that no edge is added inside R is at most

) <o (-5

Z < _ —

(3) =)=
It follows that with probability at least 1 — % — %, there is a giant non-bipartite component. The second statement of
Corollary follows from the second statement in Theorem This completes the proof of Corollary O

V. THE DECODING ERROR |a* — 1|3 UNDER ADVERSARIAL STRAGGLERS

In this section we show how the spectral properties of an assignment matrix A can be leveraged to bound the adversarial
error |a* — 1|3. We show that graph-based assignment schemes which use graphs with large expansion perform nearly twice
as well as the FRC of [4] in the adversarial setting.

The following proposition and its proof are almost the same as Proposition 29 in [6].



Proposition V.1. Let A € RV*™ be any assignment matrix on N data points, for which each data point is replicated exactly
d times, and each machine holds exactly ¢ data points. Let oo be the second largest singular value of A. For any set of S of
s stragglers, there exist some decoding coefficients w = w(S) such that

1 1 s09\2 sm
Y-t (%)
N‘a 2= N\d/ m-s
Proof. For any set S of s stragglers, let w; = d(%_é) for i ¢ S and w; = 0 for i € S. Then

2
= |4z3, ®)

1
o — 12 = ‘Aw — A1
d 2

where z = w — é]l. We observe that A has top singular value o; = v/¢d and top right singular vector 1 /+/m; this follows
from the fact that AT A evidently has top eigenvector 1/1/m and top eigenvalue /d.

Observe that z L 1 and |2|3 = & (s + (m — s) (m‘i)z = sz Thus
2 sm
Azl2 < 02[22 < (@)
|Az[3 < o3]2[3 < d) m—s
as desired. O

Corollary V.2. Let A € R™™ ™ be a graph assignment scheme corresponding to some d-regular graph G with spectral
expansion \. Then for any set of |pm/| stragglers, there exists some decoding coefficients w such that
2d—X p

2d (1-p)
Proof. Let A(G) denote the adjacency matrix of G such that A\ (A(G)) = d and \3(A(G)) = d — A. Observe that because
A has exactly two ones per column, we have ATA = A(G) + dI, such that 02(A) = \/A2(ATA) = v/2d — \. Applying
Proposition implies that

1
Zla—12 <
n|0< I3 <

1 12d— X\ p
Tla—=112< =
n|a |2*n d? (l—p)m

Using the fact that d = 2m/n concludes the proof. O

Corollary V.3. Let A € R™™ ™ be a graph assignment scheme corresponding to some d-regular graph G with spectral
expansion \. Let \ be the spectral gap of G and suppose A = d — o(d). Then for any set of |pm]| stragglers, there exists some
decoding coefficients w such that

1 1 1
Loogp<cifod _»
n 2 (1-p)
Proof. Plugging in A = d — o(d) to Corollary we have
1 2d — 1 1
n 2d (1-p) 2 1-p
as desired. O

Remark V.4 (Tightness of Corollary [V3). This bound is nearly tight for graph assignment schemes when p is small. Indeed,

for any graph assignment scheme on with mp stragglers and replication factor d, we can adversarially choose the stragglers

such that at least P data blocks are not held at any non-straggling machines. Thus, for any decoding coefficients o we have
mp _p

1
Zla—=112> X =L
n|a |2*dn 2

using the fact that nd = 2m for graph-based schemes.

While our scheme improves by nearly a factor of two over the FRC of [4], it is worse by an order of d/8 from the expander
code of [6], which meets the lower bound in adversarial error up to constant factors for a replication factor of d (See Table [I).
We leave it as an open question to improve on our scheme for adversarial stragglers while maintaining our performance for
random stragglers.

VI. CONVERGENCE WITH RANDOM STRAGGLERS

In this section, we bound the convergence rate of our coded gradient descent algorithm with random stragglers. This algorithm
begins by distributing the data blocks according to the assignment matrix A. We additionally shuffle our assignment of data
blocks to machines using a random permutation p. The iterative computation phase of the algorithm follows Equation (2) in



Algorithm 2 Gradient Coding with Optimal Decoding (GCOD): Logical View with Random Stragglers
procedure GCOD( A, p, 0o, 7, {fi}, k)

> Distribution Phase
p ~ Uniform(S,,) > p is a random permutation
for i =1 to n do
Send f,(;) to all machines j such that A;; # 0
end for
> Computation Phase
fort =1 to k do
Parameter server: Send x;_; to each machine
for Machine j € [m] do
B; ~ Bernoulli(p)
if B; =1 then
Machine j: Send g; = >, Ai;V f,)(0:—1) to parameter server.
end if
end for
Parameter server: Computes w* € argmin,,,, —q ir g,—o(|Aw — 1[2)
Parameter server: 0 < 0,1 =7}, p 4 w;g;
end forreturn 6,
end procedure

Algorithm 3 SGD-ALG(Pg,6o,v,{fi}, k)

procedure SGD-ALG(Pg, 6y,7, {fi}, k)
p ~ Uniform(S,,) > p is a random permutation
for t =1 to k do
B~ Pg
Op <= Or—1 — > BiV foiiy (0i-1)
end forreturn 6y,
end procedure

the introduction, where the coefficients w are given by the optimal decoding coefficients in Equation (3). For the reader’s
convenience, we summarize the logical view of this algorithm with random straggers in the algorithm below.

Note that in this algorithm, the optimal decoding vector w* computed by the parameter server might not be unique, but the
vector a* := Aw* is unique. Indeed, for a straggler rate of p, let A(p) be the random matrix which is a copy of A with each
column replaced with zeros independently with probability 1 — p. Then o* is the unique projection of the all-ones vector onto
the space spanned by A(p), namely

a* = A(p)(A(p)" A(p))TA(p)" 1. 9)

Given a matrix A, let P,« be the distribution of the random vector a* defined in Equation @I) Similarly let P be the
distribution of o, which we recall is defined to be the normalization a*%. Then for any unbiased decoding scheme,
GCOD(A, p, g, 7, {fi}, k) is stocastically equivalent to the gradient descent algorithm, SGD-ALG(P5x, o, YE[ou1], {fi}, k),
given in Algorithm [3]

We provide convergence analysis of SGD-ALG in the following proposition, for distributions Pz with Eg.p,[] = 1.

Proposition VL1. Let f = Y7 f; be a p-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,
and all gradients V f; are L'-Lipshitz. Let x* be the minimizer of f. Let o® =" |V fi(z*)|3.

Suppose we run the gradient descent as in Algorithm |3\ SGD-ALG(Pg, xo,7,{fi}, k), starting from xq for k iterations with
some step size v < ﬁ and some distribution Py such that E[8] = 1. Let v := LE [|3 — 1|3], and s := [E[(8—1)(8—1)T]].
Then
yr (1 + ﬁ) o2

% 2 < _ _ /! k % 2

(10)

where the expectation is over p and {BY) : j < k}.



Corollary VI.2. For any desired accuracy €, we can choose a step size
JL€
V= 1
2ue(sL’ + L) + 2r (1 + ﬁ) o?

such that after

1 2

L/ L T(1+f>0'

k=2log(2efe) | -+ =4 L
booop p2e

steps, E [|z, — 2%|3] < €, where g = |z — x*|?.

Given our results on the decoding error Ela* — 1|3 and covariance of a* in Theorem [IV.1| we can use Proposition
to bound the convergence time of coded gradient descent with a graph-based assignment scheme in the setting of random
stragglers. This yields the following propostion.

Proposition VL3. Let f = Y7 f; be a p-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,
and all gradients V f; are L'-Lipshitz. Let 0* be the minimizer of f, and define o® := " |V fi(6*)]3.

Suppose we perform gradient coding with optimal decoding as in Algorithm [2] with an assignment matrix corresponding
to a d-regular vertex-transitive graph with spectral gap d — o(d), such that the number of machines m = %d Let p be the
probability of a machine straggling.

Then for any desired accuracy €, we can choose some step size v such that after

L L pdfo(d) o2
b= 2logeo/e) (- + gy~ =4 )

ju I p2e
steps of gradient descent, we have E [|0), — 0*|3] < e, where eq = |6 — 6*|*.
Remark V1.4. Our results improve over black-box methods for establishing convergence of gradient descent (such as Theorem
34 in [l6]]) for two reasons. First, we leverage the structure of the covariance matrix of a* to control the dependence on the
Lipshitz constants of gradients of each data block. Second, by shuffling the data blocks before assignment, we are able to bound
E {|ZZL:1 aZVfi(H*)@} much more tighily than the naive bound E [|o* — E[a*]13] 3=, |V f;(67)|3. This quantity controls the
constant that appears in front of 1/€ in Proposition These improvements allow us to converge up to a factor of n faster
than black-box methods, though the exact improvement depends on the functions f;.

Remark VLS. The step size used in Propostion scales inversely with the quantity E|o* — 1|3, which controls the variance
of the gradient estimate. Choosing a step size inversely proportional to this variance term is common in other work (eg. [6]],

[20]).

Remark VI.6. Proposition relies on the assignment scheme being unbiased. However, it can be applied more generally
at the expense of doubling the computation load: we show in Proposition in Appendix [B| how to debias any assignment
scheme.

We provide proofs of Proposition and Corollary in Appendix [El Combining Proposition with Theorem
yields Proposition

VII. CONVERGENCE WITH ADVERSARIAL STRAGGLERS

In this section, we show that with adversarial stragglers, coded gradient descent can converge down to a noise floor which
scales with the maximum value |o* — 1|3.

Proposition VIL1. Let f = " f; be a p-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,
and all gradients V f; are L'-Lipshitz. Let x* be the minimizer of f, and define o* := Y, |V f;(z*)|3. Suppose we perform
gradient descent with the update

Tht1 = Tk —’yZagk)Vfi(xk), 11

ak) — 1 ; <72 Leta=1-— rv/L' and suppose a > 0. For any 0 < € < 1, we can choose a

such that at each iteration, ,
Vi

constant step size of

B €as
1T W2 2r Ll + 4r2(L1)?)

such that for some

L 20t (FstB) 40+ (L2 + 2rLL + 4r3 (L)) log (2 iintsl )
< - 12
- 3vape 30222 12)




iterations, we have
ro

|xp — 2il2 < (1 +€)
aj

13)

Plugging in € = 1, we obtain the following corollary:

Corollary VIL2. Let f = > f; be a p-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,
and all gradients NV f; are L'-Lipshitz. Let 0* be the minimizer of f, and define o* := ", |V f;(6*)|3.
Suppose we perform gradient descent with the update 0,1 = 0,—~v ), ozz(-k)Vf,-, such that at each iteration,
Assume p > rL'.
Then we can choose some step size v such that for some

3(L + 2y7L')? log (gf;g)
(n— VprL?)”

we have |0), — 0%|3 < %, where €y = |6y — 0%|2.
n—/pr

Plugging in our decoding error bound on |a* — 1|3 from Corollary shows that we can converge to a noise floor of
40°n(2d — \)p
p(v/2d(1 = p)p — \/n(2d — N)pL')?

alk) — ]l|§ <r.

)

Remark VIL3. In the case of a linear regression problem, where f;(0) = (a0 —b;)?, if the vectors a; ~ N(0, It,) and values

b
b; = (a;, 0) + z; for z; ~ N(0,¢?), we expect to have y ~ 2N <1 - 1’3) , and L' < 10max (£, k) with high probability
[21)]. Assuming N > 4k, Corollary VIL2| shows that for p < 0.05min(1, %), we can converge to a noise floor of 20‘"&#.

We defer the proof of this proposition to Appendix [

VIII. EXPERIMENTS

In this section, we demonstrate empirically that our scheme achieves near-optimal error E Da* — ]1|§} in the random stragglers
model, and further that our scheme converges in fewer iterations with optimal decoding coefficients than with fixed coefficients.
We demonstrate the advantage of our coded approach to uncoded gradient descent, and compare the convergence of our scheme
to previous work on coded gradient descent. We run our convergence experiments in both a simulated setting and in a distributed
compute cluster, which we describe in more detail in Section
Our experiments are conducted in two different parameter regimes. The first regime is in a setting with m = 24 machines
and N = 60000 data points, where each data point is replicated d = 3 times such that the compuational load is ¢ = 7500. The
second regime has m = 6552 machines and N = 6552 data points, and each data point is replicated d = 6 times such that
£ = 6. In the first regime, for our coded approach, we use an assigment matrix A; which corresponds to a random 3-regular
graph on n = 16 vertices with m = 24 edges. While this graph is not vertex-transitive, and hence may result in a biased
approximation of the gradient, it represents a practical regime with 24 machines, and is with high probability a good expander.
In the second regime, we use an assignment matrix A, which corresponds to the degree 6 LPS expander of [19] on n = 2184
vertices with 6552 edges. We chose this graph because it is the smallest vertex-transitive expander.
In each of these two parameter regimes, we compare the performance the performance of the following four coding schemes:
1) Our coded approach using A; or A, with optimal decoding.
2) Our coded approach using A; or As with fixed decoding.
3) The coded approach of [6]. With m = 24, we use the for the assignment matrix the adjacency matrix of a random graph
on 24 vertices of degree 3. In this regime, we conduct optimal decoding. With m = 6552, we use a random graph on
6552 vertices of degree 6. Due to the computational complexity of decoding, we use fixed decoding coefficients in this

regime.
4) The coded approach of [10] (which uses an FRC) with replication factor d = 3 or d = 6.
For fixed decoding, we use the decoding vector w™¢ where w** = 0 if j is a straggler and otherwise wf**! = 77— In

J d(1-p)"
this manner, we have E[Awed] = 1.

A. The decoding error E[|a* — 1|3]

In our first set of experiments, shown in Figure [3| we compare the decoding error E [%W - ]l|§} and the norm of the
covariance |E(@ — 1)(a — 1)7|5 under a p fraction of random stragglers for the first four schemes above. In Figure a)(b),
we consider the first regime with d = 3, and in Figure [3[c)(d) the second regime where d = 6. We note that the FRC of [4]
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Fig. 3. Comparison of variance and covariance of «. All values estimated over 50 runs. Error bars are for the standard deviation of the empirical

values, evaluated over 5 experiments. (a) The empirical expectation %E [|E — ]l\g} with m = 24, d = 3. (b) Norm of the empirical covariance matrix
¥ El@-D@-1nT]],

L}}e }::mpirical covariance matrix % |]E [(a —1)(&w— ]l)T] |2 with m = 6552, d = 6. The points for the Expander code do not appear as they are significantly
igher.

with m = 24, d = 3. (c) The empirical expectation %IE [\E - ]1|§] with assignment A with m = 6552, d = 6. (d) Norm of

_ d
achieves the theoretical optimum of %Em* —13 = lf—pd, and hence we plot this optimum in place of the results from the

FRC. Similarly, for the FRC assigment,we have
_ _ J
T _ & 12
|E[(@F —1)(a® - 1)7]|, = FEla* — 1[5,
This equation holds because the covariance matrix has zeros everywhere except in entries corresponding to two data points in
the same block. In all these three settings, we use N = n data points, such that the computational load is ¢ = 6.
Figure [3] demonstrates that for both assignments A; and A, our scheme with optimal coefficients achieves near-optimal

error E U? — ]l’i} for small values of p, and significantly outperforms fixed coefficient decoding and the approach of [6].

B. Convergence of Coded Gradient Descent

We compare the performance of coded gradient descent in the four coding schemes listed above in addition to an uncoded
scheme which ignores stragglers.

Data. We run gradient descent on a least squares problem ming | X6 — Y |3, where X € is chosen randomly with
i.i.d. rows from N(0, 11;), and 6 ~ N(0, I). The observations Y are noisy observations of the form Y = X6 + Z, where
Z ~ UQN(O,IN). In our first parameter regime with m = 24, we use N = 60000, k¥ = 20000, and o = 100. In our second
parameter regime with m = 6552, we use N = 6552, k = 200, and 0 = 1. We initialize € at the origin, and let 6, be the
minimizer (X7 X)~1XTY.

Platform and Implementation. In the first regime, we run our experiments on m = 24 processors in Stanford’s high
compute cluster Sherlock, which contains any of the following four processors: Intel E5-2640v4, Intel 5118, AMD 7502, or
AMD 7742. We implement the algorithms in Python using MPI4py, an open-source MPI implementation. At each iteration, the
PS waits to receive gradient updates from the first [m(1 — p)] processors using MPL.Request.Waitany. Then the PS computes
optimal or fixed decoding coefficents (as specified by the scheme), takes a gradient step, and sends the next iterate 6 to all of
the processors. We plot the error |0; — 0.|? after 50 iterations in Figure |4l We start timing once the data has been loaded and
the first iteration starts.

In the second regime with m = 6552 machines (which is too large for us to test on the Sherlock cluster) we simulate
coded gradient descent on a single machine by computing the gradients update used that would be used in the presence of
a specified set of stragglers. We artificially select the stragglers independently with probability p. Precisely, our simulations
implement Algorithm |§| with a specific input distribution P3 which depends on the coding scheme. Recall that Algorithm E| is
stochastically equivalent to Algorithm |2| if the input distribution Pz equals the distribution of o*. Hence for optimal decoding
with an assignment matrix A, we let the input Ps to Algorithm [3| be the distribution of a* = A(p)(A(p)T A(p))TA(p)T1
given by Equation @I) Recall here that A(p) is the matrix A where each column is deleted with probablility p. That is, at
each iteration, we randomly sample (3 to be this random vector. For fixed decoding with assignment matrix A, we let P be
the distribution of Aw™d, We plot the error |; — 0, |? after 50 iterations in Figure |5\ As per Remark below, in the
uncoded approach, we do 300 iterations.

Rka

Remark VIIL.1. If the same number of machines are used in both coded and uncoded approaches, but the coded approach
has a replication factor of d, then each machine in the coded approach has a gradient computation that is d times bigger. We
compensate for this by performing d times as many iterations in the uncoded scheme. Note that if the communication time is
the bottleneck, then each iteration of coded gradient descent will take less than d times as long as an iteration of uncoded
gradient descent: indeed, the communication times should be the same, while the computation time should increase by a factor
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Fig. 4. Comparison of coded gradient descent on a distributed cluster with m = 24, N = 60000. (a) Convergence of gradient descent with p = 0.2. (b)
|0r — 04 |§ after 60 seconds. Values are averaged over 8 runs, with error bars for standard deviation.
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Fig. 5. Comparison of simulated gradient descent algorithms with m = 6552, N = 6552. (a) Convergence of gradient descent with p = 0.2; the uncoded
approach uses 6x as many iterations as shown. Values are averaged over 20 runs, with error bars for standard deviation. (b) |0y — 9*|§ after 50 iterations.
Values are averaged over 20 runs, with error bars for standard deviation.

of d. In this case, we expect the advantage of our approach over an uncoded approach to be greater than our simulations
suggest.

To be fair to all algorithms, for all experiments discussed, we use a grid search to find the best step size. We give more
details and show the step size chosen by this grid search in Table [[V]in Appendix [G| for all algorithms discussed below.

We observe that our algorithm substantially outperforms the expander code and the uncoded approach, and converges to error
comparable with the FRC of [4] (we recall that the FRC of [4] achieves the optimal E [|§ — ]l\%] for random stragglers, but
is substantially sub-optimal for worst-case stragglers). We note that our algorithm in many cases even outperforms the FRC:
indeed, Figure [@fa) demonstrates faster convergence, and the table in Figure @{b) shows that the final error is typically much
smaller for our algorithm than for the FRC on the Sherlock cluster. We conjecture that our algorithm is able to outperform
the FRC (the theoretical optimum) on a real cluster because the assumption of i.i.d. stragglers is not perfectly correct: indeed,
we observe that which machines are straggling tends to stay stagnant throughout a run. We conjecture that the comparatively
better performance of our algorithm on worst-case stragglers (relative to the FRC) gives it an advantage in such settings.

IX. CONCLUSION

In this work, we present an approximate gradient coding scheme based on expander graphs, which performs well both in
the adversarial and random straggler settings. We show how to analyze the optimal decoding error of our codes by relating
a* to the connected components in a randomly sparsified graph. We give provable convergence results in both the adversarial
and random straggler settings. We conclude with a few open questions.

1) We have developed a technique for controlling the variance and covariance of the random variable * generated by
the optimal decoding coefficients when each machine holds two data blocks, by analyzing the sparsification of random
graphs. It is an interesting open question to extend our techniques, or develop new ones, to work for a larger number of
data blocks per machine.



2) While our scheme gives the best known error |a* — 1|3 in the adversarial setting given near-optimal error against random
stragglers, it could be improved. Is there a coding scheme which achieves near-optimal error |a* — 1|3—that is, decaying
like p?—°(d_—while simultaneously achieving near-optimal adversarial error—that is, decaying like é?
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Decoding Algorithm 1E [Ja — 1],] | Cov(@)|2
Fixed Decoding (Lower bound) d(lzi o ﬁ
Optimal Decoding (Upper bound) pd—old) log? (n)p?*—o(@

TABLE III
COMPARISON OF OPTIMAL TO FIXED COEFFICIENT DECODING FOR EXPANDER-GRAPH BASED SCHEMES

APPENDIX

APPENDIX A
LOWER BOUND ON DISTANCE TO 1 FOR RANDOM STRAGGLERS

For a matrix A, We use the notaton nnz(A) to denote the number of non-zero entries in A.

Proposition A.1 (Fixed Decoding Lower Bound). Consider any assignment scheme A with m machines n data blocks with
n < nnz(A) < dn. Suppose we use a fixed decoding coefficient scheme that yields an unbiased gradient, that is:

1) For some W, we use the decoding vector

w;  Machine j does not straggle
we = .
’ 0 Machine j straggles

2) Ela] = cl for some c.

Then 1 »
“Ela-1]3] > ———
o = 1] = d(1—p)’
and nop
E[f(@—1) (@—17)]s > — .
‘ [( )( )”2_m(1—p)
Remark A.2. For graph-based assignment schemes, we have m = dn/2, yielding
2p
El(a—1)(a—1)T]] > ——.
O

Proof. We can assume without loss of generality that @b = 1. To see this, observe that we can scale the jth column of A by
a factor of ;. Because we ultimately care about the normalized quantity o, we can also assume that A is scaled such that
c=1.

We can calculate the covariance of « using the independence of machine failures:

E[(a — Ela])(a - E[a])"] = E[(Aw — AE[w])(Aw — AE[w])"]
= ACov(w)AT (14)
= A(p(L - p)I) AT = p(1 — p)AA".
Hence by the circular law of trace,
E [la - 1)3] = E [T ((a — 1)(a — 1)7)] = Te(p(1 — p)AAT) = p(1 — p)|A[3.
We know A has at most dn non-zero entries, and that

E E
1TAL = 17 4dp = 17420 _qr Bl n
(1-p) (1-p) 1-p
because E[a] = 1. To minimize |A|g, subject to this condition, we should set all non-zero entries of A equal to ﬁ. This
yields |A|} = 757, and so

n
E[la—1[3] > ———.
U ‘2] = d(l —p)
Now 1 1 n
|AAT |, > —17ATAl = — ———.
m m (1 —p)?
The proposition follows because Cov(a) = p(1 — p)AAT. O

Table |1} compares fixed decoding to optimal decoding for expander graph-based schemes.



Proposition A.3 (Lower Bound for any decoding algorithm). Consider any assignment scheme A with m machines n data
blocks with n < nnz(A) < dn. Suppose we use a some decoding algorithm that yields an unbiased gradient, that i,

Ela] = cl

for some c. Then
d

1 p

—-E[la-13] > .

n [|Ot |2} -1 _pd

Proof. Without loss of generality, we can scale the decoding coefficients « such E[«] = 1. For each data block i € [n], let d;
be its replication factor. Then with probability at least p%, all machines holding the ith block straggle. When this occurs, we
must have a; = 0. Now because we have E[a;] = 1, we must have

1 2 pdi
E(; — 1)2] > p% + (1 — p% —1) =,

Hence n

2E[O@}Z2 P a; Zn—zfpdi.

1-p

i= i=1
We know that ) . d; < dn, and hence this value is minimized when we have all d; = d. Plugging this in yields the
proposition. O

Remark A.4. The proof of this lower bound holds even if the distributed algorithm uses a more complicated coding strategy
than described in the introduction. This includes for example non-linear coding of the gradients or coordinate-wise coding of
the gradients, which involve multiplying the gradients by a matrix as done in [15]].

APPENDIX B
CONVERGENCE WITH BIASED ASSIGNMENT SCHEMES

Proposition B.1. Suppose there exists some assignment matrix A with computational load ¢ on m machines and N data
blocks, and decoding vector strategy w and corresponding o such that

E [Jo — 1[3] < eN. 15)

There there exists some assignment matrix A with computational load at most 20 on m machines and N data blocks and
decoding strategy w and corresponding & such that

R 2€

E[la—-1[3] < (1—7\/2?)2]\[

and
Ela] = 1.
Proof. Let 6 =1 —+/2¢, and let S = {i € [N] : E[oy] > §}. Then by Equation , we must have
€ N
1z (- ) = 7
Let s = |S|, and t = N — s. Without loss of generality, we assume S = [s]. Let Ag be the matrix of A containing all rows

in S. Let D be the s x s diagonal matrix with entries D;; = m. Define A to be the N x m matrix DAg concatenated
with the first ¢ rows of DAg vertically: A '
A= [(DAs)T|[(DAs)T[: 1])7,

such that E[Aw] = 1. Furthermore, since we have just scaled the rows of Ag, the replication factor of A is most d, but because
of the concatenation, each machine may store at most twice as many data blocks as before, so the computational load of A s
at most 2¢. For any straggler pattern, we set the decoding coefficients w to be equivalent to the coefficients w used to decode
for the assignment matrix A. Then we set & = Aw.



Now for 7 € S, we have

It follows that

€S €S
) 9
> E[(di — 1)) <25 Ne=
NG EY
i€[N] (1 2e)
as desired. O

For any coding scheme achieving +E[|a — 1|3] < ¢, we can combine Proposition with Proposition to obtain the
following convergence result under random stragglers.

Proposition B.2. Let f = Ziv fi be a p-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,
and all gradients NV f; are L'-Lipshitz. Let 0* be the minimizer of f, and define o* := ", |V f;(0*)|3.
Suppose there exists an possibly biased coding scheme with computational load { such that

1
NE [|C¥ - ]1@] < <7

Sor some ¢ < 1/4. Suppose we modify the coding scheme according to Proposition to produce a coding scheme with
computational load at most 20 and perform gradient coding as in Algorithm [2| but with w chosen as in the original coding
scheme. Let p be the probability of a machine straggling.

Then for any desired accuracy €, we can choose some step size v such that after

k = 2log(e/eo) (i + SnCI’: + 022)

wre

steps of gradient descent, we have
E[|6x —0*3] <e,

where €y = |0y — 0*|2.

APPENDIX C
PROOF OF LEMMA [[V.3]

For the reader’s convenience, we restate Lemma below.

Lemma C.1. Given the assumptions in Theorem we have
6\ 2
E[(a* —r1)(a* — r1)T]| < 2k? (t + ) + 24,
n

where r,t and k are as defined in Theorem
Proof. (Lemma [IV.5)) For the third statement, we have (for any 7)

[E(a — r1)(a —r1)7]]2 < Z [Elaia;] — Elou]Eay]|. (16)

For any S C V(G), let Es be the event that S is a connected component in G(p). For every vertex i, let
E(i)={Es:SCV,ieS}.



For E € £(i), define o;(E) to be the value of a; conditioned on E. For any 4, j, we have
[Elasa;] — ElaiEly] = [E(1 - a)(1 — ;)] — E[(1 — a))JEI(1 — )]

= > (Pr[Es N Ep| = Pr[Eg] Pr[Er])(1 — ai(Es))(1 — a;(Er))
Bs€&(i), BreE(j),
< > | Pr[Es N Er] — Pr[Eg] Pr[E7]| a7
Egs,Er:
ai(Es)#1,a; (Er)#1
<2 > Pr[Es] Pr[E7).
Es,ET:

a;i(Es)#1,a; (Br)#1
Pr[Es] Pr[ET]>Pr[EsﬁET]

Observe that
PI‘[Es] PI‘[ET] > PI‘[ES N ET]

precisely when the two events cannot occur simultaneously, that is, where S # T and S N'T # (). For any sets S, T, define

the variable

1(8,T) = 1 S#Tand SNT #0
T l0 S=TorSNT =10

Now fix ¢ and |S| < k where i € S. For j € [n], let A; C Aut(G) be the set of automorphisms of G that map vertex j to
vertex 1. Then:

SN PrEAIST) =Y > Esea, PrlEo-y () I(S,T)

i Ereg()) i Ereg())
ITI<k IT|<k

=nEjcmBoca, Y, PrlE,-ip)I(S,T)

Er€E(j)

ITI<k
=nEjcinBoca, » Pr[Er]I(S,o(T))

Ere€&(1)

ITI<k

=nEeeau) P, PrEr]I(S,o(T))

Ere&(1)
T <k
=n Y PrEr|Eseauc) (S, 0(T))]
Ereé&(1)
ITI<k

where in the first line we have used the fact that Pr[Er] = Pr[E, )] for any o € Aut(G); in the second line we have used
linearity of expectations; in the third line we have re-indexed the sum; in the fourth line we have used the fact that, because
G is vertex-transitive, choosing a random j € [n] and then a random o € S, is the same as choosing a uniformly random
o € Aut(G); and in the last line we have again used linearity of expectation.

Then, we have:

S > PrEfI(S,T)=n Y Pr[Er] Pr [I(S,0(T)) =1]

j Erce(j) Eref(l) orAut(G)
|T|<k |T|<k
<n Pr[E Pr [SNno(T)#0
3 Pilen] Pr[S00(T) #0 .
r€E(1)
[T <k
<n Y PrlBErEscauo) SN a(T)]).
Ereé&(1)
IT|<k

By the vertex transitivity of the graph G, for any vertex w, the distribution of o(u) is uniform on V' when o is drawn
uniformly from Aut(G). Hence
ISl

EUNAut(G)HS N O-(T)H n



It follows from Equation (T8) that

Z Z Pr[Er|I(S,T) <n Z Pr| |SL|T‘

J ErT€€(j) Ere&(1)
IT|<k |T|<k

< K[S|Pr{|C(1)] < K]

< KT <t+6),
n

where the last inequality follows from Corollary [IV:4] which guarantees that any arbitary vertex will be in a giant component
of size greater than n/2 with probability at least 1 —¢ — %. We will need the following claim which directly follows from the
second statement in Corollary

19)

Claim C.2. For any vertex i, the probability that o; # 1 and i is in a component of size greater than k is at most .
Returning to Equation (I7) and summing over all j, we have

Z |[Elvia;] — Elos]Ela;]| < ZQ > Pr[Es] Pr[Er]

Es€&(i), Ere(j)
ai(Es)#1,0,(Br)#1
Pr[Es] Pr[Er]>Pr[EsNEr]

=2 Y PiEg]Y. > Pr[E)I(S,T) +2Z > Pr[Es) Pr[Er]

Es€&(i) J Er€&(j) | Es€€(i),BEref(j)
|S|<k |T|<k a;(Es)#1,a;(Br)#1
max(|S|,|T|)>k

<2 Y PrES]|S|k(t+ >+2Z S Pr{Es|Pr[EY] 20

Es€& (i) J Es€&(i),Er€E(j)
|S|<k a;i(Es)#1,0; (Br)#1

max(|S],|T])>k
2
6 6
< 2k? (t+> +4n - =
n n

2
< 2k? (t+ 6> + 24,
n

where in the second inequality we used Equation (I8), and in the second to last line we used Claim [C.2] O

APPENDIX D
BOUNDS ON MOMENTS OF BINOMIALS

For completeness, in this appendix we prove Proposition [IV.12] which we restate below.
Proposition IV.12. For any n,q and ¢ < log(n),
E [(Binomial(n, q) — nq)‘] < (QQ\/HC)C .

Proof. For i € [n], let X; and Y; be i.i.d. Bernoulli variables with parameter q. Then

e )

E [(Z (X; — m))
where the inequality follows by Jensen’s inequality.
Let Z; ~ Bernoulli(2¢(1—g)) be i.i.d. random variables such that (X; —Y;) ~ r;Z;, where r; are i.i.d. Rademacher variables.
Let g; ~ N (0,1) be i.i.d. Gaussians with variance 1.
(z " z)
i

o)

because the even moments of a Gaussian are at least as large as those of a Rademacher random variable, and all the odd
moments are zero for both. Now because for all positive integers k we have E[ZF] = 2¢(1 — q), by comparing every moment,

we see that
D 6iZi~2q(1—q) > g~ 2q(1 = QN (0,n),

E [(Binomial(n, ¢) — nq)°] = E , (21)

; (22)




and so

2 2
(4ng*(1 = 0*)"* Sy < (g’ (1 = 9)%0) 7" (23)

=il

1/k
where the inequality follows from the fact that ( 5 (’:/ )’> < Vk by Stirling’s formula. Finally,
22 (k/2)!

(4ng*(1 - 9)%¢)"* < (2gv/m0)°,

from which the proposition follows. O

APPENDIX E
PROOF OF PROPOSITION [VI.I]AND COROLLARY [VI.2]

We restate Proposition here:

Proposition VL.1. Let f =" f; be a u-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,
and all gradients NV f; are L'-Lipshitz. Let x* be the minimizer of f. Let 0° =, |V f;(z*)|3.

Suppose we run the gradlent descent as in Algorithm I 3l SGD-ALG(Pg, xo,7,{fi}, k), starting from xq for k iterations with
some step size ¥ < L,+L and some distribution P such that B[] = 1. Let v := 1E [|3 — 1|3], and s := |[E[(8—1)(8—1)T]].
Then

*|2 / k *2 o (1+nf) i
E [Jzx —2*[3] < (1 =2y (1 = y(sL' + L))" [wo — 2*[3 + pl=r(sL'+ L))’ "

where the expectation is over p and {3V : j < k}.
Our proof of Proposition [VL.I] will use the following known lemmas.
Lemma E.1 ([24]). If matrices A and B are PSD, then
Tr(AB) < |A|2 Tr(B).
Lemma E.2 (Co-coercivity lemma in [20]). For a smooth function f whose gradient has Lipschitz constant L,

Vf(2) = V)3 < Lz —y, Vf(z) = V(y)
Given these, we can prove Proposition This proof is inspired by the stochastic gradient descent convergence proof in
[20]).

Proof. (Proposition [VI.I) For convenience, let g;(z) = V f;(x), and let G(z) be the matrix whose ith column is g;(z). Let
Yyr = o — x*. Let p be a uniformly random permutation and 5 ~ Pg.

lYrt1]3 = ‘yk - VG(xk)P_l(ﬁ)E
= lyl3 — 2yyk Glar)p™ ' (B) + 721G (zr)p~ (B)]3 (24)
< lywl3 = 2vyi Gar)p™ (B) + 29%|(G(ar) = G(2™)p™ (B)I3 + 2°|G(a")p ™ (B) 3.
Claim E.3. For any p € S,,
Es[|(G(zx) = G(z*)p (B3] < (sL' + L)y V().
Proof. Using the fact that E[3] = 1, the circular law of trace and Lemma [E.1| we have,
Esl|(G(zx) = G(2")p (B3] = Esl(p™'(8) = 1) (G(ax) — G(2"))" (G(ar) — G(z™)(p~'(B) = 1]
+17(G(xx) = G(2")) " (G(aw) — G(z"))1
= Tr(Es[(p~"(8) = D(p~"(B) = 1)T)(G(ax) — G(2")" (G(zx) — G(z)))
+ |V ) — Vf(l’*)@ (25)
< Esl(p™(8) = 1)(p~ " (B) — 1)7]l2 Tr((Gan) — G(a")) T (G(zx) — G(27)))
+ IV f(ae) - Vf( )3
_SZ|gz wr) = gi(2")]* + [V f(zx) = Vf(z)[3.

We now use Lemma [E.2] and the convexity of the f; to bound

Z lgi (k) z*)|* < ZL (> gi(zn) = gi(x")) = L'(yn, Vf(zx) = Vf(27)),



and similarly

IV f(xr) = V@) < Liye, VF(r) = V.f(2")).
Plugging these bounds into Equation (23) yields the claim. O

Returning to Equation (24) and taking expectations with respect to 5(*), conditional on p we have

o — 2
Eg [lyn+113 | 2] < lynl3 — 29(yn, V.f(2)) + 29 (L' + L) (ye, Vf(2)) + 27°Eg0 [|G(fc ) (B)], p] (26)
Using the strong convexity of f and the assumption v < ﬁ, we have, using E[B(k)] =1,
2
Egoo [lye+113 | o] < lyl® = 29 (1 = (5L + L) [ysl® + 2v°Epew “G(ﬂc"‘)p‘l(ﬁ(’“))‘2 p} :
) 27
= lyrl® (1 = 29 (1 = 7(sL' + L)) + 27°Egw0 {(G(ﬂf*)p‘l(ﬁ"“))L p] :
We will bound the second term in expectation over p using the next claim.
Claim EA4. .
s (G (98] <7 (14 17 ) 0%
Proof. Recall that because z* is optimal, G(z*)1 = 0. Now
G (D)5 = p~H(B) G(a") TG (z")p~ " (B) 28)
=Te(p~ ' (B)p~ ' (B) G(=*)T G (")),
SO
Epns,.sl|G(2")p (B)I3] = Tr(Epns, a0~ (B)p' (8)T]G(2)G (")) (29)

Now because p is chosen randomly, the matrix E,s, glp~'(8)p ' (8)"] has equal diagonal entries and equal off-diagonal
entries. The diagonal entries equal

STH(E[BST]) = 1+ - TH(E((F - 1)(8 ~ 1)) = 1+,

while the off diagonal entries equal

1 1 1 1 1 1
L (BT - L n(Es6™) ) = L (e 117E(E - 13 - )7L - L TElaT) )
>1- .
- n—1
Hence
Eps,slo™ (B)p ' (8)"] = al + 0117, (30)

where a < r 1+ﬁ),andb21—
Plugging this in, we have

r
n—1"

E,ms, 5[1G@")o " (8)3] = Tt ((al +5117) G(a")7G(a"))
— A TH(G(e") T G(a")) + |G (") 13

1 2
<r{l+——,|o%,
n—1

because Tr(G(z*)TG(z*)) = >, | fi(z*)|? = 02, and G(z*)1 = 0. O

€2y

Recursively applying the bound in Equation (27) and taking the expectation over all 3(*) and p yields the proposition:

k
E{gt:j<k},p [yel3] < (1 =2y (1 —~y(sL' + L))" |yol3

k—1
2 L 2 — — ! g
2y 7“(1%—1)0 2 (12wl + 1)) (32)

yr (1 =+ ﬁ) o?
(1 =~(sL' + L))

< (1—2yp (1 —~(sL' + L))" yol3 +



Next we prove Corollary [VI.2] restated below.
Corollary E.5. For any desired accuracy €, we can choose a step size
L€
2ue(sL’ + L) + 2r (1 + ﬁ) o2

such that after

1 2

SL/ L r (1 + n—l) g

k=2log(2¢p/e) | — + —+ —————F—
) wooop p2e

steps, E [z, — 2*|3] <€, where ¢ = |zg — x

Proof. We plug the choice of « into Equation of Proposition The second summand in Equation is bounded by

yr <1+ ﬁ) o?

*|2_

€
< —. 33
W =L + 1) =2 49
For the first term in Equation to be less than §, we must have
log (%)
o (34)

k> .
~log (1 —=2ypu (1 —~(sL’ + L)))
Note that
2y (1 —~(sL'+ L)) € (0,1)

because our choice of « satisfies v < m < ﬁ Plugging in the choice of « into the denominator of Equation 1i we
have

ure (,ue(sL' +L)+2r (1 + L ) 02)

n—1

2 (,ue(sL’JrL)Jrr (1+ ﬁ) 02>2

log (1 —2yu (1 —~(sL' + L)) =log | 1 —

L (nesl + 1)+ 20 (1454 %) (35)
< Q(MG(SL'+L)+r(1+ﬁ)02>2
<- e

2 (,ue(sL’ +L)+r (1 + ﬁ) 02) ’

where the first inequality follows by using log(1 — z) < —z for = € (0, 1).
It follows that that the value of & in the corollary satisfies Equation (34), which proves the result. O

APPENDIX F
PROOF OF PROPOSTION [VII]

We restate the Propostion:
Proposition VIL1. Let f = " f; be a p-strongly convex function with an L-Lipshitz gradient, and suppose each f; is convex,

and all gradients V f; are L'-Lipshitz. Let x* be the minimizer of f, and define o* := Y, |V f;(z*)|3. Suppose we perform
gradient descent with the update

Tht1 = Tk —’yZagk)Vfi(xk), a1

such that at each iteration,

ak) — 1 2 <72 Leta=1-— r\/ﬁ’ and suppose a > 0. For any 0 < € < 1, we can choose a
2 Vi

B €as
1T W2 2r Ll + 4r2(L1)?)

constant step size of

such that for some

2, 2 2
| Aol (Breele) a0+ (12 + 2rLL 4+ 4r%(1)?) log (2l .
< =
- 3vape 30222 12)




iterations, we have

|z — Til2 < (1+e) (13)
ap’

The proof of this proposition relies on the following key lemma.
Lemma F.1. Consider the setting of Section For any step size v, we have

L? +2rLL + 4r2(L")?
ap

We begin by proving the proposition using the lemma.

) a'yu) + |z — a*|2 (2yro) (1 +~L) + 472 262, (36)

Proof. (Section |[VII) Define y; := x; — x*. Assume that after the ¢’th iteration, the convergence criterion has not been met;

that is
1202

2 2
> (1+€)——=,
|yt|2 ( 6) 2,,2

where in the first inequality, we used that yL < £¢. This implies that

€a 2va, 6+ ea
|yt|2<2w><1+vL>s|yt|2<2wo>(1+G)Syt|%(11’j)( ). @

Then eq. (36) and a < 1 and € < 1 imply that

e 2(6+e€
yel3 < luil (1 —ayp|2-— 6 >>> + 4v°r?o?

(-5 aris
(as

(38)
< lwel3 (l—aw )>+472 2o,
Thus applying the bound of eq. recursively, after k iterations, either eq. (13)) has been achieved, or
k J
3e 3e
2 < 2 1 _ - 4 2 2
lyrl5 < Iyo|2< aw<2(1+6)>) +47%r%0 Z e
(39
< |yol3 (1 aw( i ))k+ yr’e?
< 1yola {1 — PYZ R —
2(1 3e
(1+¢) a“(2(1+e))
Here we used the fact that ayp ﬁ) < 1 to contract the sum.
For the second term of eq. , plugging in the value for v yields
A +e)27«202 (3 ?Y‘Cf )>
€ €
o (x5
— (el T202 8 a’p’ (40)
18(1+¢) L2 4+ 2rLL + 4r2(L')?
1 9 7"202
< 5(1 +€) PEpEE
which is half of the squared value in eq. (T3).
For the first term of eq. (39), we have
k
3e 3e
2 2
1-— < —k — 41
Yol ( ayp (2(1 +e)>) < Iyolzexp( ayp (2(1 Jre))) 41
Thus for k larger than the right hand side of eq. (I2)), we have
k a2 12 |ual2
3¢ a’p Iyol
2 2
1- — < —1 —
N
, 202
= (1 + 6) 2a2'u)27
which is half of the squared value in eq. (I3). This yields the result. O

Next we prove Lemma [FI}



Proof. (Lemma|F.1) For convenience, let g;(x) = V f;(z), and let G(x) be the matrix whose 4th column is g;(x). We abbreviate
G(zy) by G and g;(xy) by g;. Let yj, := 2, — x*. Our gradient step Equation guarantees that

yrrils < max yp —vG(ar) (1 + B)5. 43)
B:|Bl2<r
By the method of Lagrange multipliers, the optimizer S, is the maximizer of
lye —1GLE + 9?87 GTGB — 2v(yx — 1GL)TGB + AB B, (44)
for some negative \. Setting the derivative of eq. to zero and solving yields
Be =7(M +92GTG) ' GT (yr — 7G). (45)

Clearly at the maximum, the constraint |3|3 = r2 will hold, so, setting the norm of the value in eq. equal to r gives the
following condition on A:
YA +7°GTG) T G (g —1GL)a =7 (46)

Plugging the value of f3, for eq. (#3), we have

pmax fyx —yG(L+ B2 = |yr — vG1)2 — 28T (M + v2GTG)B. + v*BT(GTG)B.

= |y — G153 — B (M +v°GTG)B, — \r? (47)
< |yr — G123 — 22\
Now by eq. (#6), we have

2| T 2
YIGT (yx — G| .
3 2 >min (A ++%01(GTG))?, (A +7120n(GTG))?) (48)
yielding .
G —7G1
Plugging this in to eq. @7) yields
pmax fyx —7G(1+ B < lye = ¥GLS + 291201 (GT G) + 297 GT (y1, — 7G1)]o- (50)
H 25T
In the next three claims, we bound the quantities in this equation.

Claim F.2.
|GTG1ly < LL |y|3 + Loyl

Proof. First notice that
IGT Gy < | (Glag) — G(z.)" Gy + |G(2.) "Gl (51)

Now

[(Glax) = G(@.) G13 = ((gi(xx) — gi(w.)" (G1))?

< G112 lgilan) — gi(x.)13 (52)

< |G13|yxl3(L')?
< LA(L)?|ykl3-
We also have
G(z.) G5 =) (gi(x.)) " (G1))?
i (53)
< |G1]30% < L?|yp|*0?.
Taking square roots and summing yields the claim. O

Claim F.3.
G (g = AGD)l2 < lyele (0 + VITTGTye) + (L |yel3 + Lolynl2)



Proof. First observe that
G (ys — 7G|z < |GTyrls +7IGT G, 1)
<[ (G" (k) — GT(24)) yrl2 + 1GT () yrl2 + 7IGT G,
Now
G (@ )yrls < 1GT (@) 3lyrls < Te(G(z) G () |yel3 = o®[ynlz. (55)
Also,

|(GT (k) = GT (@) wil3 =D ((gi(an)™ — g7 (2))yw)?

< L'yl (9] () — g7 (@.))yn (56)
= [el3 (L'17G" i),

where the inequality holds because each f; is convex and hence (g7 (x1) — g (z.))yr > 0 for all i, and we have also used
the fact that ) . g;(x.) = 0.
Taking square roots and combining with claim [F2] yields the claim. O

Claim F4.
o1(GTG) < 2Jyrl2(L)? + 202

Proof.
a1 (GTe) < Tr(GTG Z |gi|2

< 22'91 xk gz Tx |2 +2Z|gz T |2 (57)

SQ\ykb( ) + 202

Plugging in these claims to eq. (30) yields:

Gmax lyk = vG(1 + B)[3 < lye — vG1[3 + 27°r* (20 + 2(L")?|yel3)
2

+ 297 (Jyl (VIATGTyy +0) + (LL [yal3 + Lolyil2) )

= lyrls = 2vyk G1 +7°|GL|3 + 4712 (o + (L))?|ywl3)
+ 2yr <|yk\2 ( L'1TGTy,, + 0) + 7 (LL lye|3 + Lcr\yk|2))

< |ykl3 = 2998 G+ L2Jyil3 + 490 (0 + (L) |yel3) (58)
+ 297 <|yk\2 ( L'1TGTyy, + U) + v (LL |yel3 + LU\ykb))

= [yel3 (1 +9°L* + 29y°rLL + 4y°r*(L')?) + |yxl2 (2yro) (1 + 7L)

+ r\/ﬁ|yk|2

VUi G1

+4v°r%0” + 29yf GT1

Recall that a = 1 — T\/\/g and that @ > 0. Then
VL ykl2

L/
LD S (59)

1/ng']l B flyk|2
It follows from eq. (58) that

max |yk —vG(1+B)[3 < |yl3 (1 — 2ayp + 42 (L* 4+ 2rLL' + 4r%(L")?))
B:1Bl2< (60)
+lyrl2 (2yro) (1+ L) +4y*r?0?
Thus for any v, we have
Y(L? 4+ 2rLL + 4r2(L')?
o < el (1 - (2 - L2 )

)aw) + yklz (2yro) (14 vL) + 49°rc>. (61)



This concludes the proposition. O

APPENDIX G
STEP SIZES FROM SIMULATIONS

We chose step sizes using a grid search. For the experiments on the distributed cluster with replication factor d = 3, our

grid search ranged over all step sizes ~y of the form 1076 x (1.3¢) for ¢ € 0,1,2,--- , 20. For the simulated experiments with
replication factor d = 3, we used linearly decreasing step sizes of the form v, = min (0.6, 03;:13") for the best value of
c€1,2,---,20. In the following table, we show the best choice of ¢ in each experiment we ran.

TABLE IV
STEP S1ZE CHOSEN BY GRID SEARCH (BEST CHOICE OF ¢ IN GRID SEARCH

Assignment Decoding Step Size
Matrix Algorithm p=005| p=010 | p=0.15 | p=020 | p=0.25 =0.30
Ay Optimal 9 4 9 9 4 9
Ay Fixed 6 6 8 0 0 6
Uncoded Ignore Stragglers 1 2 7 6 7 0
Expander of [6] (d = 3) Optimal 4 3 0 7 2 5
FRC of [4] (d =3) Optimal 5 9 9 4 1 1
A, Optimal 18 18 18 11 11 10
Ay Fixed 9 9 9 9 9 9
Uncoded Ignore Stragglers | 1 1 1 2 2
(6x its)
Expander of [6] (d = 6) Fixed 9 8 8 8 8 8
FRC of [4] (d = 6) Optimal 19 18 18 10 10 9
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