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Two-stage coding over the Z-channel
Lebedev Alexey, Lebedev Vladimir, and Polyanskii Nikita

Abstract—In this paper, we discuss two-stage encoding algo-
rithms capable of correcting a fraction of asymmetric errors. Sup-
pose that the encoder transmits n binary symbols (x1, . . . , xn)
one-by-one over the Z-channel, in which a 1 is received only if a 1
is transmitted. At some designated moment, say n1, the encoder
uses noiseless feedback and adjusts further encoding strategy
based on the partial output of the channel (y1, . . . , yn1). The
goal is to transmit error-free as much information as possible
under the assumption that the total number of errors inflicted
by the Z-channel is limited by τn, 0 < τ < 1. We propose an
encoding strategy that uses a list-decodable code at the first stage
and a high-error low-rate code at the second stage. This strategy
and our converse result yield that there is a sharp transition at

τ = max
0<w<1

w+w3

1+4w3 ≈ 0.44 from positive rate to zero rate for two-

stage encoding strategies. As side results, we derive bounds on
the size of list-decodable codes for the Z-channel and prove that
for a fraction 1/4 + ε of asymmetric errors, an error-correcting

code contains at most O(ε−3/2) codewords.

I. INTRODUCTION

The Z-channel is of asymmetric nature because it permits

an error 1 → 0, whereas it prohibits an error 0 → 1. The

problem of finding encoding strategies for the Z-channel with

one use of the noiseless feedback is addressed in this paper.

We consider the combinatorial setting in which we limit the

maximal number of errors inflicted by the channel by τn,

where τ is a real number and n denotes the number of channel

uses. We emphasize that our combinatorial model is different

from the probabilistic model, in which a transmitted symbol

1 is flipped with probability p and a symbol 0 is always

received without error. Recall that the capacity of the Z-

channel is CZ = log2(1 + pp/(1−p)(1 − p)). We refer the

reader to the paper [27] dealing with the probabilistic setting,

where feedback encoding schemes that achieve the Z-channel

capacity are presented.

A. Related work

We briefly review the combinatorial coding theory literature

relevant to our research. Without feedback, codes correcting

asymmetric errors have been discussed in numerous papers [4],

[5], [14], [16]–[18], [29], [30]. In particular, it is known [2],

[4] that the asymptotic rate of codes correcting a fraction of
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asymmetric errors is equal to the asymptotic rate of codes

correcting the same fraction of symmetric errors. The Plotkin

bound [22] implies that the cardinality of codes correcting

a fraction (1/4 + ε) of symmetric errors is bounded by

1 + 1/(4ε) and, thus, the asymptotic rate is zero. Therefore,

the asymptotic rate of codes correcting a fraction (1/4 + ε)
of asymmetric errors is also zero. However, there remains

a question of whether it is possible to construct codes of

length n with an arbitrary large size capable of correcting

n(1/4+ε) asymmetric errors. A Plotkin-type bound based on

linear programming arguments was derived in [4]. Moreover,

it was claimed that “there are arbitrarily large codes which

can correct 1/3 asymmetric errors per code letter”. As a side

result, in Section III, we disprove this statement.

Under the guise of a half-lie game, coding over the Z-

channel with the noiseless feedback has been discussed in [8],

[11], [25], [26]. However, in all these papers, only a constant

number of errors and fully adaptive strategies were assumed.

Later, in [12] the authors have shown that for a constant

number of errors, it is sufficient to use the feedback only

once to transmit asymptotically the same amount of messages.

Feedback codes correcting a fraction τ of errors in the Z-

channel have been discussed in [9], [10], [13]. In particular,

it was shown [9] that for any τ < 1, the maximal asymptotic

rate is positive.

B. Problem statement

In this paper, we discuss the asymptotic rate of codes

correcting a fraction τ of asymmetric errors if one use of the

feedback is allowed. This setting can be seen as a compromise

between fully adaptive encoding strategies and classic error-

correcting codes. As mentioned above this type of problem has

been discussed before only for a constant number of errors and

the methods developed in [12] can not be used here. Let us

describe the model in more details.

Let t denote the total number of errors and n be the total

number of channel uses. We fix some integer n1 such that 1 <
n1 < n. For any message m ∈ [M ], Alice wishes to encode it

to a string x = (x1, . . . , xn) such that after transmitting this

string through the Z-channel, Bob would be able to correctly

decode the message. The output string y = (y1, . . . , yn) is

controlled by an adversary Calvin who can make errors. At the

ith moment, Alice generates a binary symbol xi, and Calvin

takes xi and outputs yi, where

yi ∈
{

{0}, if xi = 0,

{0, 1}, if xi = 1.

The process of encoding a string x consists of two stages.

At the (n1 + 1)th moment, Alice adapts the further encoding

strategy for the message m based on the string y
n1 :=

http://arxiv.org/abs/2010.16362v3
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Fig. 1. Two-stage coding over the Z-channel.

(y1, . . . , yn1). In other words, xi = xi(m) for i ≤ n1 and

xi = xi(m,yn1) for i > n1. We require the total number

of errors that Calvin can produce to be at most t. This

communication scheme is depicted in Figure 1. Let M
(2)
Z (n, t)

be the maximum number of messages Alice can transmit to

Bob under conditions imposed by this model. We remark that

the optimal moment for using the feedback, n1, depends on t
and n. However, Alice and Bob can agree on this parameter

beforehand to maximize the total number of messages. Define

the maximal asymptotic rate of two-stage error-correcting

codes for the Z-channel to be

R
(2)
Z (τ) := lim sup

n→∞

logM
(2)
Z (n, ⌊τn⌋)
n

.

C. Our contribution and methodology

Our contribution can be split into three components.

1) We show that for the Z-channel without feedback, an

error-correcting code correcting a fraction 1/4 + ε of errors

has size at most O(ε−3/2). This bound is shown by proper

partitioning an arbitrary code into O(ε−1/2) almost constant-

weight subcodes and showing that each subcode contains

O(ε−1) codewords.

2) We provide upper and lower bounds for the maximal

cardinality of list-decodable codes for the Z-channel. Our

lower bound is inspired by the probabilistic method, whereas

the upper bound is based on the double counting technique.

3) We describe a two-stage encoding strategy by combining

two ideas. For the first batch of channel uses, we make use

of a random constant-weight code for which we derive the

list-decoding radius for all list sizes. The nature of the Z-

channel and the constant-weight property of the code enable

us to find the number of errors inflicted by the channel at

the first stage. After this stage, we list decode the received

string to get a list of candidate messages. Depending on the

remaining noise, at the second stage we use either a code

of small size which tolerates a large fraction of asymmetric

errors, or a 1
2 -constant-weight code with a positive rate and

large minimum distance. This strategy leads to the existential

result. Our converse result also relies on the concepts of list-

decodable codes and high-error low-rate codes. Thereby, we

show that R
(2)
Z (τ) > 0 for τ < τmax := max

0<w<1

w+w3

1+4w3 ≈ 0.44

and R
(2)
Z (τ) = 0 for τ > τmax.

Remark 1. More general converse results on zero-rate list-

decodable codes for the Z-channel and order-optimal code

constructions are presented in the parallel work [23], where

the bound O(ε−3/2) was first derived.

Remark 2. The lower bound for list-decodable codes is

derived by similar methods as in [3]. The authors thank Yihan

Zhang for showing the converse bound for list-decodable

codes.

Remark 3. We note that the methodology that is used for

analyzing two-stage encoding schemes is close to the ideas

presented in works [6], [7], where the authors characterized

the capacity of binary and non-binary online (or causal)

channels.

D. Outline

The remainder of the paper is organized as follows. In

Section II, we introduce the required notation and definitions.

Section III discusses high-error low-rate codes for the Z-

channel. In Section IV, we introduce the concept of list-

decodable codes for the Z-channel and investigate lower and

upper bounds on the maximal cardinality of such codes. Sec-

tion V describes the suggested two-stage encoding algorithm

and derives a Plotkin-type point for this problem. Finally,

Section VI concludes the paper.

II. PRELIMINARIES

We start by introducing some notation that is used through-

out the paper. The set of integers from m to n, m ≤
i ≤ n, is abbreviated by [m,n] or simply [n] if m = 1.

A vector of length n is denoted by bold lowercase letters,

such as x, and the ith entry of the vector x is referred

to as xi. Given a binary vector x, we define its support

supp(x) as the set of coordinates in which the vector x

has nonzero entries. By 0 and 1 denote the all-zero and

the all-one vectors, respectively. For x,y ∈ {0, 1}n, let

∆(x,y) denote the number of positions i such that xi = 1
and yi = 0. We define the asymmetric distance, written

as dZ(x,y), to be 2max(∆(x,y),∆(y,x)). The symmetric

(Hamming) distance dH(x,y) is then ∆(x,y)+∆(y,x). By

wt(x) := dH(x,0) we abbreviate the Hamming weight of

x. For x ∈ {0, 1}n, the quantity wt(x)/n stands for the

normalized Hamming weight of x. Because of the relation

dZ(x,y) = dH(x,y) + |wt(x) − wt(y)|, we have that

for x,y ∈ {0, 1}n with wt(x) = wt(y), the asymmetric

and symmetric distances between x and y coincide, i.e,

dH(x,y) = dZ(x,y).
An arbitrary subset C ⊂ {0, 1}n is called a code. The

number of codewords in C is denoted by |C| and is called the

size of the code C. The quantity log |C|/n is called the rate of

C. The code C is said to be ω-constant-weight if the Hamming

weight of each codeword is ⌊ωn⌋. The minimum asymmetric

distance of the code C, written as dZ(C), is then defined as

the minimum of dZ(x,y) over all distinct x and y from
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C. Similarly, we define the minimum symmetric (Hamming)

distance dH(C) of the code C. It is known [16], [29] that a

code C with dZ(C) ≥ d can correct up t = ⌊d−1
2 ⌋ errors in

the Z-channel. In what follows, we assume that t := ⌊d−1
2 ⌋.

By AH(n, t) (AZ(n, t)) denote the maximum number of

codewords in a code of length n capable of correcting

t symmetric (asymmetric) errors. We define AH(n,w, t)
(AZ(n,w, t)) as the maximum number of codewords in a

constant-weight code with the Hamming weight w and length

n capable of correcting t symmetric (asymmetric) errors. It is

readily seen that AH(n,w, t) = AZ(n,w, t) as the definitions

of symmetric and asymmetric distances coincide for constant-

weight codes.

Now we are in a good position to briefly recall some well-

known result which appear to be useful for us. Define w0 =
w0(n, t) to be (n −

√
n2 − 4tn)/2. It is known [2, Lemma]

that if a code can correct t symmetric errors, then it is a list-

decodable code with a radius at most w0 and the list size is

polynomial in n.

Proposition 1 (Converse bound for codes with small constant

weight). For t+ 1 ≤ w ≤ w0, we have

AH(n,w, t) = AZ(n,w, t) ≤
⌊

tn

w2 − (w − t)n

⌋

.

If w > w0(n, t), then AH(n,w, t) could be exponential.

However, the exponential growth can be bounded by Theorem

2 from [20].

Proposition 2 (Converse bound for codes with large constant

weight). For w0 < w ≤ n/2, n → ∞, we have

logAH(n,w, t)

n
≤ h

(w

n

)

− h
(w0

n

)

+ o(1),

where h(x) denotes the binary entropy function.

We state the classic Plotkin bound which was proved in [22].

Proposition 3 (Plotkin bound). For t > n/4, it holds

|AH(n, t)| ≤ 2

⌊

2t+ 2

4t+ 3− n

⌋

.

This implies that a code correcting a fraction 1/4 + ε of

symmetric errors contains at most ⌊1 + 1/(4ε)⌋ codewords.

Finally, we mention an existential result. Constructions

based on Hadamard matrices are shown [19] to achieve the

so-called Plotkin bound for symmetric errors. We will make

use of a weak version of this result which follows from [19,

Theorem 1] and works for all parameters.

Proposition 4 (Construction of high-error codes). For any

ε > 0 and M ≥ 1, there is n0 = n0(M, ε) such that for all

n > n0, there exists a code of size M and length n capable

of correcting a fraction M
4M−2 − ε of symmetric errors.

III. HIGH-ERROR LOW-RATE CODES FOR THE Z-CHANNEL

In this section we discuss error-correcting codes for the case

when the fraction of asymmetric errors is large. As the main

result of this line of research, we prove that the cardinality of

TABLE I
MAXIMUM FRACTION OF CORRECTABLE ASYMMETRIC ERRORS FOR

CODES OF A GIVEN SIZE

M τZ(M) M τZ(M) M τZ (M)

18 1083

3467
13 18

55
8 4

11

17 712

2263
12 1

3
7 3

8

16 1029

3238
11 31

92
5,6 2

5

15 377

1177
10 9

26
3,4 1

2

14 35

108
9 13

37
2 1

a code that corrects a 1/4+ ε fraction of asymmetric errors is

at most O(ε−3/2).

Let us introduce the notion of the maximum fraction of

correctable asymmetric errors for codes of a given size.

Definition 1 (Maximum fraction of correctable errors). Given

a positive integer M , define the quantity τZ(M) to be the

supremum of τ such that there exists a code of size M that

corrects a fraction τ of asymmetric errors.

For M ≥ 2, define a binary matrix D = D(M) with
(

M
2

)

rows indexed by pairs from the set [M ] and 2M columns. For

1 ≤ i < j ≤ M and k ∈ [2M ], the entry D(i,j),k equals 1
iff the ith and jth entries in the binary representation of the

integer k are 0 and 1, respectively. By applying some linear

programming arguments, the following statement on τZ(M)
was proved in [4].

Lemma 1 (Follows from [4]). For M ≥ 2, the maximum

fraction of correctable asymmetric errors τZ(M) satisfies

τZ(M)−1 = max
(∗)

(M2 )
∑

i=1

yi, (1)

where the maximization (∗) is taken over all possible real

vectors y of length
(

M
2

)

such that each entry of y is non-

negative and each entry of yD is at most 1.

We compute τZ(M) for some small M and depict these

values in Table I. This table extends a similar one given in [4].

Remark 4. Table I already disproves the claim from [4]

saying that τZ(M) ≥ 1/3 for any M . In particular, the

mistake in [4] was made when the feasible region of the

original linear program was relaxed and the author derived

the wrong equation (4) in [4] using the correct one (3).

Now we proceed with a trivial statement saying that there

exist infinitely long codes of size M correcting a fraction

τZ(M) of asymmetric errors.

Proposition 5 (Long high-error codes). For any real ε > 0
and integer M ≥ 1, there exists n0 = n0(ε,M) such that

for all n > n0 there exists a code of size M and length n
correcting a fraction τZ(M)− ε of asymmetric errors.

In the following statement, we derive an upper bound on

the maximal cardinality of a code capable of correcting a

large fraction of asymmetric errors. The idea of the proof is

to partition a code into O(ε−1/2) subcodes according to the
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Hamming weight of codewords and prove that each subcode

contains only O(ε−1) codewords.

Lemma 2 (Plotkin-type bound for asymmetric error-correcting

codes). For ε > 0, any code correcting a fraction 1/4 + ε
of asymmetric errors contains O(ε−3/2) codewords. Further-

more, τZ(M) → 1/4 as M → ∞.

Proof. Let C ⊂ {0, 1}n be a code correcting (1/4 + ε)n
asymmetric errors. Let ρi :=

i
2i+1 . For simplicity of notation,

we assume that ρin and εn are integers. Define a subcode

C′
i ⊂ C containing only codewords with weight in the range

[ρin+1, ρi+1n]. We append (ρi+1−ρi)n−1 extra coordinates

to each codeword in C′
i such that the augmented codewords

have the same weight ρi+1n. Note that this can be done

in different ways. From this point we assume that the code

C′
i ⊂ {0, 1}(1+ρi+1−ρi)n−1 contains only codewords with

weight ρi+1n and corrects (1/4 + ε)n asymmetric errors. By

Proposition 1, we have that

|C′
i|

≤
⌊

(1/4 + ε)n((1 + ρi+1 − ρi)n− 1)

ρ2i+1n
2 − (ρi+1n− n/4− εn)((1 + ρi+1 − ρi)n− 1)

⌋

≤
⌊

(1/4 + ε)(1 + ρi+1 − ρi)

ρ2i+1 − (ρi+1 − 1/4− ε)(1 + ρi+1 − ρi)

⌋

. (2)

Note that ρ2i+1 − (ρi+1 − 1/4)(1 + ρi+1 − ρi) = 0 as ρi =
i/(2i + 1). Thus, |C′

i| ≤ ⌊1 + 1/(4ε)⌋. Let us take i0 :=
⌈1/

√
3ε⌉. We form a subcode C′′

j consisting of all codewords

of C with weight in the range [ρi0n+jεn+1, ρi0n+(j+1)εn],
j = 0, 1, 2 . . . . Again, we append εn extra positions to each

codeword in C′′
j such that the augmented codewords have the

same weight ρi0n + (j + 1)εn. From this point we assume

that the code C′′
j ⊂ {0, 1}(1+ε)n contains only codewords with

weight ρi0n+ (j + 1)εn and corrects (1/4+ ε)n asymmetric

errors. Note that a fraction of correctable symmetric errors

for these codewords is then
1/4+ε
1+ε = 1

4 + 3ε
4(1+ε) . Then by

Proposition 3 we have

|C′′
j | ≤

⌊

1 +
1 + ε

3ε

⌋

=

⌊

(1 + 4ε)

3ε

⌋

.

Set j0 := 3
2
√
3ε

. Clearly, each codeword of C has weight within

one of the following intervals [0, ρi0n], [ρi0n+1, ρi0n+j0εn],
[ρi0n + j0εn + 1, . . . , n]. Note that n − ρi0n − j0εn < ρi0n
because of the choice j0. Thus, one can partition the set of

codewords having weight in the range [ρi0n+j0εn+1, . . . , n]
into at most i0 subcodes such that each of them contains only

codewords with weight in the range [(1−ρi+1)n+1, (1−ρi)n]
for some i ∈ [0, i0 − 1]. Then it is easy to argue that the

size of each subcode is at most ⌊1 + 1/(4ε)⌋ (similar to the

inequality (2)). Therefore, we obtain

|C|

≤2i0

⌊

1 +
1

4ε

⌋

+ j0

⌊

(1 + 4ε)

3ε

⌋

≤
(

1 +
1

4ε

)(

2√
3ε

+ 2

)

+
4ε+ 1

3ε

3

2
√
3ε

≤ 1

ε
√
3ε

+
1

2ε
+

4√
3ε

+ 2.

The above arguments imply that τZ(M) = 1/4+O(M−2/3).
Proposition 4 says that τZ(M) = 1/4 + Ω(M−1). Hence,

τZ(M) → 1/4 as M → ∞.

IV. LIST-DECODABLE CODES FOR THE Z-CHANNEL

In this section, we discuss the concept of list-decodable

codes for asymmetric errors. For other error models, e.g. sym-

metric errors, bounds on the maximal achievable cardinality

of list-decodable codes have been extensively studied in recent

years [1], [3], [24], [31]. We derive upper and lower bounds

on the maximal cardinality of list-decodable codes for the Z-

channel, which appear to be useful for providing a two-stage

encoding algorithm.

For a point x ∈ {0, 1}n and an integer t ∈ [n], define the

Z-ball with center x and radius t as

BZ(x, t) := {y ∈ {0, 1}n : ∆(y,x) ≤ t, ∆(x,y) = 0}.

Definition 2. We say that a code C ⊂ {0, 1}n is (t, L)Z-list-

decodable if for any x ∈ {0, 1}n, the ball BZ(x, t) contains

at most L codewords from C.

For any code C ⊂ {0, 1}n and any list size L, define

tL(C) to be the maximum integer t such that C is (t, L)Z -

list-decodable. Define the normalized L-radius of the code C
as τL(C) := tL(C)/n. By AZ(n, t, L) denote the maximal

cardinality of an (t, L)Z-list-decodable code of length n.

Define the maximal asymptotic rate of (t, L)Z -list-decodable

codes to be

RZ(τ, L) := lim sup
n→∞

logAZ(n, ⌊τn⌋, L)
n

.

For L + 1 points x
(1), . . . ,x(L+1) ∈ {0, 1}n, define their

average radius by

rad(x(1), . . . ,x(L+1))

:=
1

L+ 1
min

y∈{0,1}n

∆(y,x(j))=0 ∀j∈[L+1]

L+1
∑

i=1

∆(x(i),y).

Clearly, the minimum is achieved on the vector y whose

support is the intersection of the supports of vectors x(i). Note

that if rad(x(1), . . . ,x(L+1)) > t, then for any y ∈ {0, 1}n,

the ball BZ(y, t) does not contain all x(i) with i ∈ [L+ 1].
Let C ⊂ {0, 1}n be a fixed code with cardinality M .

We enumerate all codewords of this code such that C =
{x(1), . . . ,x(M)}. For a subset L ∈

(

[M ]
L+1

)

, define yL to be a

binary vector whose support is the intersection of the supports

of x(i) with i ∈ L. For L ∈
(

[M ]
L+1

)

with L = {i1, . . . , iL+1},

let rad(L, C) := rad(x(i1), . . . ,x(iL+1)). For a code C ⊂
{0, 1}n, it is natural to define the average L-radius of the

code C, written as radL(C), to be the minimum rad(L, C)
over all L ∈

(

[M ]
L+1

)

. Observe that if radL(C) > t, then C is

(t, L)Z -list-decodable and τL(C) ≥ t/n.

A. Lower Bound on RZ(τ, L)

Theorem 3 (Random coding bound for list-decodable codes).

Let w be a fixed real number such that 0 < w < 1 and Lup be

a fixed positive integer. For any R, 0 < R < h(w), and any
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Fig. 2. Lower bounds on the asymptotic rate of binary list-decodable codes
for the Z-channel

sequence of positive integers {ni} with lim
i→∞

ni = ∞, there

exist constant-weight codes {Ci}, Ci ⊂ {0, 1}ni, such that for

i → ∞, it holds that

1) the rate R(Ci) = log |Ci|
ni

≥ R(1 + o(1)),
2) the normalized L-radius

τL(Ci) ≥
radL(Ci)

ni
≥ τ∗(R,L,w)(1 + o(1))

for any L ∈ [Lup], where

τ∗(R,L,w) := sup
hL>0 subject to

g(hL,L,w)−hLδ(hL,L,w)≥RL

δ(hL, L, w),

g(hL, L, w) :=− log

(

(

w2
−hL
L+1 + 1− w

)L+1

+ wL+1
(

1− 2−hL
)

)

,

δ(hL, L, w) := 2g(hL,L,w)
(

w2
−hL
L+1

×
(

w2
−hL
L+1 + 1− w

)L

− wL+12−hL

)

,

3) the normalized Hamming weight of all codewords of Ci is

w(1 + o(1)).

Remark 5. Given R and L, define τ (R,L) :=
sup

0≤w≤1
τ∗(R,L,w). By taking the inverse function to τ (R,L)

we derive lower bounds on RZ(τ, L) for L = 1, 2, 3, 10
and plot them in Figure 2. We note that the lower bound on

RZ(τ, 1) coincides with the well-known Gilbert-Varshamov

bound.

Proof. Consider a random code C of size M = 2Rn and length

n whose codewords are taken independently from {0, 1}n such

that each bit is 1 with probability w and 0 with probability

1−w. It may happen that C contains several copies of the same

word. Let tL be a positive integer which will be specified later.

For any L ∈
(

[M ]
L+1

)

, define a random variable YL that takes

0 if rad(L, C) > tL and 1 otherwise. We can think about

YL as a function indicating that the set L is bad. Indeed, if

YL = 1, then it might happen that there is a Z-ball with radius

tL containing the codewords indexed by L. On other hand, if

YL = 0, then the codewords indexed by L cannot lie in a Z-

ball with radius tL. Let the total number of bad sets be defined

as

YL :=
∑

L∈( [M]
L+1)

YL.

If we throw away from C one codeword from each bad L ∈
(

[M ]
L+1

)

, we obtain a (tL, L)Z-list-decodable code. Note that

random variables YL for all L ∈
(

[M ]
L+1

)

have the same distribu-

tion. From the Markov inequality Pr{YL ≥ 2LE[YL]} ≤ 1
2L

,

it follows that with a positive probability there exists a code

C′ with cardinality

M −
Lup
∑

L=1

2LE[YL]

=M −
Lup
∑

L=1

2L
(

M

L+ 1

)

E[Y{1,...,L+1}]

≥M −
Lup
∑

L=1

ML+1
E[Y{1,...,L+1}]

which is (tL, L)Z-list-decodable for all L ∈ [Lup]. In what

follows, we find the conditions sufficient for

ML+1
E[YL] ≤ M/2L+1 ⇐⇒ 2RnL

E[YL] ≤ 1/2L+1, (3)

which will imply the existence of a code C′ of size M/2.

Given L, let us fix L = {1, . . . , L+1}. It remains to estimate

E[YL] and choose tL appropriately. To this end, we consider

a random variable rad(L, C) that can be represented as a sum

of n independent copies of a random variable ξL with

Pr

{

ξL =
i

L+ 1

}

=

{

wL+1 + (1− w)L+1, for i = 0,
(

L+1
i

)

wi(1− w)L+1−i, for i ∈ [L].

Note that E[YL] = Pr{rad(L, C) ≤ tL}. By the Chernoff

bound, for any hL, αL > 0, the random variable ηL :=
rad(L, C) deviates from its expected value E[ηL] with prob-

ability

Pr{E[ηL]− ηL ≥ αLn}
≤2−αLhLn

E[2hL(E[ηL]−ηL)]

=2hLE[ηL]−αLhLn(E[2−hLξL ])n.

First, observe that

E[ηL] = nE[ξL] =
n

L+ 1

L
∑

i=1

i

(

L+ 1

i

)

wi(1− w)L+1−i

= nw(1− wL).

Second, we check that

E[2−hLξL ] = wL+1 + (1− w)L+1

+

L
∑

i=1

2−
hLi

L+1

(

L+ 1

i

)

wi(1− w)L+1−i

=(w2
−hL
L+1 + 1− w)L+1 + wL+1(1− 2−hL).
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Thus, we obtain that

Pr{ηL ≤ E[ηL]− αLn}
≤2−n(hL(αL−(w−wL+1))−log(E[2−hLξL ])).

Define g(hL, L, w) := − log
(

E[2−hLξL ]
)

. To get a stronger

estimate, we optimise the right-hand side of the above inequal-

ity over the choice of hL > 0. It is clear that the minimum is

attained at hL satisfying

(w − wL+1)− αL =
∂g(hL, L, w)

∂hL

=2g(hL,L,w)

(

w2
−hL
L+1

(

w2
−hL
L+1 + 1− w

)L

− wL+12−hL

)

.

Denote the right-hand side of the above equation by

δ(hL, L, w). In the following, we set

αL = αL(hL) := (w − wL+1)− δ(hL, L, w).

Let

tL := E[ηL]− nαL = nδ(hL, L, w).

Then we derive

E[YL] = Pr{ηL ≤ tL}
= Pr{ηL ≤ E[ηL]− αLn}
≤ 2−n(g(hL,L,w)−hLδ(hL,L,w)).

To have (3), we need to have hL such that

g(hL, L, w)− hLδ(hL, L, w) > RL+ (L+ 1)/n.

Given 0 < R < 1, we want to maximize the quantity tL. This

asymptotically implies that

radL(C′) ≥ nτ∗(R,L,w)(1 + o(1)).

To guarantee that all words C′ have the same normalized

Hamming weight close to w(1 + o(1)) as n → ∞, we

can additionally pre-process the set C. This can be done by

the standard techniques, e.g., by the Hoeffding inequality, a

large fraction of generated words has an appropriate Hamming

weight and, thus, we can throw all other words away to get a

proper C′. This completes the proof.

Corollary 1. Let w be a real number such that 0 < w < 1 and

Lup be a positive integer. Fix any ε such that 0 < ε < w−w2.

Then there exists R = R(ε, Lup) > 0 and n0 = n0(ε, Lup)
such that the following holds: for any n ≥ n0, there exists

a w-constant-weight code of length n and size at least 2Rn

whose normalized L-radius is at least w − wL+1 − ε for all

L ∈ [Lup]. Moreover, w ∈ (w − ε, w + ε).

Proof. We apply Theorem 3 and use the notation introduced

in that statement. Define f(hL, L, w) := g(hL, L, w) −
hLδ(hL, L, w). Note that g(0, L, w) = 0, δ(0, L, w) = w −
wL+1 and, thus, f(0, L, w) = 0.

First, we shall prove that f(hL, L, w) > 0 for small enough

hL > 0. Since the function δ(hL, L, w) =
∂g
∂hL

, the derivative
∂f
∂hL

= −hL
∂δ
∂hL

and it suffices to check that ∂δ
∂hL

< 0 at point

0. Using a symbolic computation package it is easy to verify

that for any w ∈ (0, 1), the derivative ∂δ
∂hL

at point 0 has the

same sign as

−w − Lw2

L+ 1
+ wL+1 + (w − wL+1)2

=
−w + w2

L+ 1
+ wL+1(1− 2w + wL+1)

<
−w(1− w)

L+ 1
+ wL+1(1− w)2

=(1− w)

(

wL+1 − wL+2 − w

L+ 1

)

=(1− w)wL+1

(

1− w − w−L

L+ 1

)

< 0.

Since the function f is continuously differentiable, the above

arguments yield that f(hL, L, w) is monotonously increasing

when hL ∈ [0, h′
L] for some real number h′

L > 0. Let

DL,w(R) denote the region of feasible hL, i.e., DL,w(R) :=
{hL > 0 : f(hL, L, w) ≥ RL}. Then the infimum of the set

DL,w(R) converges to 0 as R → 0. By definition,

τ∗(R,L,w) = sup
hL∈DL,w(R)

δ(hL, L, w).

Therefore,

lim
R→0

τ∗(R,L,w) ≥ δ(0, L, w) = w − wL+1.

Since all the functions used in the definition of τ∗(R,L,w)
are continuous, the required statement follows.

Remark 6. For a fixed positive integer L, Corollary 1

implies the existence of positive-rate (τn, L)Z -list-decodable

codes for any τ < max
0<w<1

(w − wL+1) = L

(L+1)
L+1
L

. For

L = 1, 2, 3, 10, one can see in Figure 2 that L

(L+1)
L+1
L

=

0.25, 0.385, 0.473, 0.715. For L → ∞, the largest relative list-

decoding radius of exponential-sized codes for the Z-channel

converges to 1. Recall that for symmetric errors, a similar

limit is 1/2.

B. Upper Bounds on RZ(τ, L)

We prove a Plotkin-type bound on the number of codewords

in a list-decodable code for the Z-channel.

Lemma 4 (Plotkin-type bound for list-decodable codes). Let

C ⊆ {0, 1}n be a code of size M whose codewords have

the Hamming weight wn. If C is (τn, L)Z -list-decodable with

τ > w − wL+1, then

ML

(M − 1) . . . (M − L)
≥ τ

w − wL+1
.

This implies that for any ε > 0 and n → ∞, the rate of w-

constant-weight codes of length n with the relative L-radius

w − wL+1 + ε vanishes.

Proof. Let M denote the number of codewords in the code

C = {x(1), . . . ,x(M)}. For a multiset L = {i1, . . . , iL+1} ⊂
[M ] of size L + 1, define yL to be a word whose support is

the intersection of supports of x(ij), j ∈ [L+1]. To prove an
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upper bound on M , we provide a standard double counting

arguments. Consider the summation

∑

L⊂[M ]L+1

L=(i1,...,iL+1)

L+1
∑

j=1

dH(x(ij),yL). (4)

Note that if all elements of L are distinct, then the constant

weight and the (τn, L)Z -list-decodability property imply that

∆(x(ij),yL) = dH(x(ij ),yL) ≥ τn for all j ∈ [L+1]. Thus,

the summation is at least M(M − 1) . . . (M − L)(L+ 1)τn.

On the other hand, we have

∑

L⊂[M ]L+1

L=(i1,...,iL+1)

L+1
∑

j=1

dH(x(ij),yL)

=(L+ 1)
∑

L∈[M ]L+1

L=(i1,...,iL+1)



wn−
n
∑

k=1

L+1
∏

j=1

1{x(ij)
k = 1}





=(L+ 1)ML+1wn− (L+ 1)

n
∑

k=1

SL+1
k ,

where Sk denotes the number of codewords having 1 at

position k. Recall that
∑n

k=1 Sk = Mwn and 0 ≤ Sk ≤ M . It

is easy to check that for the integer vector v = (S1, . . . , Sn),
the norm inequality ‖v‖p ≤ n1/p−1/q ‖v‖q with 0 < p < q
implies

n
∑

k=1

SL+1
k =

(

‖v‖L+1

)L+1

≥ (‖v‖1 n1/(L+1)−1)L+1

≥ (Mwn)L+1n−L.

Finally, combining lower and upper bounds on the summa-

tion (4) yield

(M − 1) . . . (M − L)τ ≤ MLw −MLwL+1.

This completes the proof.

V. TWO-STAGE ENCODING ALGORITHM

In Section V-A, we present a two-stage encoding algorithm

that combines random list-decodable codes from Section IV

and high-error low-rate codes described in Section III. In

Section V-B, we precisely characterize when exponential-sized

(or positive-rate) codes exist for the two-stage model.

A. Encoding strategy

Fix a positive integer Lup, and real numbers ε > 0 which

will be specified later. Let τ denote the fraction of errors,

and n be the total number of channel uses. For some α,

0 < α < 1, define integers n1 := αn and n2 := (1 − α)n
which correspond to the number of channel uses at the first

and second stages. Let M be the total number of messages;

m ∈ [M ] be a message that the sender wishes to send; y1

denote the received string after the first stage; x1 = x1(m)
and x2 = x2(m,y1) be strings transmitted by the sender at

the first and second stages. Let w be a weight real parameter

such that 0 < w < 1 and R1, R2 denote the rate of a code

used at the first stage and the second stage, which will be

specified later. Define M := 2R1n1 = 2R1αn.

First stage: By Theorem 3, for any ε > 0, there exists

a sufficiently large n∗(w, ε, Lup, R1) such that for all n1 >
n∗(w, ε, Lup, R1), there exists a w1-constant-weight code C ⊂
{0, 1}n1 of size |C| = M = 2R1n1 , which has the normalized

L-radius at least τ∗(R1, L, w)−ε for any L ∈ [Lup], where the

weight parameter w1 ∈ (w− ε, w+ ε). Then for any message

m ∈ [M ], the sender transmits the mth codeword, written

as x1, of this code C. Suppose that τ1n1 errors occur at the

first n1 channel uses and, hence, at most τn − τ1n1 =: τ2n2

errors will happen in the remaining n2 channel uses. Since an

error may happen only when a one is transmitted, the received

word, denoted as y1, has the Hamming weight w1n1 − τ1n1.

Thus, the values τ1n1 and τ2n2 can be easily computed by

the receiver.

Second stage: To describe the process of encoding at the

second stage, we distinguish two cases.

1st case: It holds that 0 ≤ τ1 ≤ τ∗(R1, Lup, w)− ε. Thus,

τ∗(R1, L − 1, w) − ε < τ1 ≤ τ∗(R1, L, w) − ε for some

L ∈ [Lup]
1. In this case, both the sender and the receiver

can reconstruct up to L candidate messages based on the

output y1. To distinguish the original message from the L
candidates, the sender uses a high-error low-rate code of size

L from Proposition 5 at the second stage. If τ2 ≤ τZ(L)− ε,

the receiver decodes the message correctly. Observe that

τ = ατ1 + (1 − α)τ2. Combining the above arguments,

we come to the condition which is sufficient for error-free

decoding in the first case

τ ≤ α(τ∗(R,L−1, w)−ε)+(1−α)(τZ(L)−ε), ∀L ∈ [Lup].
(5)

2nd case: It holds that τ∗(R1, Lup, w) − ε < τ1 ≤
min(w1, τ/α). In this case, the number of candidate messages

consistent with the output y1 can be exponential in n1.

Now we estimate the corresponding exponent. To this end,

we need to compute the number of codewords of C whose

supports share the support of y1. Define S := supp(y1) with

|S| = w1n1 − τ1n1. Form the shortened code C′ that contains

all possible z ∈ {0, 1}n1(1−w1+τ1) with the property: there

exists x = x(z) ∈ C such that S ⊂ supp(x) and z = x|[n1]\S .

Clearly, C′ is ((τ∗(R1, L, w) − ε)n1, L)Z-list-decodable and

contains codewords whose normalized Hamming weight is

τ1/(1 − w1 + τ1). Taking into account the property that C′

can correct up to (τ∗(R1, 1, w)−ε)n1 errors, we conclude by

Proposition 2 that

log |C′|
n1(1− w1 + τ1)

≤ h

(

τ1
1− w1 + τ1

)

− h

(

1−
√

1− 4(τ∗(R1, 1, w)− ε)/(1 + w1 − τ1)

2

)

+ o(1).

1For simplicity of notation, we make the assumption that for L = 0, 0 ≤

R ≤ 1 and 0 ≤ w ≤ 1, τ∗(R, L,w) = 0
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Define R2 = R2(α, τ1, w, w1, R1, ε) as follows

R2(α, τ1, w, w1, R1, ε)

:=
α(1− w1 + τ1)

1− α

(

h

(

τ1
1− w1 + τ1

)

(6)

− h

(

1−
√

1− 4(τ∗(R1, 1, w)− ε)/(1 + w1 − τ1)

2

))

.

(7)

At the second stage, the sender transmits a codeword of

a random code with rate R2 whose codewords have the

normalized Hamming weight 1/2. The receiver decodes the

message correctly if τ2 ≤ τ∗(R2, 1, 1/2) − ε. Since τ =
ατ1+(1−α)τ2, we come to the following condition allowing

error-free transmission

τ ≤ α(τ∗(R1, Lup, w)−ε)+(1−α)(τ∗(R2, 1, 1/2)−ε). (8)

If both conditions (5) and (8) are satisfied for all possible

τ1 with 0 ≤ τ1 ≤ min(w1, τ/α), then the proposed encoding

scheme transmits 2R1αn messages and can correct up to τn
asymmetric errors. By taking ε → 0, we derive the following

statement.

Theorem 5. For any positive integer Lup, the maximal asymp-

totic rate of two-stage error-correcting codes for the Z-channel

satisfies

R
(2)
Z (τ) ≥ sup

0≤w≤1
sup

0≤α≤1
sup

0≤R≤h(w)
subject to (∗)

αR,

where the condition (∗) means that for any x ∈
(0,min(w, τ/α)), it holds

1) if τ∗(R,L − 1, w) ≤ x ≤ τ∗(R,L,w) for L ∈ [Lup],
then (τ − αx)/(1 − α) ≤ τZ(L).

2) if τ∗(R,Lup, w) ≤ x ≤ min(w, τ/α), then (τ −
αx)/(1 − α) ≤ τ∗(R2, 1, 1/2) for R2 being computed

as R2(α, x, w,w,R, 0) in (7).

Unfortunately, we don’t know how to get a closed form for

this lower bound. But, using Table I, we are able to compute

this bound numerically with Lup = 18. In Figure 3, we com-

pare our results for two-stage encoding schemes to the known

results for one-stage (non-adaptive) and fully adaptive error-

correcting codes for the Z-channel. Recall that by [2], [4], the

asymptotic rate of one-stage codes correcting a fraction τ of

asymmetric and symmetric errors is the same. Thereby, for

the non-adaptive setting, one can use the Gilbert-Varshamov

lower bound [15], [28] and the McEliece-Rodemich-Rumsey-

Welch upper bound [21] on the rate RZ(τ, 1). The work [9]

established a lower bound on the rate for fully adaptive

encoding strategies. One can check that exponential-sized (or

positive-rate) codes exist (i) when τ < 0.25 for the non-

adaptive setting, (ii) when τ < τmax ≈ 0.44 for the two-stage

setting (see Theorem 6), (iii) when τ < 1 for the fully adaptive

regime.

B. Analysis of the Plotkin-type point

Define

τmax := max
0<w<1

w + w3

1 + 4w3
≈ 0.44. (9)
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Two-stage (lower bound), Th. 5
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Fig. 3. Asymptotic rate of error-correcting codes for the Z-channel. Three
levels of adaptivity are considered: one-stage (non-adaptive), two-stage and
fully adaptive encoding algorithms.

Let wmax ≈ 0.66 be the argument achieving the maximum in

the above equation and αmax := (1 + 4w3
max)

−1 ≈ 0.46.

Theorem 6. The rate R
(2)
Z (τ) > 0 for all τ < τmax and

R
(2)
Z (τ) = 0 for τ > τmax.

Proof. To show that the rate R
(2)
Z (τ) is positive for all

τ < τmax, we make use of the encoding strategy described

in Section V-A. Note that this algorithm depends on the

parameters Lup, R1 and ε, but we let Lup → ∞ and

R1 = ε → 0 in our further analysis. Recall that by Corollary 1

lim
ε→0

τ∗(ε, L, w) ≥ w − wL+1.

Then it is easy to verify that the conditions (5) and (8) imply,

that there exists a positive-rate two-stage code for any fraction

of asymmetric errors less than τmax(w,α), where τmax(w,α)
is defined as the supremum over τ ≥ 0 such that

{

τ ≤ α(w − wL) + (1 − α)τZ(L), ∀L ≥ 1,

τ ≤ αw + (1− α)/4.
(10)

Define τmax(w) := sup{τmax(w,α) : 0 < α < 1}.

To conclude, we solve the optimization problem (10). We

first omit several inequality constraints and find a solution

in the relaxed problem. Then we show that the omitted

constraints are not violated for the obtained solution. Let

τ̂max(w) be the supremum of τ ≥ 0 taken over all possible α
with 0 ≤ α ≤ 1 subject to the first inequality with L = 3 and

the second inequality in (10). Clearly, τ̂max(w) ≥ τmax(w).
Since τZ(3) = 1/2 (cf. Table I), we obtain

τ̂max(w) = (w + w3)/(1 + 4w3)

for w ≥ 1/4 and the supremum is attained at α = (1+4w3)−1.

For w ≤ 1/4, τ̂max(w) = 1/4. Observe that τmax =
max{τ̂max(w) : 0 < w < 1} by definition (9) and this

maximization is attained at w = wmax. However, we are

interested in sup{τmax(w) : 0 < w < 1}. To prove that this

supremum equals τmax, it suffices to prove that for α = αmax

and w = wmax, all inequalities with L 6= 3 in (10) are satisfied.
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In other words, it remains to show that for all L 6= 3, it holds

that

τmax ≤ αmax(wmax − wL
max) + (1− αmax)τZ(L). (11)

Recall that αmax = (1+4w3
max)

−1 and τmax = αmax(wmax+
w3

max). After simple algebraic manipulations, we derive that

the inequality (11) is equivalent to

τZ(L) ≥ 1/4 + wL−3
max /4.

Using Table I, we check the validity of this inequality for

small L ≤ 10. For larger L, we apply Proposition 4 saying

that τZ(L) ≥ L/(4L− 2). Thus, it suffices to check

L

4L− 2
≥ 1/4 + wL−3

max /4.

Note that wmax ≈ 0.661 < 2/3. By simplifying the above

inequality, we obtain

1

2L− 1
≥ (2/3)L−3 ≥ wL−3

max .

The latter holds for L ≥ 11 and, thus, the inequality (11) is

correct. This implies that τmax = τmax(wmax). Therefore, for

any τ < τmax and sufficiently large n, the proposed two-stage

code with w = wmax and α = αmax has exponential size and

corrects a fraction τ of asymmetric errors.

Now we turn to prove the converse result. Let {n(i)},

{M (i)} and {α(i)} be some infinite sequences of integers

and real numbers such that 0 < α(i) < 1, n(i) → ∞ and

lim logM(i)

n(i) > 0 as i → ∞. Suppose that there exists a series

of two-stage encoding schemes such that: the ith two-stage

code of size M (i) and length n(i) corrects a fraction τ (i) of

asymmetric errors, and the first stage requires α(i)n(i) channel

uses. Note that we can find at least M (i)/(n(i) +1) messages

that are encoded into strings of the same Hamming weight at

the first stage. Clearly, lim
i→∞

logM(i)/(n(i)+1)
n(i) > 0. Thus, we

may assume that the ith encoder transmits only strings with

the normalized Hamming weight w(i) at the first stage for

some real number 0 ≤ w(i) ≤ 1.

We shall prove that lim sup τ (i) ≤ τmax. Toward a contra-

diction, assume that lim sup τ (i) = τ̂ > τmax. By the Bolzano-

Weierstrass theorem, there exist real numbers α̂ and ŵ such

that for some infinite sequence of indices {ij}, we have

lim
j→∞

n(ij) = ∞, lim
j→∞

logM (ij)

n(ij)
> 0,

lim
j→∞

w(ij) = ŵ, lim
j→∞

τ (ij) = τ̂ , lim
j→∞

α(ij) = α̂.

Lemma 4 and the positive rate of the encoding schemes yield

that the relative L-radius of the code used by the ij th encoding

scheme at the first stage is at most ŵ − ŵL+1 + o(1) for

all L ≥ 1 as j → ∞. This means that there exist both a

codeword of the code used at the first stage and an error pattern

with the relative weight ŵ − ŵL+1 + o(1) such that at least

L+1 codewords are consistent with the output of the channel.

To distinguish these L + 1 possibilities at the second stage,

the encoder has to use a code of length (1 − α̂ + o(1))n(ij)

and size at least L + 1 capable of correcting a fraction (τ̂ −
α̂(ŵ − ŵL+1))/α̂ + o(1) of asymmetric errors. However, by

Definition 1, this fraction has to be at most τZ(L + 1). This

implies that

τ̂ ≤ α̂(ŵ − ŵL+1) + (1− α)τZ (L+ 1), ∀L ≥ 1.

By Lemma 2, τZ(L+1) → 1/4 as L → ∞. Since ŵL+1 → 0
as L → ∞, we conclude that τ̂ also satisfies

τ̂ ≤ α̂ŵ + (1− α̂)/4.

By definition of τmax(w) (cf. the system of conditions (10)),

we conclude that τ̂ ≤ τmax(ŵ) ≤ τmax. This contradiction

completes the proof.

VI. CONCLUSION

In this paper, we have discussed two-stage encoding strate-

gies for the Z-channel correcting a fraction of errors. We have

proposed an encoding algorithm that uses list-decodable codes

on the first stage and high-error low-rate codes on the second

stage. This strategy has been shown to correct an optimal

fraction of asymmetric errors among all two-stage exponential-

sized error-correcting codes.

VII. ACKNOWLEDGMENTS

The authors of this paper are grateful to Amitalok Budkuley,

Sidharth Jaggi and Yihan Zhang for the fruitful discussion

on the list-decodable codes and for providing a proof for

Lemma 4.

REFERENCES

[1] Noga Alon, Boris Bukh, and Yury Polyanskiy. List-decodable zero-rate
codes. IEEE Transactions on Information Theory, 65(3):1657–1667,
2018.

[2] Leonid Alexandrovich Bassalygo. New upper bounds for error correcting
codes. Problemy Peredachi Informatsii, 1(4):41–44, 1965.

[3] Volodia M Blinovsky. Bounds for codes in the case of list decoding of
finite volume. Problems of Information Transmission, 22(1):7–19, 1986.

[4] J Borden. A low-rate bound for asymmetric error-correcting codes
(corresp.). IEEE Transactions on Information Theory, 29(4):600–602,
1983.

[5] Bella Bose and Steve Cunningham. Asymmetric error correcting codes.
In Sequences II, pages 24–35. Springer, 1993.

[6] Zitan Chen, Sidharth Jaggi, and Michael Langberg. A characterization
of the capacity of online (causal) binary channels. In Proceedings of the

forty-seventh annual ACM symposium on Theory of computing, pages
287–296, 2015.

[7] Zitan Chen, Sidharth Jaggi, and Michael Langberg. The capacity of
online (causal) q-ary error-erasure channels. IEEE Transactions on

Information Theory, 65(6):3384–3411, 2019.
[8] Ferdinando Cicalese and Daniele Mundici. Optimal coding with one

asymmetric error: below the sphere packing bound. In International

Computing and Combinatorics Conference, pages 159–169. Springer,
2000.

[9] Christian Deppe, Vladimir Lebedev, Georg Maringer, and Nikita Polyan-
skii. Coding with noiseless feedback over the z-channel. to appear in

IEEE Transactions on Information Theory, 2022.
[10] Christian Deppe, Georg Maringer, and Vladimir Lebedev. Bounds for

the capacity error function for unidirectional channels with noiseless
feedback. In 2020 IEEE International Symposium on Information Theory

(ISIT), pages 2061–2066. IEEE, 2020.
[11] Ioana Dumitriu and Joel Spencer. A halfliar’s game. Theoretical

computer science, 313(3):353–369, 2004.
[12] Ioana Dumitriu and Joel Spencer. The two-batch liar game over an

arbitrary channel. SIAM Journal on Discrete Mathematics, 19(4):1056–
1064, 2005.

[13] A Dyachkov. Upper bounds for the probability of error in transmission
with feedback for discrete memoryless channels. Problems Inform.

Transmission, 11:271–283, 1975.



10

[14] Fang-Wei Fu, San Ling, and Chaoping Xing. New lower bounds and
constructions for binary codes correcting asymmetric errors. IEEE
Transactions on Information Theory, 49(12):3294–3299, 2003.

[15] Edgar N Gilbert. A comparison of signalling alphabets. The Bell system

technical journal, 31(3):504–522, 1952.
[16] Wan Kim and C Freiman. Single error-correcting codes for asymmetric

binary channels. IRE Transactions on Information Theory, 5(2):62–66,
1959.

[17] T Klove. Upper bounds on codes correcting asymmetric errors (cor-
resp.). IEEE Transactions on Information Theory, 27(1):128–131, 1981.

[18] Torleiv Kløve. Error correcting codes for the asymmetric channel.
Department of Pure Mathematics, University of Bergen, 1981.

[19] VI Levenshtein. Application of hadamard matrices on coding problem.
Problems of Cybernetica, 5:123–136, 1961.

[20] Vladimir Iosifovich Levenshtein. Upper-bound estimates for fixed-
weight codes. Problemy Peredachi Informatsii, 7(4):3–12, 1971.

[21] Robert McEliece, Eugene Rodemich, Howard Rumsey, and Lloyd
Welch. New upper bounds on the rate of a code via the delsarte-
macwilliams inequalities. IEEE Transactions on Information Theory,
23(2):157–166, 1977.

[22] Morris Plotkin. Binary codes with specified minimum distance. IRE

Transactions on Information Theory, 6(4):445–450, 1960.
[23] Nikita Polyanskii and Yihan Zhang. Codes for the Z-channel. arXiv

preprint arXiv:2105.01427, 2021.
[24] Yury Polyanskiy. Upper bound on list-decoding radius of binary codes.

IEEE Transactions on Information Theory, 62(3):1119–1128, 2016.
[25] Ronald L. Rivest, Albert R. Meyer, Daniel J. Kleitman, Karl Winklmann,

and Joel Spencer. Coping with errors in binary search procedures.
Journal of Computer and System Sciences, 20(3):396–404, 1980.

[26] Joel Spencer and Catherine H Yan. The halflie problem. Journal of

Combinatorial Theory, Series A, 103(1):69–89, 2003.
[27] Luca G Tallini, Sulaiman Al-Bassam, and Bella Bose. Feedback

codes achieving the capacity of the z-channel. IEEE Transactions on

Information Theory, 54(3):1357–1362, 2008.
[28] Rom Rubenovich Varshamov. Estimate of the number of signals in error

correcting codes. Docklady Akad. Nauk, SSSR, 117:739–741, 1957.
[29] Rom Rubenovich Varshamov. On the theory of asymmetric codes. In

Doklady Akademii Nauk, volume 164, pages 757–760. Russian Academy
of Sciences, 1965.

[30] Jun Zhang and Fang-Wei Fu. A construction of vh-sequences and its
application to binary asymmetric error-correcting codes. Finite Fields
and Their Applications, 55:216–230, 2019.

[31] Yihan Zhang, Amitalok J Budkuley, and Sidharth Jaggi. Generalized list
decoding. In 11th Innovations in Theoretical Computer Science Con-

ference (ITCS 2020). Schloss Dagstuhl-Leibniz-Zentrum für Informatik,
2020.


	I Introduction
	I-A Related work
	I-B Problem statement
	I-C Our contribution and methodology
	I-D Outline

	II Preliminaries
	III High-error low-rate codes for the Z-channel
	IV List-decodable codes for the Z-channel
	IV-A Lower Bound on RZ(,L)
	IV-B Upper Bounds on RZ(,L)

	V Two-stage encoding algorithm
	V-A Encoding strategy
	V-B Analysis of the Plotkin-type point

	VI Conclusion
	VII Acknowledgments
	References

