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#### Abstract

In previous work, we have shown that pseudocodewords can be used to characterize the behavior of decoders not only for classical codes but also for quantum stabilizer codes. With the insights obtained from this pseudocodewordsbased analysis, we have also introduced a two-stage decoder based on pseudocodewords for quantum cycle codes that leads to improved decoding performance. In this paper, we consider quantum (stabilizer) color codes and propose a two-stage decoder that is a generalization of the pseudocodeword-based decoder for quantum cycle codes. Our decoder has only local or error-weight-dependent operations of low computational complexity and better decoding performance compared with previous decoding approaches for these types of codes.


## I. Introduction

Graph covers and pseudocodewords have been shown to be a useful tool for analyzing sum-product algorithm (SPA) decoding of classical codes [1]. Although the task of analyzing the behavior of decoders for quantum stabilizer codes is more challenging because of the degeneracy of quantum stabilizer codes, it is highly desirable to understand and improve decoders also for such codes. We have initiated the use of pseudocodewords to analyze and characterize decoders for stabilizer codes, including LP decoding [2] and SPA decoding [3]. Based on the insights obtained using pseudocodewords to analyze the behavior of SPA decoding, we have introduced a two-stage pseudocodeword-based decoder for quantum cycle codes in [3] working as follows. 1) Run the SPA. 2) If the SPA outputs a pseudocodeword that is a codeword then stop. 3) If the SPA outputs a non-codeword pseudocodeword then decompose the pseudocodeword to get paths and then use a linear program (LP) to choose a collection of paths corresponding to a vector with a matching syndrome.

In this paper, we further generalize the two-stage pseudo-codeword-based decoder for quantum cycle codes toward decoding quantum (stabilizer) color codes. Note that it is much more difficult to decode quantum color codes compared with quantum cycle codes since the variable node degree increases from 2 to 3 when going from quantum cycle codes to quantum color codes. For decoding a quantum color code, we first project a quantum color code into cycle codes as in [4], [5], then convert paths obtained from the two-stage pseudocodewordbased decoder for quantum cycle codes back to "generalized
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Fig. 1: Graph $\mathcal{G}$ used to define the $\llbracket 72,4,8 \rrbracket$ color code $\mathcal{C}$, where the vertices (in lighter color) in the last row/column are repeated from the vertices in the first row/column.
paths", and finally use an error-weight-dependent LP to choose some "generalized paths" to get a vector with a matching syndrome. Problems of previous approaches [4], [5] include high computational complexity and no guarantee of obtaining a vector with a matching syndrome. Our decoder is special in the following sense. First, we use a pseudocodeword-based decoder which makes the best use of the pseudocodewords found using SPA decoding for cycle codes instead of using the minimum-weight perfect matching (MWPM) algorithm for quantum cycle codes. Second, all the operations are local and of low computational complexity compared with [4]. Finally, no path is dropped before making the final decision using the LP, which can avoid some decoding failures that happen when using the methods in [4], [5].
This paper is organized as follows. In Section [I] we review some basic notations and definitions for quantum color codes. In Section [III, we propose a two-stage pseudocodeword-based decoder for quantum color codes. Finally, we show some simulation results in Section IV.

## II. Quantum Color Codes

Due to the page limitations, we only introduce essential notations and we refer readers to [6] for a detailed introduction to quantum stabilizer codes. A Calderbank-Shor-Steane (CSS) code is defined to be a quantum stabilizer code with binary stabilizer label code $\tilde{\mathcal{B}} \triangleq \mathcal{C}_{X}^{\perp} \times \mathcal{C}_{Z}^{\perp}$, where $\mathcal{C}_{X}$ and $C_{Z}$ are two binary linear codes satisfying $\mathcal{C}_{X}^{\perp} \subseteq \mathcal{C}_{Z}$. Quantum color codes,

TABLE I: Drawing conventions for figures of color codes.

| object | meaning |
| :--- | :--- |
| empty vertex | $s_{i}=0$ for syndrome bit for the $i^{\text {th }}$ parity check |
| filled vertex | $s_{i}=1$ for syndrome bit for the $i^{\text {th }}$ parity check |
| gray triangle | error introduced by the channel at that location |
| solid edge | part of output paths from a decoder for cycle codes |
| dashed edge | not part of output paths from a decoder for cycle codes |
| $e_{i, j}$ | edge whose endpoints are vertices labeled $i$ and $j$ |
| $v_{i, j, k}$ | triangular face with vertices labeled $i, j$, and $k$ |
| $c(i)$ | color of check/edge $i$ (R: red, G: green, and B: blue) |

henceforth simply called color codes, are CSS codes defined on various graphs with structures like the hexagonal lattice, the square-octagon lattice, etc. [7], [8]. Here, for a positive integer $L$, we consider the $\llbracket 18 L^{2}, 4,4 L \rrbracket$ hexagonal color code $\mathcal{C}$ with $\mathcal{C}_{X}=\mathcal{C}_{Z}$ based on a $3 L \times 3 L$ grid lying on a torus [9]. For $L=2$, the relevant grid is shown in Fig. [1 The drawing conventions are listed in Table W.1. W. ${ }^{\text {.g., we only consider the }}$ $X$ part of errors when decoding since $\mathcal{C}_{X}=\mathcal{C}_{Z}$. The color code $\mathcal{C}$ is defined to be a CSS code based on $\mathcal{G}$ in Fig. 11 where the codeword components are associated with the triangular faces and where checks are defined based on the incidence of the triangular faces on the vertices as specified further below in (2). The binary and quaternary stabilizer label codes of $\mathcal{C}$ are, respectively,

$$
\begin{equation*}
\tilde{\mathcal{B}} \triangleq \mathcal{C}_{X}^{\perp} \times \mathcal{C}_{X}^{\perp} \text { and } \mathcal{B} \triangleq \mathbb{F}_{4} \text {-rowspan }(H) \tag{1}
\end{equation*}
$$

where $H$ is the parity-check matrix of the $(3,6)$-regular LDPC code $\mathcal{C}_{X}$ with

$$
\begin{equation*}
[H]_{i, j} \triangleq[\text { triangular face } j \text { is incident on vertex } i] \tag{2}
\end{equation*}
$$

Here $[S] \triangleq 1$ when $S$ is true and $[S] \triangleq 0$ otherwise for any statement $S$. The code $\mathcal{C}_{X}$ can be projected onto three cycle codes $\mathcal{C}_{\mathrm{R}}, \mathcal{C}_{\mathrm{G}}$, and $\mathcal{C}_{\mathrm{B}}$, where for $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$, the paritycheck matrix $H_{\mathrm{C}}$ of $\mathcal{C}_{\mathrm{C}}$ is defined to be

$$
\begin{equation*}
\left[H_{\mathrm{C}}\right]_{i, j} \triangleq[\text { edge } j \text { is incident on vertex } i] \cdot[c(j)=\mathrm{C}] . \tag{3}
\end{equation*}
$$

Here, R, G, and B stand for red, green, and blue, respectively. For $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$, let $\mathcal{G}_{\mathrm{C}}$ be the subgraph of $\mathcal{G}$ in Fig. 1 induced by the set of color-C edges; replacing each vertex of $\mathcal{G}_{\mathrm{C}}$ by a single-parity check of degree three results in a normal factor graph for $\mathcal{C}_{\mathrm{C}}$. For example, the graph $\mathcal{G}_{\mathrm{R}}$ for $\mathcal{C}_{\mathrm{R}}$ is shown in Fig. 2, For $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$, let $f_{\mathrm{C}}$ be the linear mapping described by the matrix $M_{\mathrm{C}}$ such that

$$
\begin{align*}
& f_{\mathrm{C}}: \mathcal{C}_{X} \rightarrow \mathcal{C}_{\mathrm{C}}, \mathbf{v} \mapsto \mathbf{v} M_{\mathrm{C}}^{\top}  \tag{4}\\
& {\left[M_{\mathrm{C}}\right]_{i, j} \triangleq[\text { edge } i \text { is a color-C edge of triangular face } j]} \tag{5}
\end{align*}
$$

The combined vector of $f_{\mathrm{C}}(\mathbf{v}), \mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$, in $\mathcal{G}$ is called the lifting of $\mathbf{v}$ and is visualized for interesting scenarios in the upcoming Figs. 36, Suppose $s$ is the syndrome corresponding to the vector $\mathbf{v}$. One can check that

$$
\begin{equation*}
\mathbf{s}^{\top}=H \mathbf{v}^{\top} \Longleftrightarrow \mathbf{s}_{\mathrm{C}}^{\top}=H_{\mathrm{C}} f_{\mathrm{C}}(\mathbf{v})^{\top} \forall \mathrm{C} \tag{6}
\end{equation*}
$$

where $\mathbf{s}_{\mathrm{C}}$ is the corresponding syndrome in the induced subgraph $\mathcal{G}_{\mathrm{C}}$ of $\mathcal{G}$ for $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$.


Fig. 2: Graph $\mathcal{G}_{\mathrm{R}}$ for $\mathcal{C}_{\mathrm{R}}$, which is the subgraph of $\mathcal{G}$ in Fig. 1 induced by the set of red edges.


Fig. 3: An example of output paths (solid edges) of the decoder for cycle codes leading to decoding failure for the decoder in [4], where only the relevant part is shown.

## III. Pseudocodeword-based Decoding

Decoding color codes by projecting $\mathcal{C}_{X}$ onto cycle codes was first proposed in [4] and was improved in [5]. The decoding procedure given the syndrome s for $\mathcal{C}$ in [4] is sketched as follows.

1) Compute $\mathbf{s}_{\mathrm{C}}$, where $\mathbf{s}_{\mathrm{C}}$ is the subvector of $\mathbf{s}$ induced by the subgraph $\mathcal{G}_{\mathrm{C}}$ of $\mathcal{G}$ for $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$.
2) For $C \in\{R, G, B\}$, decode w.r.t. $\mathcal{C}_{C}$ to find a vector $\mathbf{v}_{C}$ s.t.

$$
\begin{equation*}
\mathbf{s}_{\mathrm{C}}^{\top}=H_{\mathrm{C}} \mathbf{v}_{\mathrm{C}}^{\top} . \tag{7}
\end{equation*}
$$

3) Obtain the combined vector $\mathbf{v}_{\mathrm{RGB}}$ of $\mathbf{v}_{\mathrm{C}}, \mathrm{C} \in\{R, G, B\}$, in $\mathcal{G}$;
4) Find $\mathbf{v} \in \mathcal{C}_{X}$ s.t. the lifting of $\mathbf{v}$ is $\mathbf{v}_{\text {RGB }}$ and declare failure NOLIFTING if $\mathbf{v}$ does not exist.
Note that the fourth step in [5] is simplified to finding the vector $\mathbf{v}$ s.t. $f_{\mathrm{C}}(\mathbf{v})=\mathbf{v}_{\mathrm{C}}$ for $\mathrm{C} \in\{\mathrm{G}, \mathrm{B}\}$. The issues of the previous approaches are as follows.

- Finding the vector given its lifting is a global operation of high computational complexity in [4], which is improved to be a local operation of low computational complexity in [5].
- Both approaches in [4], [5] use the output of decoders for cycle codes, e.g., the MWPM algorithm, which may lead to decoding failure NOLIFTING since some paths are dropped by the decoders for cycle codes.


Fig. 4: An example of output paths (solid edges) of the decoder for cycle codes leading to decoding failure for the decoder in [5].

- For example, the solid edges in Fig. 3 are possible output paths from a decoder for cycle codes. However, the decoder in [4] will not find a vector whose lifting is associated with the solid edges since the solid edges cannot form a boundary of some region consisting of triangular faces.
- For example, the solid edges in Fig. 4 are possible output paths from a decoder for cycle codes $\mathcal{C}_{\mathrm{B}}$ and $\mathcal{C}_{\mathrm{G}}$, which will lead to decoding failure for the decoder in [5], since the two paths with endpoints of different colors cannot be converted into vectors because of no shared endpoint.
Based on the idea of the two-stage pseudocodeword-based decoder for quantum cycle codes, we introduce a twostage pseudocodeword-based decoder for color codes, named SPA+LPPCWD for color codes in Algorithm 1 with "generalized paths", i.e., vectors in $\mathcal{C}_{X}$. First stage: run the SPA for $\mathcal{C}_{X}$. Second stage: if the SPA succeeds, then stop; otherwise, run the SPA on $\mathcal{G}_{\mathrm{R}}, \mathcal{G}_{\mathrm{G}}$, and $\mathcal{G}_{\mathrm{B}}$, decompose the SPA pseudocodewords into paths, convert paths into "generalized paths", and finally use an (integer) LP to choose some collection of "generalized paths" to obtain a vector with a matching syndrome. Note that we only use part of the pseudocodeword-based decoder for cycle codes, i.e., the PCWD for cycle codes in Algorithm 2, to find paths without selection. The main challenge is to generalize the paths obtained from Algorithm 2 to obtain vectors in color codes $\mathcal{C}_{X}$ "generalized paths". We use a method to convert paths into vectors, which is similar to that in [5] and is also a local operation of low computational complexity, but the conversion operation is done w.r.t. the three cycle codes $\mathcal{C}_{\mathrm{R}}$, $\mathcal{C}_{\mathrm{G}}$, and $\mathcal{C}_{\mathrm{B}}$ separately instead of only considering two cycle codes $\mathcal{C}_{\mathrm{G}}$ and $\mathcal{C}_{\mathrm{B}}$ as in [5]. Note that these changes compared with previous decoding approaches help to avoid problems as in Fig. 4 Finally, we use an LP to choose a suitable collection of "generalized paths" to obtain a vector with a


## Algorithm 1 Two-stage pseudocodeword-based decoder (SPA+LPPCWD) for color codes

Input: the syndrome $s$ and the max. number of SPA iterations.
Output: $\mathbf{v}+\mathcal{B}$.
Run the SPA for the color code and obtain a vector $\mathbf{v}$.
if $H \mathbf{v}^{\top}=\mathbf{s}^{\top}$ then
Return $\mathbf{v}+\mathcal{B}$. \{SPA for the color code succeeds.\} else

Obtain the subvector $\mathbf{s}_{\mathrm{C}}$ of $\mathbf{s}$ induced by the subgraph $\mathcal{G}_{\mathrm{C}}$ of $\mathcal{G}$ for $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$.
6: $\quad$ Run the SPA on NFGs for $\mathcal{C}_{\mathrm{R}}, \mathcal{C}_{\mathrm{B}}$, and $\mathcal{C}_{\mathrm{G}}$ separately to obtain three SPA pseudocodewords $\boldsymbol{\omega}_{\mathrm{C}}, \mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$.

7: $\quad$ Initiate $P \leftarrow \emptyset, S \leftarrow \emptyset, V \leftarrow \emptyset$, and $S^{\prime} \leftarrow \emptyset$. $\{P$ is the set of paths, $S$ and $S^{\prime}$ are the sets of unsatisfied checks, and $V$ is the set of supports of vectors. $\}$
8: Obtain $P \leftarrow P \cup\left\{P_{j}\right\}, S \leftarrow S \cup\left\{S_{j}\right\}$ by Algorithm 2 with input $\boldsymbol{\omega}_{\mathrm{C}}$ for $\mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$.
for $i$ with $\left|c\left(S_{i}\right)\right|=1$ or $i \neq j$ with $\left|c\left(S_{i}\right)\right|=2$, $\left|c\left(S_{i} \cup S_{j}\right)\right|=3$, and $\left|S_{i} \cup S_{j}\right|=3$ do

Convert $P_{i}$ (together with $P_{j}$ ) into a vector $\mathbf{v}_{\ell}$ with the set of unsatisfied checks $S_{\ell}^{\prime}, V_{\ell} \triangleq \operatorname{supp}\left(\mathbf{v}_{\ell}\right)$, and cost $\lambda_{\ell} \triangleq\left|V_{\ell}\right| . V \leftarrow V \cup\left\{V_{\ell}\right\}$ and $S^{\prime} \leftarrow S^{\prime} \cup\left\{S_{\ell}^{\prime}\right\}$.

## end for

Use an (integer) LP to choose a collection of vectors from $V$ to obtain a vector with a matching syndrome.
end if


Fig. 5: Output paths of Algorithm 2 in Example 1
matching syndrome, where an integer LP can be used when LP fails to output an integer point, which guarantees that we can always obtain a vector with a matching syndrome of the minimum Hamming weight among all such vectors and also avoids problems as in Fig. 3 and Fig. 4

We use Example 1 to demonstrate how to decode color codes using Algorithm 1

Example 1. Consider the $\llbracket 72,4,8 \rrbracket$ color code and the quantum depolarizing channel with depolarizing probability $p=0.0251$.

```
Algorithm 2 Pseudocodeword decomposition (PCWD) for
cycle codes
Input: a pseudocodeword \(\boldsymbol{\omega}\) and the syndrome \(\mathbf{s}\).
Output: \(P=\left\{P_{i}\right\}, S=\left\{S_{i}\right\}\), and a weight vector \(\hat{\boldsymbol{\omega}}\).
    \(\mathcal{J} \leftarrow\left\{j \mid s_{j} \neq 0\right\}\) \{The set of unsatisfied checks.\}
    \(P \leftarrow \emptyset\) \{A set of paths.\}
    \(S \leftarrow \emptyset\) \{A set of unsatisfied checks for each path.\}
    while \(\mathcal{J} \neq \emptyset\) do
        For each \(j \in \mathcal{J}\), set \(\bar{\omega}_{j} \leftarrow 0\) when \(s_{j}\) is isolated. Other-
        wise, start from \(s_{j}\) and follow the edge with the largest
        possible component of \(\boldsymbol{\omega}\) at each step without repetition
        until reaching \(s_{j^{\prime}}, j^{\prime} \in \mathcal{J}\), to obtain a path/cycle \(P_{j}\) with
        weight \(\bar{\omega}_{j} \leftarrow \min _{\ell \in P_{j}} \omega_{\ell}\) and \(S_{j} \leftarrow\left\{j, j^{\prime}\right\}\).
        \(i \leftarrow \arg \min _{j}\left(1-\bar{\omega}_{j}\right) \cdot\left|P_{j}\right| .\{\) The min.-cost path.\}
        \(\omega_{\ell} \leftarrow \omega_{\ell}-\bar{\omega}_{i} \forall \ell \in P_{i}\). \{Remove \(P_{i}\) from \(\boldsymbol{\omega}\).\}
        if \(\left|S_{i}\right|>1\) then
            \(P \leftarrow P \cup\left\{P_{i}\right\}, S \leftarrow S \cup\left\{S_{i}\right\}, \ell \leftarrow|P|\), and \(\hat{\omega}_{\ell} \leftarrow \bar{\omega}_{i}\).
            \{Include path \(P_{i}\) in \(P\).\}
        end if
        \(\mathcal{J} \leftarrow \mathcal{J} \backslash\left\{j \in \mathcal{J} \mid \bar{\omega}_{j}=0\right\}\). \{Remove isolated checks.\}
    end while
```



Fig. 6: Vectors converted from paths in Fig. 5
W.l.o.g, we only consider the X part of the error. Suppose the errors happened at the locations corresponding to the gray triangles, namely $v_{3,4,5}, v_{4,8,9}, v_{5,9,10}$, and $v_{12,13,15}$, in Fig. 5, where only relevant vertices are labeled. The syndrome obtained after measurements is the binary vector $s$ with support $\operatorname{supp}(\mathbf{s})=\{3,8,10,12,13,15\}$. First, the SPA for $\mathcal{C}_{X}$ fails. Then, the syndrome $s_{R}$ for $\mathcal{C}_{\mathrm{R}}$ is obtained by removing all the red vertices in $\mathbf{s}$, namely removing $s_{i}, i \in\{2,5,6,8,13\}$. In a similar manner, we can obtain the syndromes $\mathbf{s}_{\mathrm{G}}$ and $\mathbf{s}_{\mathrm{B}}$ (for $\mathcal{C}_{\mathrm{G}}$ and $\mathcal{C}_{\mathrm{B}}$, respectively) from $\mathbf{s}$. After running the SPA on NFGs for $\mathcal{C}_{\mathrm{R}}, \mathcal{C}_{\mathrm{G}}$, and $\mathcal{C}_{\mathrm{B}}$ separately, we obtain three SPA pseudocodewords $\boldsymbol{\omega}_{\mathrm{C}}, \mathrm{C} \in\{\mathrm{R}, \mathrm{G}, \mathrm{B}\}$. The output paths of Algorithm 2 given three SPA pseudocodewords $\boldsymbol{\omega}_{\mathrm{C}}$, $C \in\{R, G, B\}$, are listed in Table II.

There are two types of paths depending on whether the colors of the two endpoints are the same or not, i.e., $\left|c\left(S_{i}\right)\right|=1$ or 2 .

TABLE II: Output of Algorithm 2 in Example 1 where $c\left(P_{i}\right)$ and $c\left(S_{i}\right)$ are the colors of $P_{i}$ and its endpoints, respectively.

| $i$ | $P_{i}$ | $\hat{\omega}_{i}$ | $S_{i}$ | $c\left(P_{i}\right)$ | $c\left(S_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\left\{e_{12,15}\right\}$ | 0.7405 | $\{12,15\}$ | $\{\mathrm{R}\}$ | $\{\mathrm{G}, \mathrm{B}\}$ |
| 2 | $\left\{e_{3,1}, e_{1,15}\right\}$ | 0.2196 | $\{3,15\}$ | $\{\mathrm{R}\}$ | $\{\mathrm{B}\}$ |
| 3 | $\left\{e_{10,11}, e_{11,12}\right\}$ | 0.2196 | $\{10,12\}$ | $\{\mathrm{R}\}$ | $\{\mathrm{G}\}$ |
| 4 | $\left\{e_{3,4}, e_{4,9}, e_{9,10}\right\}$ | 0.2002 | $\{3,10\}$ | $\{\mathrm{R}\}$ | $\{\mathrm{G}, \mathrm{B}\}$ |
| 5 | $\left\{e_{12,13}\right\}$ | 0.7405 | $\{12,13\}$ | $\{\mathrm{B}\}$ | $\{\mathrm{R}, \mathrm{G}\}$ |
| 6 | $\left\{e_{8,7}, e_{7,13}\right\}$ | 0.2196 | $\{8,13\}$ | $\{\mathrm{B}\}$ | $\{\mathrm{R}\}$ |
| 7 | $\left\{e_{10,6}, e_{6,12}\right\}$ | 0.2196 | $\{10,12\}$ | $\{\mathrm{B}\}$ | $\{\mathrm{G}\}$ |
| 8 | $\left\{e_{8,4}, e_{4,5}, e_{5,10}\right\}$ | 0.2002 | $\{8,10\}$ | $\{\mathrm{B}\}$ | $\{\mathrm{R}, \mathrm{G}\}$ |
| 9 | $\left\{e_{13,15}\right\}$ | 0.7405 | $\{13,15\}$ | $\{\mathrm{G}\}$ | $\{\mathrm{R}, \mathrm{B}\}$ |
| 10 | $\left\{e_{3,2}, e_{2,15}\right\}$ | 0.2196 | $\{3,15\}$ | $\{\mathrm{G}\}$ | $\{\mathrm{B}\}$ |
| 11 | $\left\{e_{8,14}, e_{14,13}\right\}$ | 0.2196 | $\{8,13\}$ | $\{\mathrm{G}\}$ | $\{\mathrm{R}\}$ |
| 12 | $\left\{e_{3,5}, e_{5,9}, e_{9,8}\right\}$ | 0.2002 | $\{3,8\}$ | $\{\mathrm{G}\}$ | $\{\mathrm{R}, \mathrm{B}\}$ |

TABLE III: "Generalized paths", i.e., vectors in $\mathcal{C}_{X}$, converted from paths in Table II

| $i$ | $V_{i}$ | $\lambda_{i}$ | $S_{i}^{\prime}$ | Pattern |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\left\{v_{1,2,3}, v_{1,2,15}\right\}$ | 2 | $\{3,15\}$ | grid |
| 2 | $\left\{v_{6,11,12}, v_{6,10,11}\right\}$ | 2 | $\{10,12\}$ | fivepointed stars |
| 3 | $\left\{v_{7,8,14}, v_{7,13,14}\right\}$ | 2 | $\{8,13\}$ | crosshatch |
| 4 | $\left\{v_{12,13,15}\right\}$ | 1 | $\{12,13,15\}$ | vertical lines |
| 5 | $\left\{v_{3,4,5}, v_{4,8,9}, v_{5,9,10}\right\}$ | 3 | $\{3,8,10\}$ | horizontal lines |

We discuss how to convert a path or a pair of paths into a vector based on the following two cases. Here, we operate on supports of vectors instead of vectors.

1) $\left(\left|c\left(S_{i}\right)\right|=1\right)$ The path $P_{i}$ has two endpoints of the same color. Such a path must be of even length $2 \ell$ for some positive integer $\ell$ and it can be divided into $\ell$ pieces of length -2 paths, where each length- 2 path can be converted into a vector consisting of two triangular faces, e.g., $P_{2}=$ $\left\{e_{3,1}, e_{1,15}\right\}$ in Table 【I can be converted into a vector whose support is $V_{1}=\left\{v_{1,2,3}, v_{1,2,15}\right\}$ in Table III.
2) $\left(\left|c\left(S_{i}\right)\right|=2\right)$ The path $P_{i}$ has two endpoints of different colors. Such a path must be of odd length $2 \ell+1$ for some positive integer $\ell$ and it can be divided into a length-( $2 \ell$ ) path and a single edge $e^{\prime}$, where the length-( $2 \ell$ ) path can be converted into a vector $\mathbf{v}_{i}$ consisting of $2 \ell$ triangular faces, e.g., $P_{4}=\left\{e_{3,4}, e_{4,9}, e_{9,10}\right\}$ in Table $\Pi$ can be converted to be a vector of support $\left\{v_{3,4,5}, v_{4,5,9}\right\}$ and $e_{9,10}$.
There must exist another path $P_{j}$ such that $\left|c\left(S_{i} \cup S_{j}\right)\right|=3$ and $\left|S_{i} \cup S_{j}\right|=3$ since an error at a triangular face introduces 3 unsatisfied checks of 3 different colors. Suppose $P_{j}$ can be converted into a vector $\mathbf{v}_{j}$ and a single edge $e^{\prime \prime}$. The two paths $P_{i}$ and $P_{j}$ can be converted into a vector $\mathbf{v}_{i}+\mathbf{v}_{j}+\mathbf{v}^{\prime}$, where $\mathbf{v}^{\prime}$ is converted from $e^{\prime}$ and $e^{\prime \prime}$. For example, the two paths $P_{4}$ and $P_{8}$ in Table II can be converted to be a vector with support $V_{5}$ in Table IIII i.e.,

$$
\begin{align*}
& \left\{e_{3,4}, e_{4,9}, e_{9,10}\right\}+\left\{e_{8,4}, e_{4,5}, e_{5,10}\right\}  \tag{8}\\
& \mapsto\left\{v_{3,4,5}, v_{4,5,9}\right\}+e_{9,10}+\left\{v_{4,8,9}, v_{4,5,9}\right\}+e_{5,10}  \tag{9}\\
& \mapsto\left\{v_{3,4,5}, v_{4,5,9}\right\}+\left\{v_{4,8,9}, v_{4,5,9}\right\}+\left\{v_{5,9,10}\right\}  \tag{10}\\
& =\left\{v_{3,4,5}, v_{4,8,9}, v_{5,9,10}\right\}=V_{5} . \tag{11}
\end{align*}
$$

Note that $\left|\operatorname{supp}\left(\mathbf{v}^{\prime}\right)\right|$ can be 1 or 3 , e.g.,

$$
\begin{align*}
\left\{e_{3,5}, e_{4,5}\right\} & \mapsto\left\{v_{3,4,5}\right\} \text { and }  \tag{12}\\
\left\{e_{3,5}, e_{5,10}\right\} & \mapsto\left\{v_{3,4,5}, v_{4,5,9}, v_{5,9,10}\right\} \tag{13}
\end{align*}
$$

Note that after conversion, different paths or pairs of paths may result in the same vector, e.g.,

$$
\begin{equation*}
P_{1}+P_{5} \mapsto V_{4} \text { and } P_{1}+P_{9} \mapsto V_{4} \tag{14}
\end{equation*}
$$

The paths in Table $\square$ are converted into "generalized paths", i.e., vectors in $\mathcal{C}_{X}$, in Table III with the above mentioned procedure. We formulate the problem of choosing some "generalized paths" from $\left\{\mathbf{v}_{i}\right\}$ to obtain a vector with a matching syndrome as an LP, i.e.,

$$
\begin{equation*}
\hat{\mathbf{f}} \triangleq \arg \min \sum_{i} \lambda_{i} f_{i}, \tag{15}
\end{equation*}
$$

where $\lambda_{i}$ is the Hamming weight of $\mathbf{v}_{i}$ and the constraints of the LP are as follows.

1) The variable $f_{i} \in\{0,1\}$ is indicating whether $\mathbf{v}_{i}$ is chosen or not, which can be relaxed to $f_{i} \in[0,1]$.
2) Make sure that the syndrome $s$ is matched by satisfying $\sum_{j: i \in S_{j}^{\prime}} f_{j}=1 \in \mathbb{F}_{2} \forall i \in \operatorname{supp}(\mathbf{s})$, which is relaxed to $\sum_{j: i \in S_{j}^{\prime}} f_{j}=1 \forall i \in \operatorname{supp}(\mathbf{s})$, i.e.,

$$
\begin{align*}
& f_{1}+f_{5}=1, f_{3}+f_{5}=1, f_{2}+f_{5}=1  \tag{16}\\
& f_{2}+f_{4}=1, f_{3}+f_{4}=1, f_{1}+f_{4}=1 \tag{17}
\end{align*}
$$

3) At most one vector can be chosen when three vectors form a "triangle", i.e., $\sum_{i \in S} f_{i} \leq 1$ when $V_{i} \cap V_{j} \neq \emptyset$ for all $i \neq j \in S$ with $|S|=3$.
The output of the LP is $\hat{\mathbf{f}}=[0,0,0,1,1]$, corresponding to the vector whose support is associated with the gray triangles in Fig. 5]

## IV. Simulation Results

Fig. 7 shows some simulation results of SPA+LPPCWD for color codes described in Algorithm [1 where the maximum number of SPA iterations is 100 . As shown in Fig. 7, the performance of SPA+LPPCWD improves as the block length of color codes increases. The performance of SPA+LPPCWD for color codes is similar to the performance of the decoders in [4], [5], but the computational complexity of SPA+LPPCWD is much smaller than the computational complexity of the decoders in [4], [5]. The threshold of SPA+LPPCWD, i.e., the crosspoint of lines, is close to 0.15 , where the rightmost points correspond to $p=0.15$. Fig. 8 shows the average/minimum weight of errors leading to decoding errors using SPA+LPPCWD for color codes. We observe that the minimum weight of errors increases as the block length increases and the minimum weight of errors is at least $2 L-1$ for each $L$.
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