
ar
X

iv
:2

10
1.

10
55

1v
1 

 [
cs

.I
T

] 
 2

6 
Ja

n 
20

21
1

α-Information-theoretic Privacy Watchdog and

Optimal Privatization Scheme
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Abstract—This paper proposes an α-lift measure for data
privacy and determines the optimal privatization scheme that
minimizes the α-lift in the watchdog method. To release data
X that is correlated with sensitive information S, the ratio

l(s, x) = p(s|x)
p(s)

denotes the ‘lift’ of the posterior belief on S

and quantifies data privacy. The α-lift is proposed as the Lα-
norm of the lift: ℓα(x) = ‖l(·, x)‖α = (E[l(S, x)α])1/α. This
is a tunable measure: When α < ∞, each lift is weighted by
its likelihood of appearing in the dataset (w.r.t. the marginal
probability p(s)); For α = ∞, α-lift reduces to the existing
maximum lift. To generate the sanitized data Y , we adopt the
privacy watchdog method using α-lift: Obtain X c

ǫ containing all
x’s such that ℓα(x) > eǫ; Apply the randomization r(y|x) to
all x ∈ X c

ǫ , while all other x ∈ X \ X c
ǫ are published directly.

For the resulting α-lift ℓα(y), it is shown that the Sibson mutual

information ISα (S;Y ) is proportional to E[ℓα(y)]. We further
define a stronger measure ĪSα (S;Y ) using the worst-case α-lift:
maxy ℓα(y). We prove that the optimal randomization r∗(y|x)
that minimizes both ISα (S;Y ) and ĪSα (S;Y ) is X-invariant, i.e.,
r∗(y|x) = R(y),∀x ∈ X c

ǫ for any probability distribution R over
y ∈ X c

ǫ . Numerical experiments show that α-lift can provide
flexibility in the privacy-utility tradeoff.

I. INTRODUCTION

The world has never been more interconnected. Being

increasingly reliant on the internet, we are also exposed

to more cyber-threats and cyber-crimes that try to infiltrate

networks, hijack systems and steal identities and confidential

data. The scale and sophistication of cyberthreats continue to

increase, highlighting the importance of ensuring a safe and

secure online data sharing environment. For any malicious

data analytics, the data disclosure risk can be quantified by

statistical measures. For example, the differential privacy in [1]

and local differential privacy in [2] quantify the relative change

in the output probability (e.g., of a randomization scheme)

conditioned on two distinct values of the sensitive data. The

smaller the upper bound on this change, the more private the

released data.

In information theory, data privacy is measured by the

difficulty for an adversary to infer/estimate the sensitive in-

formation [3]. Denote by X the data to be released to the

public. Let S be the private attribute of X . We want to

randomize/encode X to Y such that publishing Y protects the
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privacy of S. That is, the relative change of the posterior belief

p(s|y) from the prior p(s), denoting the adversary’s knowledge

gain on the sensitive data S, needs to be restricted. The ratio

l(s, y) = p(s|y)
p(s) , called lift in [4], appears in many information-

theoretic data privacy measures, e.g., the average, maximal and

α-leakage in [3], [5] and [6], respectively.1 The maximum lift

maxs,y l(s, y) is studied in [4] as a stronger notion of privacy

in that it upper bounds the mutual information, Sibson and

Arimoto mutual information and the local differential privacy

[4, Proposition 1].

To privatize X , a watchdog randomization scheme is pro-

posed in [4, Section III]. The idea is to censor the lift l(s, x)
for each element x ∈ X in the original dataset. A positive

threshold ǫ is applied to filer out a set X c
ǫ containing all ‘high-

risk’ elements x’s.2 The randomization r(y|x) only applies to

x ∈ X c
ǫ , while all ‘low risk’ elements x ∈ X \X c

ǫ are directly

released without any distortion. The optimal randomization

r∗(y|x) that minimizes the maximum lift for all y ∈ X c
ǫ

was proved to be X-invariant in a recent study [8]. This

study also highlights the two-fold interpretation of the joint

probability p(s, x) and the marginals p(s) and p(x): They not

only determine the value of lift, but also indicate the chances

this lift value appears in the dataset. The fact is that a high

risk event may occur with least probably, e.g., for some x,

the worst-case lift maxs∈S l(s, x) could happen with only

probability p(S ∈ argmaxs∈S l(s, x)) = 10−3. Therefore,

it is desirable to have a lift measure taking into consideration

the probability distribution in the original dataset.

In this paper, we propose an α-lift measure as the Lα-norm

over the probability space with the measure being the marginal

probability p(s). For each x ∈ X , regarding the lift l(s, x) for

all s ∈ S as an |S|-dimensional vector, the α-lift is defined

as ℓα(x) = ‖l(·, x)‖α = (E[l(S, x)α])1/α. This measure is

tunable by α: For α ∈ (1,∞), the α-exponential of each lift

is weighted by p(s) denoting the likelihood it appears in the

dataset; When α = ∞, ℓ∞(x) = maxs l(s, x) denotes the

maximum lift that is considered in [4], [8]. We show that the

Sibson mutual information is a function of the expectation

of α-lift: ISα (S;X) = α
α−1 logE[ℓα(X)] for all α ∈ (1,∞).

Replacing E[·] by maxx∈X , we propose the maximum Sibson

mutual information ĪSα (S;X) to quantify the worst-case data

privacy risk over X . We adopt the privacy watchdog method

1The logarithm of the lift, the log-lift or more widely known as information
density, is used in [3], [5]–[7]. The average leakage in [3] is the expectation of
the log-lift E[log l(S, Y )], which is in fact the mutual information I(S;Y ).
The maximal leakage in [5], [7] and the α-leakage in [6] use variations of

the log-lift log E[maxs p(s|Y )]
maxs p(s)

and log
E[‖pS|Y (·|Y )‖α]

‖pS(·)‖α
, respectively.

2In [4], [8], ‘high risk’ elements refers to x such that the absolute value
of log-lift exceeds ǫ, i.e., X c

ǫ = {x ∈ X : maxs∈S | log l(s, x)| > ǫ}.
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using the α-lift for the design of the privatization scheme.

That is, the ‘high risk’ set X c
ǫ is comprised of all instances

x such that log ℓα(x) > ǫ. The optimality of a privatization

scheme r(y|x) is determined by the resulting α-lift ℓα(y) for

all y ∈ X c
ǫ . We prove that the randomization r∗(y|x) that

minimizes both maxy∈X c
ǫ
ℓα(y) and

∑

y∈X c
ǫ
p(y)ℓα(y) is X-

invariant. That is, r∗(y|x) = R(y), ∀x ∈ X c
ǫ , where R(y) is

any distribution over y ∈ X c
ǫ such that

∑

y∈X c
ǫ
R(y) = 1.

This, in turn, proves that an X-invariant r∗(y|x) also mini-

mizes ISα (S;Y ) and ĪSα (S;Y ).

II. α-LIFT

Let S and X be the random variables having countable

alphabets S and X , respectively. We describe the privacy

measures resulted from the joint probability p(s, x). For each

x ∈ X , p(s|x) denotes the posterior belief on the sensitive

data S, and the ratio

l(s, x) ,
p(s|x)

p(s)
=

p(s, x)

p(s)p(x)
(1)

for all s ∈ S measures the relative change of this posterior

belief from the prior for each instance x. This measure

is called the lift in [4] for that it indicates an adversary’s

knowledge gain on the private data when x is present in the

released data.

Watchdog method: In [4], [8], a lift-based randomization

was proposed based on the log-lift or the information density

i(s, x) = log l(s, x).3 The alphabet X is bi-partitioned into

{Xǫ,X
c
ǫ }, where X c

ǫ = {x ∈ X : maxs∈S |i(s, x)| > ǫ} and

Xǫ = X \X c
ǫ . The set X c

ǫ is randomized, while Xǫ is published

without any perturbation. In this method, Xǫ is determined by

the maximum lift over all s ∈ S for each x ∈ X . Below,

we use the concept of Lα-norm on the probability space to

propose a relaxed lift measure on X .

For α ∈ (1,∞), define the α-lift

ℓα(x) ,

(

∑

s∈S
p(s)

(

p(s, x)

p(s)p(x)

)α
)1/α

, ∀x ∈ X . (2)

When α < ∞, for each x ∈ X , the value ℓα(x) depends

on the lift l(s, x), as well as the marginal probability p(s)
for all s ∈ S. As α → ∞, ℓ∞(x) = maxs∈S l(s, x)
reduces to the maximum lift that is used in [4], [8]. Note

that, when α < ∞, an element x∗ that incurs the largest

lift x∗ ∈ argmaxx∈X ℓ∞(x) does not necessarily have the

maximum α-lift.

Example 1. Consider the conditional probability p(x|s) in

Table I. For the marginal probability p(S = 1) = 0.6 and

p(S = 2) = 0.4, the maximum lift occurs at X = d, i.e.,

maxx∈{a,...,d} ℓ∞(x) = ℓ∞(X = d) = 1.8182.

TABLE I: An Example of p(x|s)

X = a X = b X = c X = d

S = 1 0.2 0.05 0.7 0.05
S = 2 0.6 0.1 0.1 0.2

3We use natural logarithm in this paper.

But, when α = 1.5, the maximum α-lift is

maxx∈{a,...,d} ℓ1.5(x) = ℓ1.5(X = c) = 1.1084. See

also Appendix A for more details on how α-lift varies with

p(s).

Sibson mutual information in terms of α-lift: The α-lift well

interprets the Sibson mutual information [9] in data privacy

ISα (S;X) ,
α

α− 1
log
∑

x

(

∑

s

p(s)p(x|s)α

)1/α

=
α

α− 1
log
∑

x

p(x)

(

∑

s

p(s)
( p(s, x)

p(s)p(x)

)α
)1/α

=
α

α− 1
logE[ℓα(X)], ∀α ∈ (1,∞).

(3)

ISα (S;X) measures the expected α-lift w.r.t. the marginal

distribution of X . This also relates the lift and log-lift

in [4], [8] to the Sibson mutual information for α = ∞:

IS∞(S;X) = logE[ℓ∞(X)] = logE[maxs∈S l(s,X)] =
logE[maxs∈S exp(i(s,X))] (see [9, eq (56)]). The worst-

case data privacy over X can be measured by replacing

the expectation by the maximization in the Sibson mutual

information

ĪSα (S;X) ,
α

α− 1
logmax

x∈X
ℓα(x), ∀α ∈ (1,∞). (4)

We call ĪSα (S;X) the maximum Sibson mutual information

in this paper. Then, the maximum log-lift can be denoted by

ĪS∞(S;X) = logmaxx∈X ℓ∞(X) = max(s,x)∈S×X i(s, x). It

is clear that if ĪS∞(S;X) = ǫ,

ISα (S;X) ≤ ĪSα (S;X) ≤
α

α− 1
ǫ, ∀α ∈ (1,∞).

This generalizes the lift-based upper bound on ISα (S;X) in

[4, Propostion 1].4

III. OPTIMAL RANDOMIZATION

Denote a data randomization scheme by the transition

probability p(y|x), ∀x, y. This is a Markov randomization

method: p(y|s, x) = p(y|x), ∀s, x, y. It forms the Markov

chain S −X − Y , which is the basic model for data privacy

studies in [5]–[7], [10], [11]. Each randomization results in

a posterior belief p(s|y), by which l(s, y) = p(s|y)
p(s) = p(y|s)

p(y) ,

where p(y|s) =
∑

x p(y|x)p(x|s) and p(y) =
∑

x p(y|x)p(x).
The resulting α-lift of y ∈ Y is

ℓα(y) ,

(

∑

s∈S
p(s)

(

p(s, y)

p(s)p(y)

)α
)1/α

=

(

∑

s∈S
p(s)

(∑

x p(y|x)p(x|s)
∑

x p(y|x)p(x)

)α
)1/α

, ∀α ∈ (1,∞).

4It is shown in [4, proof of Propostion 1] that if i(s, x) ≤ ǫ,∀x ∈ X ,
ISα (S;X) ≤ α

α−1
ǫ.



A. α-privacy Watchdog Method

Let iα(x) = log ℓα(x). For two instances x, x′ ∈ X
such that iα(x) ≤ iα(x

′), releasing x is more privacy-

preserving than x′. We say that (ǫ, α)-log-lift is attained at

x if iα(x) ≤ ǫ. We adopt a watchdog randomization scheme

in [4], [8] through using the logarithm of α-lift as follows.

For a threshold ǫ > 0, denote

X c
ǫ = {x ∈ X : iα(x) > ǫ}. (5)

Let Xǫ = X\X c
ǫ . The threshold ǫ determines the cut {Xǫ,X

c
ǫ },

which categorizes the alphabet X into two subsets: the x’s

that attain (ǫ, α)-log-lift and those that do not. To design the

randomization, we only need to treat those ‘high risk’ x’s in

X c
ǫ , while the ‘low risk’ ones Xǫ can be directly released. That

is, we consider the randomization

p(y|x) =











1 x = y ∈ Xǫ,

0 x, y ∈ Xǫ, x 6= y,

r(y|x) x, y ∈ X c
ǫ ,

(6)

where for each x ∈ X c
ǫ ,
∑

y∈X r(y|x) =
∑

y∈X c
ǫ
r(y|x) = 1.

We call this randomization the α-privacy watchdog method,

which results in the α-lift

ℓα(y) =














(

∑

s∈S p(s)
(

p(s,x)
p(s)p(x)

)α)1/α

x, y ∈ Xǫ : x = y,
(

∑

s∈S p(s)

(∑
x∈Xc

ǫ
r(y|x)p(x|s)

∑
x∈Xc

ǫ
r(y|x)p(x)

)α)1/α

y ∈ X c
ǫ .

B. Optimality of X-invariant Randomization

A good privacy-preserving randomization should generate

a random variable Y that reduces the α-lift. For the α-privacy

watchdog method in (6), it suffices to search an r(y|x) that

minimizes the α-lift in X c
ǫ . We show below that the optimal

scheme is X-invariant.

Consider a special type of randomization that for each

y ∈ X c
ǫ , r∗(y|x) = R(y), ∀x ∈ X c

ǫ . Here, R(y) denotes any

distribution over X c
ǫ , i.e.,

∑

y∈X c
ǫ
R(y) = 1, that is indepen-

dent of X . We call r∗(y|x) the X-invariant randomization

[8], which incurs an α-lift ℓα(y) = ℓ̄α, ∀y ∈ X c
ǫ where

ℓ̄α ,

(

∑

s

p(s)

(

p(X c
ǫ |s)

p(X c
ǫ )

)α
)1/α

. (7)

Here, p(X c
ǫ |s) =

∑

x∈X c
ǫ
p(x|s) and p(X c

ǫ ) =
∑

x∈X c
ǫ
p(x).

The following theorem shows that ℓ̄α is a fundamental bound

on ℓα(y) resulted from the watchdog randomization r(y|x).

Theorem 1. For all α ∈ (1,∞) and ǫ > 0,

min
r(y|x)

max
y∈X c

ǫ

ℓα(y) = ℓ̄α, (8a)

min
r(y|x)

∑

y∈X c
ǫ

p(y)ℓα(y) =
∑

y∈X c
ǫ

p(y)ℓ̄α = p(X c
ǫ )ℓ̄α. (8b)

Proof: Rewrite the α-lift for all y ∈ X c
ǫ as

ℓα(y) =

(

∑

s p(s)
(

∑

x∈X c
ǫ
r(y|x)p(x|s)

)α)1/α

∑

x∈X c
ǫ
r(y|x)p(x)

and ℓ̄α =

(∑
s p(s)p(X c

ǫ |s)α
)

1/α

p(X c
ǫ )

. We prove (8a) first. Pick any

y ∈ X c
ǫ and assume that for all y′ ∈ X c

ǫ such that y′ 6= y,

ℓα(y
′) < ℓ̄α, i.e.,

p(X c
ǫ )
(

∑

s

p(s)p(y′|s)α
)1/α

< p(y′)
(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

.

This necessarily makes ℓα(y) > ℓ̄α, i.e.,

p(X c
ǫ )
(

∑

s

p(s)p(y|s)α
)1/α

> p(y)
(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

.

(9)

See Appendix B for the proof of (9). Therefore, we conclude

that except the X-invariant randomization, there is no other

randomization r(y|x) that can incur an α-lift ℓα(y) such that

ℓα(y) < ℓ̄α for all y ∈ X c
ǫ . This proves (8a).

Consider probabilities p(y) and p(y|s) for y ∈ X c
ǫ . Recall-

ing that
∑

y∈X c
ǫ
r(y|x) = 1, we have

∑

y∈X c
ǫ

p(y) =
∑

x,y∈X c
ǫ

r(y|x)p(x) = p(X c
ǫ ),

∑

y∈X c
ǫ

p(y|s) =
∑

x,y∈X c
ǫ

r(y|x)p(x|s) = p(X c
ǫ |s).

Consider
∑

y∈X c
ǫ
p(y)ℓα(y) =

∑

y∈X c
ǫ
(
∑

s p(s)p(y|s)
α)

1/α
.

By Minkowski inequality,

∑

y∈X c
ǫ

(

∑

s

p(s)p(y|s)α
)1/α

≥
(

∑

s

p(s)
(

∑

y∈X c
ǫ

p(y|s)
)α)1/α

=
(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

= p(X c
ǫ )ℓ̄α =

∑

y∈X c
ǫ

p(y)ℓ̄α

This proves (8b).

Theorem 1 clearly states that the X-invariant randomization

minimizes the α-lift. It should be noted that the randomization

r(y|x), even if it is X-invariant, does not necessarily result in

an α-lift ℓα(y) such that log ℓα(y) ≤ ǫ for all y ∈ X c
ǫ . For a

given value of ǫ′ > 0, we say that (ǫ′, α)-log-lift is attainable

in X c
ǫ if there exists a randomization r(y|x) such that ℓα(y) ≤

ǫ′, ∀y ∈ X c
ǫ . The value ℓ̄α can be used as the necessary and

sufficient condition for the (ǫ′, α)-log-lift attainability, which

we state as the following corollary.

Corollary 1. For all α ∈ (1,∞), (ǫ′, α)-log-lift is attainable

in X c
ǫ iff ǫ′ ≥ log ℓ̄α.

By Theorem 1, the corollary below is also immediate.

Corollary 2. For all α ∈ (1,∞),

min
r(y|x)

ĪSα (S;Y ) =
α

α− 1
logmax

{

max
x∈Xǫ

ℓα(x), ℓ̄α

}

,

min
r(y|x)

ISα (S;Y ) =
α

α− 1
log
[

∑

x∈X c
ǫ

p(x)ℓα(x) + p(X c
ǫ )ℓ̄α

]

.

We omit the proofs of Corollaries 1 and 2, because the

former is a direct result of Theorem 1 and the latter is

obtained simply by substituting (8a) and (8b) in ĪSα (S;Y ) and

ISα (S;Y ), respectively.
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Fig. 1: Privacy-utility tradeoff: the reduction of ISα (S;Y ) and

ĪSα (S;Y ) as the data utility, measured by the normalized mu-

tual information loss (NMIL) decreases, by the randomization

scheme in (6) that is X-invariant.

IV. EXPERIMENTS

For the bi-partition {Xǫ,X
c
ǫ }, the data utility under the

X-invariant randomization r∗(y|x) can be measured by the

mutual information I(X ;Y ) = −
∑

x∈Xǫ
p(x) log p(x) −

p(X c
ǫ ) log p(X

c
ǫ ). Then, H(X) − I(X ;Y ) denotes the loss

in data utility. In this section, we use the normalized mutual

information loss (NMIL)

NMIL ,
H(X)− I(X ;Y )

H(X)
. (10)

It is clear that a smaller value of ǫ indicates a more strict data

privacy constraint, and therefore, more ‘high risk’ elements in

X c
ǫ are not satisfying (ǫ, α)-log-lift. This necessarily increases

the NMIL. That is, as ǫ decreases, we are enforcing data

privacy, but losing the fidelity of the released data Y . For

a countable alphabet X , we only need to focus on a finite set

of values for ǫ. Given any α ∈ (1,∞), let Φ = (x1, . . . , x|X |)
be the ordering of elements in X such that xi 6= xi′ , ∀i 6= i′

and ℓα(xi) > ℓα(xi+1), ∀i ∈ {1, . . . , |X | − 1}.5 Then, setting

X c
ǫ = (x1, . . . , xi) is equivalent to applying ǫ = ℓα(xi+1) to

obtain the cut {Xǫ,X
c
ǫ }. The privacy-utility tradeoff (PUT)

can be observed by increasing i from 1 to |X |.

We randomly generated a joint probability distribution

p(s, x) with |S| = 20 and |X | = 30. For all i ∈
{1, . . . , |X |}, we obtained X c

ǫ = (x1, . . . , xi) and the re-

sulting minr(y|x) I
S
α (S;Y ) and minr(y|x) Ī

S
α (S;Y ) by using

an optimal X-invariant randomization. Fig. 1 shows these

two privacy measures vs. the NMIL. For minr(y|x) Ī
S
α (S;Y ),

it can be seen that as α increases, the PUT con-

verges to minr(y|x) Ī
S
∞(S;Y ). Comparing the PUT for

minr(y|x) Ī
S
1.5(S;Y ) to minr(y|x) I

S
10(S;Y ), an interesting

finding is that increasing α but relaxing maxy∈Y ℓα(y) to

E[ℓα(Y )] can improve the data utility. It will be worth studying

how the effect of the maximum lift over X differs from that

5We assume the values of ℓα(x) for all x ∈ X are different. If there are

identical α-lifts, one can obtain the set X̃ ( X containing the unique values

of α-lift and order ℓα(x) on X̃ .

over S.6

A. Comparison with Existing Privacy Watchdog Methods

For the watchdog method in [4], [8], the privatized random-

ization r(y|x) is applied to the set

X c
ǭ = {x ∈ X : max

s∈S
|i(s, x)| > ǭ}. (11)

Here, ǭ > 0 denotes the threshold that discriminates ‘high

risk’ elements in X based on the maximum absolute value of

the log-lift maxs∈S |i(s, x)| = maxs∈S | log l(s, x)|. We use

the α-lift to relax this watchdog method as follows.

Choosing α ∈ (1,∞) and ǫ < ǭ, we impose another

constraint on the α-lift and apply randomization on the set

X c
ǫ,ǭ = {x ∈ X c

ǭ : log ℓα(x) > ǫ}

= {x ∈ X : log ℓα(x) > ǫ,max
s∈S

|i(s, x)| > ǭ}.
(12)

In other words, we expand the privacy criterion: an element

x ∈ X must have both ℓα(x) and maxs∈S |i(s, x)| exceed

respective thresholds ǫ and ǭ to be considered ‘high risk’.

We necessarily have X c
ǫ,ǭ ⊆ X c

ǭ , i.e., fewer elements in X
are perturbed, and therefore the data utility is improved. This

method sacrifices data privacy to enhance the utility, where

the tradeoff is controlled by the constraint log ℓα(x) > ǫ.

A similar, but somewhat composite approach is adopted in

[8, Section V-A], where the set X c
ǭ is refined by δ > 0, a

threshold on the probability for the resulting lift value to be

|i(s, y)| > ǭ. The elements x ∈ X c
ǭ are iteratively removed

from X c
ǭ if

∑

x′∈Xǭ∪{x},s∈S : |i(s,x′)|>ǭ

p(s, x′)

+
∑

s∈S : |i(s,X c
ǭ \{x})|>ǭ

p(s,X c
ǭ \ {x}) ≤ δ, (13)

where i(s,X c
ǭ \ {x}) = log

p(X c
ǭ \{x}|s)

p(X c
ǭ \{x})

and p(s,X c
ǭ \ {x}) =

∑

x′∈X c
ǭ \{x} p(s, x

′). Here, the cut {Xǭ ∪ {x},Xǭ \ {x}}
denotes that element x is removed from the ‘high risk’ set

Xǭ and the LHS of (13) measures the probability that the

resulting maximum absolute value of the log-lift exceeds ǭ if

the X-invariant randomization is applied to Xǭ \ {x}.

We do the following experiment to compare the two re-

laxation methods. Set |S| = 15 and |X | = 20 and ǭ = 1.

Uniformly randomly generate the joint probability distribution

p(s, x). To obtain the relaxation set X c
ǫ,ǭ in (12) based on

the α-lift, we set α = 10, ǫ = 0.45 and apply the X-

invariant randomization r∗(y|x) to X c
ǫ,ǭ; For the relaxation

method proposed in [8, Section V-A], we first obtain X c
ǭ

and then set δ = 0.01, refine the set X c
ǭ by (13) and apply

r∗(y|x).7 Repeating this procedure for 5000 times, we plot the

6Recall that as α increase, ℓα(x) → maxs∈S l(s, x), i.e., we become
more conservative about the ‘high risk’ events along the S dimension. But, the
conservativeness over the X dimension is tuned by ISα (S;Y ) and ĪSα (S; Y ):
ISα (S; Y ) = α

α−1
logE[ℓα(Y )] measures the expected value of ℓα(y), while

ĪSα (S; Y ) = α
α−1

logmaxy∈Y ℓα(Y ) focuses on the maximum of ℓα(y).
7As in [8, Algorithm 1], an additional parameter ǫmax = 4 is

applied to control the resulting maximum absolute value of the log-
lift. That is, an x ∈ X c

ǭ is removed from X c
ǭ if (13) holds and

max{maxx′∈Xǭ∪{x}|i(s,x′)|,i(s,Xc
ǭ \{x})} ≤ ǫmax. The blue plot is the

same as [8, Fig. 2].
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Fig. 2: The CDF of NMIL comparing the relaxation method

in this paper (using α-lift to obtain X c
ǫ,ǭ from (12)) versus

the refinement of X c
ǭ using the condition (13) proposed in [8,

Section V-A].

cumulative distribution function (CDF) of the resulting NMIL

in Fig. 2. By and large, applying X-invariant randomization

r∗(y|x) to the refined subset X c
ǫ,ǭ produces lower NMIL more

frequently, but incurs a slightly larger tail for high NMIL.

It can produce better utility (smaller NMIL) compared to

the relaxation method proposed in [8, Section V-A]. We also

measure the resulting δ, the probability that the maximum

absolute value of the log-lift goes above ǭ = 1, for the

relaxation method based on X c
ǫ,ǭ. We find that for 99% of

the time, δ < 0.024. Finally, the relaxation method in [8,

Section V-A] is a two-step approach: X c
ǭ is obtained first

and then recursively refined by (13), while the set X c
ǫ,ǭ can

be obtained in one go (once α and ǫ are set). That is, the

relaxation by the α-lift is less complex than [8, Section V-A].

V. CONCLUSION

We proposed an α-lift ℓα(x) for each instance x ∈ X ,

which is tunable between the existing maximum lift (over

S) and the weighted lift w.r.t. the marginal probability p(s)
of the sensitive data S. We adopted the α privacy watchdog

privatization scheme, which is the existing watchdog method

based on α-lift, and studied its optimality. A threshold ǫ

is applied to filter out X c
ǫ containing all x’s such that the

logarithm of α-lift exceeds ǫ. While the set X \ X c
ǫ is re-

leased unperturbed, we proved that the optimal randomization

scheme r∗(y|x), ∀x, y ∈ X c
ǫ is X-invariant. We revealed the

interpretation of the Sibson mutual information ISα (S;Y ) in

data privacy in terms of E[ℓα(y)] and defined ĪSα (S;Y ) using

maxy∈Y ℓα(y). It was shown that an X-invariant r∗(y|x) also

minimizes ISα (S;Y ) and ĪSα (S;Y ).
There are some aspects that can be further studied following

this paper. First, the interpretation of the Sibson mutual

information in data privacy should be further explored by

observing the role of α when it changes from 1 to ∞. The

study should also involve a comparison to the Arimoto mutual

information that is used in the α-leakage in [6]. Second, for

l(s, y) = p(s|y)
p(s) denoting how different p(s|y) is from p(s),

a smaller value of mins∈S l(s, y) also denotes a high privacy

leakage. Therefore, it is worth exploring how one can propose

an α-lift that is tunable between not only maxs∈S l(s, y), but
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Fig. 3: The α-lift ℓα(x) for the conditional probability p(x|s)
in Table I. Here, ρ = p(S = 1).

also mins∈S l(s, y). Third, as pointed out in Section IV, it

worth understanding the tradeoff between taking maximum

α-lift over Y versus increasing α.

APPENDIX A

EXAMPLE FOR α-LIFT

Rewrite the α-lift (2) as ℓα(x) =
(
∑

s p(s)p(x|s)α)1/α∑
s p(s)p(x|s) . This

expression states that increasing the marginal probability p(s)
for s having larger p(x|s) does not necessarily increase the

value of ℓα(x). For the conditional probability p(x|s) in

Table I, consider the marginal probability p(S = 1) = ρ and

p(S = 2) = 1 − ρ for ρ ∈ [0, 1]. For α = 2, consider the

instance X = c, where p(X = c|S = 1) > p(X = c|S = 2).

The α-lift is ℓ2(X = c) =
√
0.01+0.48ρ
0.1+0.6ρ . Observe the change of

ℓ2(X = c) as ρ increases. For ρ ≤ 0.125,
dℓ2(X=c)

dρ ≥ 0 and

so ℓ2(X = c) is increasing. But, for ρ > 0.125,
dℓ2(X=c)

dρ < 0,

ℓ2(X = c) is decreasing. See Fig. 3.

APPENDIX B

PROOF OF (9)

p(X c
ǫ )
(

∑

s

p(s)p(y|s)α
)1/α

− p(y)
(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

= p(X c
ǫ )
(

∑

s

p(s)
(

∑

x∈X c
ǫ

r(y|x)p(x|s)
)α
)1/α

−
(

∑

x∈X c
ǫ

r(y|x)p(x)
)(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

= p(X c
ǫ )
(

∑

s

p(s)
(

p(X c
ǫ |s)−

∑

y′∈X c
ǫ : y′ 6=y

p(y′|s)
)α)1/α

−

(

p(X c
ǫ )−

∑

y′∈X c
ǫ : y′ 6=y

p(y′)
)(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

(14)

≥ p(X c
ǫ )
[(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

−

(

∑

s

p(s)
(

∑

y′∈X c
ǫ : y′ 6=y

p(y′|s)
)α)1/α]

−



(

p(X c
ǫ )−

∑

y′∈X c
ǫ : y′ 6=y

p(y′)
)(

∑

s

p(s)p(X c
ǫ |s)

α
)1/α

(15)

=
∑

y′∈X c
ǫ : y′ 6=y

p(y′)
(

∑

s

p(s)p(X c
ǫ |s)

α
)

1

α

−

p(X c
ǫ )
(

∑

s

p(s)
(

∑

y′∈X c
ǫ : y′ 6=y

p(y′|s)
)α) 1

α

≥
∑

y′∈X c
ǫ : y′ 6=y

[

p(y′)
(

∑

s

p(s)p(X c
ǫ |s)

α
)

1

α

−

p(X c
ǫ )
(

∑

s

p(s)p(y′|s)α
)

1

α
]

> 0 (16)

Equality (14) is obtained by substituting r(y|x) by 1 −
∑

y′∈X c
ǫ : y′ 6=y r(y

′|x); Inequality (15) and (16) are due to the

Minkowski inequality.8 The last strict inequality is due to the

assumption in the proof that for all y′ ∈ X c
ǫ such that y′ 6= y,

we have ℓα(y
′) < ℓ̄α.
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