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Abstract— A rate-distortion problem motivated by the con-
sideration of semantic information is formulated and solved.
The starting point is to model an information source as a
pair consisting of an intrinsic state which is not observable,
corresponding to the semantic aspect of the source, and an
extrinsic observation which is subject to lossy source coding.
The proposed rate-distortion problem seeks a description of the
information source, via encoding the extrinsic observation, under
two distortion constraints, one for the intrinsic state and the
other for the extrinsic observation. The corresponding state-
observation rate-distortion function is obtained, and a few case
studies of Gaussian intrinsic state estimation and binary intrinsic
state classification are studied.

I. INTRODUCTION

In his landmark paper [1], Shannon explicitly excluded
semantic aspects from his framework of information the-
ory, saying “these semantic aspects of communication are
irrelevant to the engineering problem.” This exclusion has
been followed throughout the development of the core of
information theory; see, e.g., [2]. Nevertheless, efforts to
characterize semantic aspects of messages and incorporate
them into information processing and transmission have been
pursued since the inception of information theory; see, e.g.,
[3] [4] [5] [6] for a few representative works that cover an
extensive range of issues in this context.

In this work, we propose an information theoretic model,
motivated by the consideration of semantic information, which
has gained much interest recently in the development of 5G
and beyond wireless systems [7] [8]. Instead of seeking a
task-independent universal characterization of semantic infor-
mation, which still appears elusive, we argue that, for many
applications the semantic aspects of information correspond to
the accomplishment of certain inference goals. So by semantic
information, we actually mean that there exists some intrinsic
state (i.e., “feature”) embedded in the sensed extrinsic obser-
vation (i.e., “appearance”), and the interest of the destination is
not merely the extrinsic observation, but also the intrinsic state.
Hence, if we consider an information theoretic characterization
of such a “semantic” information source, the task of coding
is to efficiently encode the extrinsic observation so that the
decoder can infer both the intrinsic state and the extrinsic
observation, subject to fidelity criteria on both, simultaneously.

As related topics, the information bottleneck [9] [10] and
the privacy funnel [11] [12] are, in a certain sense, dual

concepts, and both place constraints in terms of information
measures. Task-based compression has been tackled mainly
from the perspective of quantizer design [13]. It has been
demonstrated that steering the design goal according to the
task leads to performance benefits compared with conventional
task-agnostic approach, a conclusion in line with what we
advocate in our work. The perception-distortion tradeoff [14]
imposes an additional constraint on the probability distribution
of the reproduction. None of these related works proposes to
decompose the information source into intrinsic and extrinsic
parts as in our work, let alone investigate the joint behavior
of them. In [15], a similar intrinsic state-extrinsic observation
model is studied, but the encoder is designed based on the
marginal distribution of the extrinsic observation only.

We describe the proposed problem formulation in Section
II. We then recognize the proposed problem as a lossy source
coding problem with two distortion constraints, one of which
is with respect to the unobservable intrinsic state and its
reproduction. This problem thus can be cast as an instance of
the so-called “indirect rate-distortion problem” [16] [17] [18]
[19]. We present the corresponding rate-distortion function in
Section III. We then investigate several case studies when
the intrinsic state and the extrinsic observation are jointly
Gaussian, and when the intrinsic state is Bernoulli with
conditionally Gaussian extrinsic observations, in Section IV
and Section V, respectively. Finally, we conclude the paper in
Section VI.

II. PROBLEM FORMULATION

The mathematical problem formulation is as follows; see
Figure 1 for an illustration. We describe a memoryless in-
formation source as a tuple of random variables, (S,X) with
joint probability distribution p(s, x) in product alphabet S×X.
We interpret S as the intrinsic state, which captures the
“semantic” aspect of the source and is not observable, and
X as the extrinsic observation of the source, which captures
the “appearance” of the source to an observer.

For a length-n independent and identically distributed (i.i.d.)
sequence from the source, (Sn,Xn), a source encoder fn of
rate R is a mapping that maps Xn into an index W within
{1, 2, . . . , 2nR}, and a corresponding decoder gn is a mapping
that maps W into a pair (Ŝn, X̂n) drawn values from product
alphabet Ŝ× X̂. We consider two distortion metrics, ds(s, ŝ) :
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Fig. 1. Illustration of system model.

S × Ŝ 7→ R+ ∪ {0} that models the semantic distortion, and
da(x, x̂) : X × X̂ 7→ R+ ∪ {0} that models the appearance
distortion, respectively. So the block-wise distortions are

ds(s
n, ŝn) =

1

n

n∑
i=1

ds(si, ŝi), (1)

da(xn, x̂n) =
1

n

n∑
i=1

da(xi, x̂i), (2)

respectively.
For example, the intrinsic state may be categorical, as the

label for certain classification task, and the extrinsic obser-
vation may be an image or video clip whose content reflects
and depends upon the intrinsic state. In applications, a remote
viewer may be interested in the extrinsic observation (i.e.,
image or video clip) itself, whereas another remote pattern
classifier may instead be interested in inferring the intrinsic
state (i.e., the label) from the encoded extrinsic observation.1

We say that a rate-distortion triple (R,Ds, Da) is achievable
if there exists a sequence of encoders {fn} and decoders {gn}
at rate R such that as n grows without bound, the expected
distortions satisfy

lim
n→∞

Eds(S
n, Ŝn) ≤ Ds, (3)

lim
n→∞

Eda(Xn, X̂n) ≤ Da. (4)

The boundary of the set of all achievable rate-distortion triples
is defined as the state-observation rate-distortion function
(SORDF).

III. CHARACTERIZATION OF SORDF

The following theorem characterizes the SORDF.
Theorem 1: The SORDF of the problem setup considered

in Section II is

R(Ds, Da) = min I(X; Ŝ, X̂), (5)

s.t. Ed̂s(X, Ŝ) ≤ Ds, (6)
Eda(X, X̂) ≤ Da, (7)

where d̂s(x, ŝ) =
1

p(x)

∑
s∈S

p(s, x)ds(s, ŝ). (8)

1Note that in general the intrinsic state is not a deterministic function of,
and hence cannot be perfectly recovered from, the extrinsic observation; see,
e.g., [20, Chap. 2 and 3].

Proof: The SORDF (5) is basically a combination of the
indirect rate-distortion function [16] [17] [18, Chap. 3, Sec. 5]
[19] and the rate-distortion function with multiple distortion
constraints [21, Sec. VII] [22, Prob. 7.14] [2, Prob. 10.19].
Hence we only give a sketch of its proof.

A general and unified approach to the indirect rate-distortion
function, as adopted in [19], is first showing that the one-shot
expected distortion Eds(S, Ŝ) is equivalent to Ed̂s(X, Ŝ), and
then invoking a tensorization argument to extend the one-shot
equivalence to block codes. Here we combine these two steps,
to show that for an arbitrary encoder-decoder pair, the original
semantic distortion constraint (3) is equivalent to

lim
n→∞

Ed̂s(X
n, Ŝn) ≤ Ds, (9)

where d̂s(xn, ŝn) = 1
n

∑n
i=1 d̂s(xi, ŝi). To prove this, consider

an arbitrary encoder-decoder pair, for which it holds that

Eds(S
n, Ŝn) =

∑
sn,ŝn

p(sn, ŝn)ds(s
n, ŝn)

=
∑

sn,xn,ŝn

p(sn, xn, ŝn)ds(s
n, ŝn)

(a)
=

∑
sn,xn,ŝn

p(sn|xn)p(xn, ŝn)ds(s
n, ŝn)

=
∑
xn,ŝn

p(xn, ŝn)
∑
sn

p(sn|xn)ds(s
n, ŝn)

(b)
=

∑
xn,ŝn

p(xn, ŝn)
1

n

n∑
i=1

d̂s(xi, ŝi), (10)

where (a) is due to the Markov chain relationship Sn ↔ Xn ↔
Ŝn, and (b) is due to the i.i.d. property of (Sn,Xn) and the
definition of d̂s in (8).

Subsequently, the problem is reduced into a standard lossy
source coding problem with multiple distortion constraints [21,
Sec. VII] [22, Prob. 7.14] [2, Prob. 10.19], and the SORDF
(5) follows from standard achievability and converse proof
techniques. �

Similar to rate-distortion functions with a single distortion
constraint, we have the following properties of R(Ds, Da).

Proposition 1: 1) R(Ds, Da) is monotonically nonin-
creasing with Ds and Da.

2) R(Ds, Da) is jointly convex with respect to (Ds, Da).
3) For any rate R ≥ 0, the contour set of (Ds, Da) such

that R(Ds, Da) ≤ R is convex.
The proof of the first two properties is exactly the same

as that for standard rate-distortion functions [18], [2], and the
third property is an immediate corollary of the second property.

IV. CASE STUDY: JOINTLY GAUSSIAN MODEL

Consider the case where S and X are jointly Gaussian
vectors with zero mean and covariance matrix[

ΣS ΣSX

ΣT
SX ΣX

]
, (11)

and the distortion metrics are squared error, as ds(s, ŝ) = ‖s−
ŝ‖2 and da(x, x̂) = ‖x− x̂‖2 respectively.



Note that conditioned upon x, S is conditionally Gaussian as
S|x ∼ N

(
ΣSXΣ−1X x,ΣS −ΣSXΣ−1X ΣT

SX

)
. So the equivalent

semantic distortion metric is

d̂s(x, ŝ) = ES|x‖S− ŝ‖2

= tr
[
ΣS −ΣSXΣ−1X ΣT

SX

]
+ ‖ΣSXΣ−1X x− ŝ‖2,(12)

where the first trace term is exactly the minimum mean-
squared error (MMSE) of estimating S upon observing X,
denoted as mmse in the sequel. The SORDF hence becomes

R(Ds, Da) = min I(X; Ŝ, X̂), (13)
s.t. E‖ΣSXΣ−1X X− Ŝ‖2 ≤ Ds −mmse, (14)

E‖X− X̂‖2 ≤ Da. (15)

A. R(∞, Da) and R(Ds,∞)

Without the semantic distortion constraint, i.e., Ds = ∞,
R(∞, Da) is the well known rate-distortion function for
vector Gaussian source; alternatively, without the appearance
distortion constraint, i.e., Da =∞, R(Ds,∞) is given by the
following result, which generalizes the case studied in [17] to
jointly Gaussian vectors.

Proposition 2: For the jointly Gaussian source model,
R(Ds,∞) = R1(Ds − mmse), where R1(D) is the rate-
distortion function for ΣSXΣ−1X X under the squared error
distortion metric.

Proof: We consider an estimate-and-compress scheme
which first transforms the source observation X into
ΣSXΣ−1X X, and then encodes the transformed source observa-
tion under mean squared error distortion constraint Ds−mmse.
The resulting achievable rate R1(Ds−mmse) hence constitutes
an upper bound of R(Ds,∞).

To show that the scheme described above is indeed optimal,
consider any Ŝ jointly distributed with X, satisfying the dis-
tortion constraint. Note that ΣSXΣ−1X X↔ X↔ Ŝ constitute a
Markov chain. So according to the data processing inequality,
I(ΣSXΣ−1X X; Ŝ) ≤ I(X; Ŝ). Since this holds for any Ŝ, it holds
when I(X; Ŝ) = R(Ds,∞), and thus

R1(Ds −mmse) ≤ I(ΣSXΣ−1X X; Ŝ) ≤ I(X; Ŝ) = R(Ds,∞),

thereby completing the proof. �

B. Scalar Case

Then we consider the evaluation of R(Ds, Da) for the
special case where both S and X are scalar. Hence ΣS,ΣX

and ΣSX are all scalar-valued, and mmse = ΣS −Σ2
SX/ΣX.

We have the following result regarding its SORDF.
Proposition 3: For the jointly Gaussian source model where

both S and X are scalar, its SORDF is given by

R(Ds, Da) =
1

2
max

{(
log

ΣX

Da

)+

,

(
log

Σ2
SX

ΣX(Ds −mmse)

)+
}
, (16)

for Ds > mmse, Da > 0, where (x)+ denotes max{x, 0}.

Proof: To show the converse, we note that R(Ds, Da)
(13) is lower bounded by both min I(X; Ŝ) under (14) and
min I(X; X̂) under (15). So the first term in the max operand
of (16) is due to the standard Gaussian rate-distortion function,
and the second term is due to Proposition 2.

To show the achievability, we consider two situations. First,
if Da/Σ

2
X ≥ (Ds −mmse)/Σ2

SX, we let (X, Ŝ) be generated
so as to solve the standard Gaussian rate-distortion problem
subject to constraint (14) and hence achieve

I(X; Ŝ) =
1

2

(
log

Σ2
SX

ΣX(Ds −mmse)

)+

. (17)

We further let X̂ = (ΣX/ΣSX)Ŝ, which then satisfies the
constraint (15), and leads to I(X; Ŝ, X̂) = I(X; Ŝ) because
X̂↔ Ŝ↔ X. Alternatively, if Da/Σ

2
X < (Ds −mmse)/Σ2

SX,
we let (X, X̂) be generated so as to solve the standard Gaussian
rate-distortion problem subject to constraint (15), and let Ŝ =
(ΣSX/ΣX)X̂. These then satisfy constraints (14) and (15), and
achieve

I(X; Ŝ, X̂) = I(X; X̂) =
1

2

(
log

ΣX

Da

)+

. (18)

Putting these two situations together establishes the achiev-
ability. �

The interpretation of Proposition 3 is rather straightforward.
Since S and X are both scalar, their “directions” are both
degenerated and the goals of reproducing them can be viewed
as perfectly “aligned”. In the achievability proof, the first
situation arises when Ds is small, i.e., when reproducing S is
more demanding than reproducing X, and the second situation
arises when the opposite is true. In both situations, however,
note that X̂ and Ŝ are proportional with the same proportion.

C. Vector Case

In this subsection we evaluate the SORDF for the special
vector case where S is scalar and ΣSXΣ−1X coincides with one
of the eigenvectors of ΣX, and leave the general vector case
to Appendix. Consider the following model:

X = 1mS + Z, (19)

where S ∼ N(0, σ2
S), 1m is a lengh-m all-one vector, and

Z ∼ N(0, σ2
ZI). Denote the MMSE by mmse =

σ2
Sσ

2
Z

mσ2
S
+σ2

Z

and

set α =
mσ2

S+σ
2
Z√

mσ2
S

. We have the following result.
Proposition 4: For the jointly Gaussian source model (19),

its SORDF is given by:
- if Ds ≥ mmse and mα2(Ds −mmse) ≤ Da ≤ α2(Ds −

mmse) + (m− 1)σ2
Z,

R(Ds, Da) =
1

2
log

(
mσ2

S + σ2
Z

α2(Ds −mmse)

)
+
m− 1

2
log

(
(m− 1)σ2

Z

Da − α2(Ds −mmse)

)
; (20)

- if 0 ≤ Da < mσ2
Z and α2(Ds −mmse) ≥ Da/m,

R(Ds, Da) =
1

2
log

(
m2σ2

S +mσ2
Z

Da

)
+
m− 1

2
log

(
mσ2

Z

Da

)
; (21)



- if 0 ≤ α2(Ds −mmse) < mσ2
S + σ2

Z and Da > α2(Ds −
mmse) + (m− 1)σ2

Z,

R(Ds, Da) =
1

2
log

(
mσ2

S + σ2
Z

α2(Ds −mmse)

)
; (22)

- if mσ2
Z ≤ Da < mσ2

S + mσ2
Z and α2(Ds − mmse) ≥

Da − (m− 1)σ2
Z,

R(Ds, Da) =
1

2
log

(
mσ2

S + σ2
Z

Da − (m− 1)σ2
Z

)
; (23)

- if Da ≥ mσ2
S +mσ2

Z and α2(Ds −mmse) ≥ mσ2
S + σ2

Z,

R(Ds, Da) = 0. (24)
Proof: We give an outline of the proof. The key observation

is that ΣSXΣ−1X ∝ b1 = 1√
m

1m is a unit-norm eigenvector of
ΣX, associated with the eigenvalue mσ2

S +σ2
Z. The remaining

m− 1 unit-norm eigenvectors of ΣX are

bi =

 1√
i(i− 1)

, . . . ,
1√

i(i− 1)︸ ︷︷ ︸
i−1

,−
√
i− 1

i
, 0, . . . , 0︸ ︷︷ ︸

m−i


T

, (25)

for i = 2, . . . ,m, all associated with the identical eigenvalue
σ2
Z. So B = [b1, . . . ,bm]

T is an orthonormal matrix that
decorrelates X. The SORDF problem (13)-(15) can then be
equivalently rewritten as

R(Ds, Da) = min I(BX;αŜ,BX̂), (26)
s.t. E(bT1 X− αŜ)2 ≤ α2(Ds −mmse) (27)
m∑
i=1

E(bTi X− bTi X̂)2 ≤ Da. (28)

Note that the m elements of BX are now decorrelated to be
independent, and hence it can be shown that the minimization
of I(BX;αŜ,BX̂) can be decoupled and converted into a
distortion allocation problem similar to that for the standard
parallel Gaussian reverse waterfilling [2]. The resulting opti-
mization problem becomes

R(Ds, Da) = min
(D1,D2,...,Dm)∈A(Ds,Da)

[
R

(
D1

mσ2
S + σ2

Z

)
+

m∑
i=2

R

(
Di

σ2
Z

)]
, (29)

A(Ds, Da) =
{

(D1, D2, . . . , Dm) : D1 ≤ α2(Ds −mmse),
m∑
i=1

Di ≤ Da, Di ≥ 0,∀i

}
, (30)

where R(x) = 1
2

(
log 1

x

)+
for x > 0. Solving this op-

timization problem, we obtain the SORDF as presented in
Proposition 4. �

According to Proposition 4, the (Ds, Da)-plane is divided
into five regions. This is illustrated in Figure 2. The SORDF
R(Ds, Da) and its contour plot are illustrated in Figure 3. The
region where Ds and Da exhibit a tradeoff is clearly indicated

mmse mmse +σ2Z/α2 σ2S
Ds

0

(m−1)σ2Z

mσ2Z

mσ2S +mσ2Z

D
a

S1 S2

S3

S4

S5

Fig. 2. Illustration of the five regions of (Ds, Da)-plane.

by the two slanted-line boundaries in the contour plot: in that
region, if we encode X regardless of considering S, then extra
distortion on S will be incurred, and vice versa.

D s

mmse
mmse +σ2Z/α2

σ2S
Da

0
(m−1)σ2Zmσ2Zmσ2S +mσ2Z

R(D
s ,D

a )

mmse mmse +σ2Z/α2
Ds

0

(m−1)σ2Z

mσ2Z

D
a

Fig. 3. The SORDF R(Ds, Da) (left) and its contour plot (right).

V. CASE STUDY: CLASSIFICATION

Consider the case where S is a binary state, i.e., a Bernoulli
random variable drawn from {0, 1} with prior probability
1/2 uniformly. The extrinsic observation X is conditionally
Gaussian, as

X ∼ N(A, σ2), if S = 0;X ∼ N(−A, σ2), if S = 1. (31)

So the marginal distribution of X is a Gaussian mixture. We
adopt a Hamming distortion between S and Ŝ, i.e., ds(s, ŝ) =
0 if s = ŝ and 1 otherwise; and a squared error distortion
between X and X̂, i.e., da(x, x̂) = (x− x̂)2.

For this source model, we can obtain its R(Ds,∞) in the
following result.

Proposition 5: For the source model (31), we have

R(Ds,∞) = 1− 1

2

∫ ∞
−∞

[
N+(x) +N−(x)

]
h2(g(x))dx, (32)

for Q(A/σ) ≤ Ds ≤ 1/2, and R(Ds,∞) = 0 for Ds > 1/2,
where

g(x) =

[
1 + exp

(
λ

1− e−2Ax/σ2

1 + e−2Ax/σ2

)]−1
, (33)

wherein λ < 0 is chosen so as to satisfy∫ ∞
−∞

[
N+(x)−N−(x)

]
g(x)dx = 1− 2Ds. (34)



Here we denote by N+(x) and N−(x) the probability density
functions of N(A, σ2) and N(−A, σ2), respectively, and h2(t)
is the binary entropy function, h2(t) = −t log2 t − (1 −
t) log2(1− t), for 0 ≤ t ≤ 1.

Proof: The expression of R(Ds,∞) is obtained by solving
min I(X; Ŝ), subject to the constraint of

Ed̂s(X, Ŝ) ≤ Ds, (35)

by optimizing the conditional probability g(x) = Pr(ŝ = 0|x),
where the expectation Ed̂s(X, Ŝ) can be further evaluated as

1

2

∫ ∞
−∞

[
N−(x)g(x) +N+(x)(1− g(x))

]
dx. (36)

Note that due to the symmetry in the model, the optimal
g(x) should satisfy g(x) + g(−x) = 1, ∀x, and consequently
the resulting Ŝ is uniform Bernoulli. This property is satisfied
by (33). �

The conditional probability g(x) as given by (33) can be
interpreted as a soft weighting of the posterior belief regarding
S upon observing X; see Figure 4. Statistically, observing a
positive x � 0 strongly suggests a possibility of S = 0, and
thus g(x) is large, while observing a negative x� 0 leads to
the opposite; alternatively, the least informative case of x ≈ 0
results in g(x) ≈ 1/2. A noteworthy consequence revealed by
Proposition 5 is that the naive scheme of performing locally
optimal (Bayesian) classification and encoding the binary
classification is suboptimal (indicated as “Local classification
+ Compression” in Figure 4), except for the extreme case of
Ds = Q(A/σ). This is different from the jointly Gaussian case
in Section IV, where Proposition 2 (see also [17]) indicates
the the estimate-and-compress scheme is optimal.

−3 −2 −1 0 1 2 3
x

0.0

0.2

0.4

0.6

0.8

1.0

g(
x)

Ds=0.50
Ds=0.39
Ds=0.27
Ds=0.16

0.1587 0.5000
Ds

0

1

R(Ds, ∞)
Local classification + Compression

Fig. 4. g(x) (left) and the corresponding R(Ds,∞) (right), A = σ2 = 1,
Q(A/σ) = 0.1587.

Based upon Proposition 5, we have the following achiev-
ability result.

Proposition 6: For the source model (31), we have

R(Ds, Da) ≤ min
D∈[Q(Aσ ),Ds]

{
R(D,∞) +

1

2

(
log

η

Da

)+
}
, (37)

η =

∫ ∞
−∞

(x− γ)2
[
N+(x) +N−(x)

]
gD(x)dx,

γ =

∫ ∞
−∞

x
[
N+(x) +N−(x)

]
gD(x)dx,

where gD(x) is given by (33) satisfying (34) whose right hand
side is now replaced by 1− 2D.

Proof: Here we give an outline of a coding scheme that leads
to the proof of Proposition 6. We first apply Proposition 5 to
encode X into Ŝ at rate R(D,∞) so as to satisfy the semantic
distortion constraint Ds, noting that D ∈ [Q(A/σ), Ds]. Then,
conditioned upon Ŝ, we encode X − E[X|Ŝ] into X̃ using
an i.i.d. Gaussian codebook ensemble with mean squared
error distortion constraint Da, which can be successfully

accomplished at rate 1
2

(
log η

Da

)+
[23, Thm. 3]. Finally, the

decoder reproduces X̂ = X̃+E[X|Ŝ]. Since the aforementioned
scheme applies to any D ∈ [Q(A/σ), Ds], optimizing D leads
to (37). �

Figure 6 displays the achievable upper bound of R(Ds, Da)

in (37). For comparison, we also plot (1/2)
[
log
(
σ2/Da

)]+
,

which corresponds to the rate-distortion function under the
ideal scenario where both the encoder and the decoder know
S perfectly, and (1/2)

[
log
(
(A2 + σ2)/Da

)]+
, which corre-

sponds to the naive scheme which directly encodes X subject
to the squared error distortion with an i.i.d. Gaussian codebook
ensemble.

0 2 4 6 8 10 12
Da

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
Ds=0.50
Ds=0.30
Ds=0.10

[12log2(A
2+ σ2
Da )]

[12log2(σ
2
Da)]

Fig. 5. Achievable upper bound of R(Ds, Da) in (37), A2/σ2 = 10.

VI. CONCLUSION

We have provided a general rate-distortion framework for
characterizing an information source that can be modeled
as a tuple of an intrinsic state and an extrinsic observation.
Two issues are particularly relevant for the application of this
framework — first, developing efficient numerical algorithms
for computing the SORDF for general sources, and second,
estimating the SORDF when only finite training data of the
intrinsic state-extrinsic observation pair is available.
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APPENDIX: SORDF OF GENERAL JOINTLY GAUSSIAN
MODEL

For all Ds > mmse, Da > 0, the value R(Ds, Da) of
SORDF of the jointly Gaussian model has been shown in
Section IV to be the solution of the optimization problem
described by (13)-(15). We now proceed to solve this problem.

This problem is a Gaussian rate-distortion problem with two
distortion constraints, where [ΣSXΣ−1X X,X] is the source and
[Ŝ, X̂] is the reproduction.

The following lemma, whose proof is an immediate conse-
quence of the maximum entropy property of vector Gaussian

distribution under a covariance constraint, is useful for our
derivation.

Lemma 1: If X is a Gaussian random vector with zero mean
and covariance matrix ΣX, and X̂ is a random vector with the
same dimension as X, then

I(X; X̂) ≥ 1

2
log

(
det(ΣX)

det(∆)

)
, (38)

where ∆ = E((X−X̂)(X−X̂)T ). Equality holds if and only if
X− X̂ and X̂ are two independent zero-mean Gaussian vectors
with covariance matrices ∆ and ΣX −∆ respectively.

Denote the dimension of X and X̂ by m and the dimension
of S and Ŝ by l. Consider any random vectors Ŝ ∈ Rl×1
and X̂ ∈ Rm×1 that satisfy (14) and (15). A lower bound of
I(X; Ŝ, X̂) then follows from Lemma 1. Define random vector
X̄ = E(X|Ŝ, X̂) and matrix ∆̄ = E((X−X̄)(X−X̄)T ). Clearly,
X↔ (Ŝ, X̂)↔ X̄ form a Markov chain, so

I(X; Ŝ, X̂) ≥ I(X; X̄). (39)

By Lemma 1, we have

I(X; X̄) ≥ 1

2
log

(
det(ΣX)

det(∆̄)

)
. (40)

Note that X̄ is an MMSE estimate of X, and ΣSXΣ−1X X̄ =

E(ΣSXΣ−1X X̄|Ŝ, X̂) is an MMSE estimate of ΣSXΣ−1X X,
upon observing (Ŝ, X̂). Hence we have the following two
inequalities:

E(‖X− X̄‖2) ≤ E(‖X− X̂‖2), (41)

E(‖ΣSXΣ−1X X−ΣSXΣ−1X X̄‖2) ≤ E(‖ΣSXΣ−1X X− Ŝ‖2).
(42)

On the other hand, E(‖X − X̄‖2) = tr(∆̄) and
E(‖ΣSXΣ−1X X − ΣSXΣ−1X X̄‖2) = tr(ΣSXΣ−1X ∆̄Σ−1X ΣSX).
Along with (14) and (15), we thus get

tr(∆̄) ≤ Da, (43)

tr(ΣSXΣ−1X ∆̄Σ−1X ΣT
SX) ≤ Ds −mmse. (44)

Note that both ∆̄ and ΣX − ∆̄ are positive semidefinite,
and we can define the set

A(Ds, Da) = {∆ ∈ Rm×m|0m×m ≤∆ ≤ ΣX,

tr(ΣSXΣ−1X ∆Σ−1X ΣT
SX) ≤ Ds −mmse, tr(∆) ≤ Da},

(45)

which ∆̄ should belong to.
From (39) and (40), we obtain the lower bound

I(X; Ŝ, X̂) ≥ min
∆∈A(Ds,Da)

1

2
log

(
det(ΣX)

det(∆)

)
. (46)

The lower bound (46) is in fact achievable. To see this, let
∆∗ be the solution of the optimization of (46), and X̂ and Z
be independent zero-mean Gaussian vectors with covariance
matrices ΣX −∆∗ and ∆∗ respectively. Define X = X̂ + Z
and Ŝ = ΣSXΣ−1X X̂. So X ∼ N(0m×1,ΣX) and I(X; Ŝ, X̂) =

I(X; X̂). Straightforward calculations yield E(‖ΣSXΣ−1X X −



Ŝ‖2) = tr(ΣSXΣ−1X ∆∗Σ−1X ΣT
SX) and E(‖X − X̂‖2) =

tr(∆∗), so the distortion constraints (14) and (15) are satisfied.
By Lemma 1, we have that equality in (46) is achieved by ∆∗.

In conclusion, the SORDF of the jointly Gaussian model is
given by

R(Ds, Da) = min
∆∈A(Ds,Da)

1

2
log

(
det(ΣX)

det(∆)

)
. (47)

A variety of software libraries are available to solve the
semidefinite programming of R(Ds, Da).

It can be verified that the solution of the case (19) in Section
IV-C is consistent with our general solution here. Below is
another example which cannot be manually solved in closed
form.

Example 1: Let S and W be independent zero-mean Gaus-
sian vectors with covariance matrices ΣS and ΣW respec-
tively, and define X = HS + W, where

ΣS =

(
1

2

)
,ΣW =

10
1

0.1

 ,H =

 1 0
0 −1

0.5 1

 .

So (S,X) is the Gaussian semantic source, and we compute
its SORDF by CVXPY, as shown in Figure 6.

Fig. 6. Contour plot of SORDF in Example 1. Ds,min = mmse, Ds,max =
tr(ΣS), Da,min = 0, and Da,max = tr(HΣSHT + ΣW).


