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Abstract—The hierarchical and recursive expressive capability
of rooted trees is applicable to represent statistical models
in various areas, such as data compression, image processing,
and machine learning. On the other hand, such hierarchical
expressive capability causes a problem in tree selection to avoid
overfitting. One unified approach to solve this is a Bayesian
approach, on which the rooted tree is regarded as a random
variable and a direct loss function can be assumed on the selected
model or the predicted value for a new data point. However,
all the previous studies on this approach are based on the
probability distribution on full trees, to the best of our knowledge.
In this paper, we propose a generalized probability distribution
for any rooted trees in which only the maximum number of
child nodes and the maximum depth are fixed. Furthermore, we
derive recursive methods to evaluate the characteristics of the
probability distribution without any approximations.

I. INTRODUCTION

The hierarchical and recursive expressive capability of
rooted trees is utilized in various fields of study. They serve
as an index of a statistical model or function, i.e., one
rooted tree τ corresponds to one statistical model p(x; τ)
or one function fτ (x). For example, for text compression in
information theory, a rooted tree represents a set of contexts,
which are strings of the most recent symbols and govern
the probabilistic generation of the next symbol at each time
point. This tree is known as a context tree [1]–[5]. In image
processing, a rooted tree represents a procedure to capture non-
stationarity among variable size block regions, and it is known
as quadtree block partitioning [6], [7]. In machine learning,
a rooted tree represents a nonlinear function that comprises
many conditional branches and is known as a decision tree
[8]–[11].

However, such hierarchical expressive capability causes
difficulty in tree selection, i.e., the selection of one statistical
model or function. Since the deeper tree hierarchically contains
the shallow one, the most likely tree for given data is inevitably
the deepest one. This results in losing the consistency of the
estimated model or deteriorating the prediction accuracy for a
new data point.1

Approaches to this difficulty are divided into two types.
The first one is a non-Bayesian approach. On this approach,
previous studies regarded the rooted trees as unknown con-
stants. They have provided algorithmic modifications of the

1Such a phenomenon is called “overfitting” in the field of machine learning
at times.

tree selection, e.g., applying a stopping rule for node ex-
pansion [6], [8], introducing a normalization term into the
objective function [10], or averaging the statistical models
or the functions with some weights [1], [9], [10]. However,
these algorithmic modifications are heuristic at times. Model
selection criteria such as Akaike’s information criterion (AIC)
[12] can also be applied if the tree corresponds to a statistical
model.

The second one is a Bayesian approach. On this approach,
previous studies regarded the rooted trees as a random variable
and assumed a prior distribution, which provided a unified so-
lution to the difficulty in the tree selection. They could directly
assume a loss function for the estimated tree or the predicted
value for a new data point based on the Bayes decision theory
(see, e.g., [13]).2 This enables selecting one rooted tree or
combining them according to the posterior distribution. In
particular, deeper trees will be avoided by assigning a high
prior probability to a shallow tree and a low prior probability
to a deep tree. In terms of text compression, the complete
Bayesian interpretation of the context tree weighting method
was investigated by the authors of [2], [3]. Moreover, similar
results obtained from rich real data analysis have been reported
recently [4], [5].3 In image processing, the authors of [7]
regarded the quadtree as a stochastic model and optimally
estimated it under the Bayes criterion. In machine learning,
the authors of [11] redefined the decision tree as a stochastic
generative model to improve various tree weighting methods
(e.g., [9]). The mathematically essential part of these studies
was summarized in [15]. However, all these studies are based
on a probability distribution on full trees, i.e., the rooted trees
whose inner nodes have the same number of children.

In this paper, we adopt the second approach and propose
a generalized probability distribution on any rooted trees in
which only the maximum number of child nodes and the
maximum depth are fixed. Consequently, we derive recursive
methods to evaluate the characteristics of the probability
distribution on rooted trees. They enable us to calculate
marginal distributions for each node, the mode of the tree
distribution, expectations of some class of functions, and

2Although the Bayes decision theory is typically applied to statistical
models with unknown continuous parameters, it is also applicable to statistical
models with unknown discrete random variables such as rooted trees (see, e.g.,
[14]).

3Note that the prior form reported in [4], [5] is restricted and cannot be
updated as a posterior, in contrast to that reported in [2], [3].
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Fig. 1. The notations for the rooted trees.

the posterior distribution for a class of likelihoods, without
any approximations. Although the computational complexity
of our methods exponentially increases with respect to the
maximum number of child nodes, this is not so problematic
in some practical situations. An example of applications will
be described in Section VI.

The remainder of this paper is organized as follows: In
Section II, we present the notations used herein. In Section
III, we define the prior on rooted trees. In Section IV, we
describe the algorithms for calculating the properties of the
proposed distribution, e.g., a marginal distribution for each
node, an efficient calculation of the expectation, mode, and
the posterior distribution. In Section V, we discuss the use-
fulness of our distribution in statistical decision theory and
hierarchical Bayesian modeling. In Section VI, we describe
an example of applications of our probability distribution. In
Section VII, we propose some future work. In Section VIII,
we conclude the paper.

II. NOTATIONS USED FOR ROOTED TREES

In this section, we define notations for the rooted trees.
They are shown in Fig. 1. Let kmax ∈ N denote the maximum
number of child nodes and dmax ∈ N denote the maximum
depth. Let τp = (Vp, Ep) denote the perfect4 kmax-ary rooted
tree whose depth is dmax and root node is vλ. Vp and Ep
denote the set of the nodes and edges of it, respectively. Then,
let Ip ⊂ Vp and Lp ⊂ Vp denote the set of the inner nodes
and the leaf nodes of τp, respectively. For each node v ∈ Vp,
Chp(v) ⊂ Vp denote the set of child nodes of v on τp, and vpa
denote the parents node of v. Notations used for the relation
between two nodes v, v′ ∈ Vp are as follows. Let v � v′

denote that v is an ancestor node of v′, (v′ is a descendant
node of v), v � v′ denote that v is an ancestor node of v′ or
v′ itself, (v′ is a descendant node of v or v itself), An(v) :=
{v′ ∈ Vp | v′ � v}, and Dep(v) := {v′ ∈ Vp | v′ ≺ v}.

Subsequently, we consider rooted subtrees of τp in which
their root nodes are the same as vλ. Let T denote the set of
all rooted subtrees of τp. They are called rooted subtrees and
τp is called the base tree. Let Vτ and Eτ denote the set of the
nodes and the edges of τ ∈ T , respectively. Let Iτ ⊂ Vτ and
Lτ ⊂ Vτ denote the set of the inner nodes and the leaf nodes

4“Perfect” means that all inner nodes have exactly kmax children and all
leaf nodes have the same depth.

Fig. 2. Examples of zτv for some nodes v in τ , which is shown with the
solid lines. Here, kmax = 3 and dmax = 2.

of τ ∈ T , respectively. Lastly, let Ev→v′ denote edges on the
path from v to v′.

III. DEFINITION OF PROBABILITY DISTRIBUTION ON
ROOTED SUBTREES

In this section, we define a probability distribution on rooted
subtrees T . Let T denote the random variable on T , and τ
denote its realization.

Definition 1: For τ ∈ T , we define a vector zτv ∈ {0, 1}kmax

representing an edge spreading pattern of v in Vτ as

zτv :=

{
(zτvv′)v′∈Chp(v) := (I{v′ ∈ Vτ})v′∈Chp(v), v ∈ Ip,
0, v ∈ Lp,

(1)

where I{·} denotes the indicator function.
Example 1: Figure 2 shows examples of zτv .
Definition 2: Let θv(z) ∈ [0, 1] be a given hyperparameter

(a mapping from {0, 1}kmax to [0, 1]) of a node v ∈ Vp,
which satisfies

∑
z∈{0,1}kmax θv(z) = 1. Then, we define a

probability distribution on T as follows.

p(τ) :=
∏
v∈Vτ

θv(z
τ
v ) for all τ ∈ T , (2)

where θv(0) = 1 for v ∈ Lp.
Intuitively, θv(zτv ) represents the probability that v has

the edge spreading pattern zτv under the condition that v is
contained in the tree τ .5 Therefore, the occurrence probability
of a rooted subtree exponentially decays as its depth increases.

Example 2: The right-hand side of Fig. 3 shows an example
of a probability that a tree occurs under given hyperparameters
in the left side of Fig. 3.

Remark 1: Definition 2 contains the definition of the prob-
ability distribution for the full trees in [15] as a specific case
when there exists αv ∈ [0, 1] for each v ∈ Ip such that

θv(z) =


αv, z = (1, 1, . . . , 1),

1− αv, z = 0,

0, otherwise.

(3)

Theorem 1: The quantity p(τ) defined as in (2) fulfills the
condition of the probability distribution, that is,

∑
τ∈T p(τ) =

1.

5It will be proved as a theoretical fact in Remark 2.



Fig. 3. An example of the probability that the subtree τ shown in right-hand side is generated from the base tree with the parameters shown in the left. Here,
kmax = 2 and dmax = 2.

We will first prove Lemma 1, which is the essential lemma
since it is not used only in the proof of Theorem 1 but also
in the proof of other theorems later.

Lemma 1: Let F : T → R be a real-valued function on the
set T of the rooted subtrees of the base tree τp. If F has the
form

F (τ) =
∏
v∈Vτ

Gv(z
τ
v ) for all τ ∈ T , (4)

where Gv : {0, 1}kmax → R is real-valued functions on
{0, 1}kmax for each v ∈ Vp, then the summation

∑
τ∈T F (τ)

can be recursively decomposed as follows.∑
τ∈T

F (τ) = φ(vλ), (5)

where φ : Vp → R is defined as below.

φ(v) :=


Gv(0), v ∈ Lp,∑

zv∈{0,1}kmax

{
Gv(zv)

×
∏
v′∈Chp(v)

(φ(v′))
zvv′
}
, v ∈ Ip,

(6)

where zvv′ denotes an element of zv ∈ {0, 1}kmax , which
corresponds to v′ ∈ Chp(v). Note that zv is the local variable
defined in the summation and independent of τ . Therefore, we
denote it without τ . Similar notations will be used throughout
this paper.

Proof: The cases of the sum is divided as follows.∑
τ∈T

F (τ)

=
∑
τ∈T

∏
v∈Vτ

Gv(z
τ
v ) (7)

=
∑

zvλ∈{0,1}kmax

∑
τ∈T :zτvλ

=zvλ

∏
v∈Vp

Gv(z
τ
v ) (8)

Fig. 4. Structure of the trees in {τ ∈ T |zτvλ = zvλ}, where kmax = 3 and
zvλ = (1, 0, 1). All of them have the root node vλ whose edge spreading
pattern is zvλ = (1, 0, 1). The other structure is determined by choosing
subtrees from T vλ0 and T vλ1 .

=
∑

zvλ∈{0,1}kmax

Gvλ(zvλ)
∑

τ∈T :zτvλ
=zvλ

∏
v∈Vp\{vλ}

Gv(z
τ
v ).

(9)

We focus on the tree τ whose root node vλ has the edge
spreading pattern zτvλ = zvλ . Let k denote the number of
edges emitted from vλ, that is, k :=

∑
v∈Chp(vλ)

zvλv . We
index them in an appropriate order, and let vλi denote the i-
th child node of vλ for i ∈ {0, 1, . . . , k − 1}, which satisfies
zvλvλi = 1. The other structure of τ is determined by the shape
of k subtrees whose root nodes are (vλi)i∈{0,...,k−1} (see Fig.
4). Let T vλi denote the set of subtrees whose root node is vλi.
Then, there is a natural bijection from {τ ∈ T |zτvλ = zvλ} to
the product set T vλ0×· · ·×T vλ k−1 . Therefore, the summation
of (9) is further factorized. Consequently, we have

(9) =
∑

zvλ∈{0,1}kmax

{
Gvλ(zvλ)



×
∑

(τ0,...,τk−1)∈T vλ0×···×T vλ k−1

[ ∏
v∈Vτ0

Gv(z
τ0
v )

· · ·
∏

v∈Vτk−1

Gv(z
τk−1
v )

]}
(10)

=
∑

zvλ∈{0,1}kmax

{
Gvλ(zvλ)

×
∑

τ0∈T vλ0
· · ·

∑
τk−1∈T vλ k−1

[ ∏
v∈Vτ0

Gv(z
τ0
v )

· · ·
∏

v∈Vτk−1

Gv(z
τk−1
v )

]}
(11)

=
∑

zvλ∈{0,1}kmax

Gvλ(zvλ)

k−1∏
i=0

∑
τ∈T vλi

∏
v∈Vτi

Gv(z
τi
v ). (12)

To unify the notation, let T v denote the set of subtrees
whose root node is v ∈ Vp in general, i.e., we define a notion
similar to T vλi for not only vλ0, vλ1, . . . , vλ k−1 but also any
other nodes v ∈ Vp. By using this notation, we have

(12) =∑
zvλ∈{0,1}kmax

Gvλ(zvλ)
∏

v∈Chp(vλ)

(∑
τ∈T v

∏
v′∈Vτ

Gv′(z
τ
v′)

)zvλv
.

(13)

Then, from (7) and (13), we have∑
τ∈T

∏
v∈Vτ

Gv(z
τ
v )︸ ︷︷ ︸

(a)

=

∑
zvλ∈{0,1}kmax

Gvλ(zvλ)
∏

v∈Chp(vλ)

(∑
τ∈T v

∏
v′∈Vτ

Gv′(z
τ
v′)︸ ︷︷ ︸

(b)

)zvλv
.

(14)

The underbraced parts (a) and (b) have the same structure
except for the depth of the root node of the subtree. Therefore,
(b) can be decomposed in a similar manner from (7) to
(13). We can continue this decomposition to the leaf nodes
vleaf ∈ Lp, where Gvleaf (zvleaf ) = Gvleaf (0). Finally, we have
an alternative definition of φ(v) : Vp → R, which is equivalent
to (6).

φ(v) :=
∑
τ∈T v

∏
v∈Vτ

Gv(z
τ
v ). (15)

The equivalence is confirmed by substituting it into both sides
of (14). Therefore, Lemma 1 is proved. �

Then, the proof of Theorem 1 is as follows.

Proof: Using Lemma 1, we can divide the cases of the
sum and factorize the common terms of

∑
τ∈T p(τ) in the

following recursive manner.∑
τ∈T

p(τ) = φ(vλ), (16)

where

φ(v) :=


θv(0), v ∈ Lp,∑

zv∈{0,1}kmax

{
θv(zv)

×
∏
v′∈Chp(v)

(φ(v′))
zvv′
}
, v ∈ Ip.

(17)

Then, we prove φ(v) = 1 for any node v ∈ Vp by structural
induction. For any leaf node v ∈ Lp, θv(0) = 1 from
Definition 2. Therefore,

φ(v) = θv(0) = 1, v ∈ Lp. (18)

For any inner node v ∈ Ip, assuming φ(v′) = 1 as the
induction hypothesis for any descendant nodes v′ ∈ Dep(v),

φ(v) =
∑

zv∈{0,1}kmax

θv(zv)
∏

v′∈Chp(v)

(φ(v′))
zvv′ (19)

=
∑

zv∈{0,1}kmax

θv(zv)
∏

v′∈Chp(v)

1zvv′ (20)

=
∑

zv∈{0,1}kmax

θv(zv) (21)

= 1. (22)

The last equation is because the assumption of θv(z) described
in Definition 2. Therefore,

∑
τ∈T p(τ) = φ(vλ) = 1 since vλ

is also in Vp. �

IV. PROPERTIES OF PROBABILITY DISTRIBUTION ON
ROOTED SUBTREES

In this section, we describe properties of the probability
distribution on rooted subtrees and methods to calculate them.
All the proofs are in Appendix A. Note that the motivation
and usefulness of Conditions 1, 2, 3, and 4 in this section will
be described in Sections V and VI.

A. Probability of events on nodes and edges

At the beginning, we explain why (zTv = z)∧ (v ∈ VT ) de-
termines a probabilistic event. We consider any z ∈ {0, 1}kmax

and v ∈ Vp are given as non-stochastic constants and fixed.
After that, a rooted subtree is randomly chosen according
to the probability distribution proposed in Section III. Then,
the random variable zTv sometimes satisfies zTv = z and
sometimes not, depending on the realization τ of random
variable T . Similarly, VT sometimes contains v and sometimes
not, depending on its realization τ of random variable T .
Therefore, (zTv = z) ∧ (v ∈ VT ) determines a probabilistic
event on p(τ). Although the probability of this event is trivially
represented as

∑
τ∈T I{(zτv = z) ∧ (v ∈ Vτ )}p(τ), where

I{·} denotes the indicator function, we derive a computa-
tionally efficient form without the summation about τ in the
following.



Theorem 2: For any z ∈ {0, 1}kmax and v ∈ Vp, we have
the following:

Pr{(zTv = z) ∧ (v ∈ VT )}

= θv(z)
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′), (23)

where Evλ→v denotes edges on the path from vλ to v.
Remark 2: In the following, vpa denotes the parents node

of v. Probabilities of many other events on nodes and edges
are derived from Theorem 2. For example,

Pr{v ∈ VT }

=
∑

z∈{0,1}kmax

Pr{(zTv = z) ∧ (v ∈ VT )} (24)

=
∑

z∈{0,1}dmax

θv(z)
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′)

(25)

=
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′), (26)

Pr{((vpa, v) ∈ ET ) ∧ (vpa ∈ VT )}

=
∑

zvpa :zvpav=1

Pr{(zTvpa
= zvpa

) ∧ (vpa ∈ VT )} (27)

=
∑

zvpa :zvpav=1

θvpa
(zvpa

)
∏

(v′,v′′)∈Evλ→vpa

∑
zv′ :zv′v′′=1

θv′(zv′)

(28)

=
∏

(v′,v′′)∈Evλ→vpa

∑
zv′ :zv′v′′=1

θv′(zv′), (29)

Pr{v ∈ LT }
= θv(0)Pr{v ∈ VT }, (30)

Pr{v ∈ IT }
= Pr{v ∈ VT } − Pr{v ∈ LT } (31)
= (1− θv(0))Pr{v ∈ VT }, (32)

Pr{zTv = z | v ∈ VT }

=
Pr{(zTv = z) ∧ (v ∈ VT )}

Pr{v ∈ VT }
(33)

= θv(z), (34)
Pr{(vpa, v) ∈ ET | vpa ∈ VT }

=
Pr{((vpa, v) ∈ ET ) ∧ (vpa ∈ VT )}

Pr{vpa ∈ VT }
(35)

=
∑

zvpa :zvpav=1

θvpa
(zvpa

). (36)

B. Mode

We describe an algorithm to find the mode of p(τ) with
O
(
2kmaxkdmax+1

max

)
computational cost.6 Note that, the size of

6O(·) denotes the Big-O notation, i.e., f(n) = O(g(n)) means that ∃k >
0,∃ n0 > 0,∀ n > n0, |f(n)| ≤ k · g(n).

search space T is of the order of Ω
(

2k
dmax−1
max

)
in general.7

First, replacing all the sum in the proof of Lemma 1 for
the max, we can derive the following recursive expression of
maxτ∈T p(τ).

Proposition 1:

max
τ∈T

p(τ) = ψ(vλ), (37)

where

ψ(v) :=


θv(0) = 1, v ∈ Lp,

maxzv∈{0,1}kmax

{
θv(zv)

×
∏
v′∈Chp(v)

(ψ(v′))
zvv′
}
, v ∈ Ip.

(38)

In addition, we define a flag variable z∗v ∈ {0, 1}kmax as
follows.

Definition 3: For any v ∈ Vp, we define

z∗v = arg max
zv∈{0,1}kmax

θv(zv) ∏
v′∈Chp(v)

(ψ(v′))
zvv′

 . (39)

We can calculate ψ(v) and z∗v simultaneously. Then, the
mode of p(τ) is given by the following proposition.

Proposition 2: arg maxτ∈T p(τ) is identified as the tree that
satisfies

v ∈ Vτ ⇒ zτv = z∗v . (40)

Then, the following theorem holds.
Theorem 3: The mode of p(τ) can be found by backtracking

search from vλ after the calculation of ψ(v) and z∗v . It is
detailed in Algorithm 1 in Appendix B.

C. Expectation

Let f : T → R denote a real-valued function on T . Here,
we discuss sufficient conditions of f , under which the fol-
lowing expectation can be calculated with O

(
2kmaxkdmax+1

max

)
cost.

E[f(T )] :=
∑
τ∈T

f(τ)p(τ). (41)

Note that the size of T is of the order of Ω
(

2k
dmax−1
max

)
in

general.
Condition 1: There exists gv : {0, 1}kmax → R for each

v ∈ Vp such that

f(τ) =
∏
v∈Vτ

gv(z
τ
v ). (42)

Theorem 4: Under Condition 1, we define a recursive
function φ : Vp → R as

φ(v) :=


gv(0), v ∈ Lp,∑

zv∈{0,1}kmax

{
θv(zv)gv(zv)

×
∏
v′∈Chp(v)

(φ(v′))
zvv′
}
, v ∈ Ip.

(43)

7Ω(·) denotes the Big-Omega notation in complexity theory, i.e., f(n) =
Ω(g(n)) means that ∃k > 0,∃ n0 > 0,∀ n > n0, f(n) ≥ k · g(n). |T | =

Ω
(

2k
dmax−1
max

)
is proved by substituting Gv(z) ≡ 1 in Lemma 1.



Then, we can calculate E[f(T )] as E[f(T )] = φ(vλ).
Example 3: Theorem 2 can be regarded examples of Theo-

rem 4.
Condition 2: There exists gv : {0, 1}kmax → R for each

v ∈ Vp such that

f(τ) =
∑
v∈Vτ

gv(z
τ
v ). (44)

Theorem 5: Under Condition 2, we define a recursive
function ξ : Vp → R as

ξ(v) :=


gv(0), v ∈ Lp,∑

zv∈{0,1}kmax

{
θv(zv)

(
gv(zv)

+
∑
v′∈Chp(v)

zvv′ξ(v
′)
)}
, v ∈ Ip.

(45)

Then, we can calculate E[f(T )] as E[f(T )] = ξ(vλ).
Remark 3: Theorem 5 is useful to calculate the Shannon

entropy of p(τ). It is described in Section IV-D.

D. Shannon entropy

Corollary 1: Substituting gv(z) = − log θv(z) into (45),
the Shannon entropy H[T ] := −

∑
τ∈T p(τ) log p(τ) can be

recursively calculated as follows.

H[T ] = ξ(vλ), (46)

where

ξ(v) :=


0, v ∈ Lp,∑

zv∈{0,1}kmax

{
θv(zv)

(
− log θv(zv)

+
∑
v′∈Chp(v)

zvv′ξ(v
′)
)}
, v ∈ Ip.

(47)

Remark 4: Kullback-Leibler divergence between two tree
distributions p(τ) and p′(τ) can be calculated in a similar
manner to Corollary 1. This fact may be useful for variational
Bayesian inference, in which the Kullback-Leibler divergence
is minimized. This is a future work.

E. Conjugate prior of p(τ |θ)

Here, we consider that θv(z) ∈ [0, 1] is also a realization
of a random variable. Let θv denote (θv(z))z∈{0,1}kmax and θ
denote (θv)v∈Vp , and we describe p(τ) as p(τ |θ) to emphasize
the dependency of θ in the following theorem. Then, a
conjugate prior for p(τ |θ) is as follows.

Theorem 6: The following probability distribution is a
conjugate prior for p(τ |θ).

p(θ) :=
∏
v∈Vp

Dir(θv|αv), (48)

where Dir(·|αv) denotes the probability density function
of the Dirichlet distribution whose parameters are αv :=
(αv(z))z∈{0,1}kmax ∈ Rkmax

>0 for each v ∈ Vp. More precisely,

p(θ|τ) =
∏
v∈Vp

Dir(θv|αv|τ ), (49)

where αv|τ := (αv|τ (z))z∈{0,1}kmax and

αv|τ (z) :=

{
αv(z) + 1, (v ∈ Vτ ) ∧ (z = zτv ),

αv(z), otherwise.
(50)

F. p(τ) as conjugate prior

We define another random variable X on a set X and
assume X depends on T , i.e., it follows a distribution p(x|τ).
Here, we discuss a sufficient condition of p(x|τ), under which
p(τ) becomes a conjugate prior for it and we can efficiently
calculate the posterior p(τ |x).

Condition 3: There exists a function gv : X ×{0, 1}kmax →
R for each v ∈ Vp, and p(x|τ) has the following form.

p(x|τ) =
∏
v∈Vτ

gv(x, z
τ
v ). (51)

Theorem 7: Under Condition 3, we define q(x|v) and
θv(zv|x) as follows.

q(x|v) :=


gv(x,0), v ∈ Lp,∑

zv∈{0,1}kmax

{
θv(zv)gv(x, zv)

×
∏
v′∈Chp(v)

(φ(v′))
zvv′
}
, v ∈ Ip.

(52)

θv(zv|x) :=

θv(zv), v ∈ Lp,
θv(zv)gv(x,zv)

∏
v′∈Chp(v)(q(x|v

′))
z
vv′

q(x|v) , v ∈ Ip.
(53)

Note that θv(0) = 1 for v ∈ Lp (see Definition 2). Then, the
posterior p(τ |x) is represented as follows.

p(τ |x) =
∏
v∈Vτ

θv(z
τ
v |x). (54)

It should be noted that the calculation of q(x|v) and
θv(z|x) requires O

(
2kmaxkdmax+1

max

)
cost while it requires

Ω
(

2k
dmax−1
max

)
cost in general.

Moreover, if we assume the following condition stronger
than Condition 3, we can calculate the posterior p(τ |x) more
efficiently with O

(
2kmax(dmax + 1)

)
cost. An example satis-

fying the following condition will be described in the next
section.

Condition 4: In addition to Condition 3, we assume that
there exists a path from vλ to a leaf node vend ∈ Lp and
another function g′v : X × {0, 1}kmax → R for each v ∈ Vp,
which satisfy

gv(x, z) =

{
g′v(x, z), (zvvch = 0) ∧ (v � vend),

1, otherwise.
(55)

Here, vch is a child node of v on the path from vλ to vend.
In other words, the value of p(x|τ) is determined by gv(x, z)
for the deepest node on the path from vλ to vend.



Corollary 2: Under Condition 4, q(x|v) and θv(z|x) are
calculated as follows, more efficiently than (52) and (53).

q(x|v) =


gv(x,0), v = vend,(∑

zv :zvvch=0 θv(zv)gv(x, zv)
)

+
(∑

zv :zvvch=1 θv(zv)
)
φ(vch), v � vend,

1, otherwise,

(56)

θv(zv|x) =


θv(zv), v 6� vend,
θv(zv)gv(x,zv)

q(x|v) , (zvvch = 0) ∧ (v � vend),
θv(zv)q(x|vch)

q(x|v) , (zvvch = 1) ∧ (v � vend).

(57)

Note that we need not calculate q(x|v) for v 6� vend to update
the posterior and it costs only O

(
2kmax(dmax + 1)

)
.

V. USEFULNESS IN STATISTICAL DECISION THEORY

In a similar manner to [15], our results are useful in model
selection and model averaging for the hierarchical model
class under the Bayes criterion in statistical decision theory
(see, e.g., [13]). The proposed probability distribution p(τ)
is a conjugate prior for stochastic models p(x|τ) satisfying
Condition 3 as shown in Theorem 7, and the MAP estimate
arg maxτ∈T p(τ |x) can be efficiently calculated by applying
Theorem 3 to the posterior distribution p(τ |x) obtained by
Theorem 7. This is the Bayes optimal model selection based
on the posterior distribution. That prevents the selection of the
deeper tree as mentioned in Section I.

Furthermore, we can exactly calculate the predictive dis-
tribution

∑
τ∈T p(xnew|τ)p(τ |x) by using Theorem 7 and

Theorem 4 since the stochastic models p(x|τ) satisfying
Condition 3 also satisfy Condition 1. This is model averaging
of all possible trees with Bayes optimal weights. It should
be noted that the prior probability of a deep tree, which
often corresponds to a complex statistical model, exponentially
decays as its depth increases.

Moreover, since the logarithm of a stochastic model p(x|τ)
satisfying Condition 3 satisfies Condition 2, we can calculate∑
τ∈T p(τ |x) log p(x|τ) by using Theorems 7 and 5. This

implies that we can learn hierarchical Bayesian models by
variational Bayesian methods (see, e.g., [16]).

VI. APPLICATION

As an example of applications, we generalize the stochastic
model assumed in [2]–[5], which is based on full trees.
Let X denote a source alphabet which consists of kmax

symbols. The node set Vp corresponds to the set of con-
texts, which are strings of symbols shorter than dmax. For
example, when dmax = 2, kmax = 3, and X = {a, b, c},
Vp = {λ, a, b, c, aa, ab, . . . , cc} as shown in Fig. 5. Here, λ
denotes the empty string. In the previous studies [2]–[5], the
context tree is constructed as a full rooted subtree whose root
node is λ. We generalize it to any rooted subtree τ , which is
called generalized context tree herein.

Fig. 5. The rooted subtree in text compression (the generalized context tree).

Given past sequence xi−1 ∈ X i−1, a leaf node
vend(xi−1) ∈ Lp denotes the context xi−1xi−2 · · ·xi−dmax

of xi−1, whose length is dmax. Then, given generalized
context tree τ , next symbol xi follows the stochastic model8

p(xi|xi−1, τ) = p(xi|vτ (xi−1)) of the longest context
vτ (xi−1) ∈ Vτ on the path from λ to vend(xi−1). This data
generating process is shown in Fig. 5.

Here, if we define gv(xi, z) for given vend(xi−1) as

gv(xi, z) :=

{
p(xi|v), (zvvch = 0) ∧ (v � vend(xi−1)),

1, otherwise,

(58)

where vch is a child node of v on the path from vλ to
vend(xi−1), then we have

p(xi|xi−1, τ) =
∏
v∈Vτ

gv(xi, z
τ
v ) (59)

= p(xi|vτ (xi−1)). (60)

Therefore, p(xi|xi−1, τ) satisfies Condition 4.
For this model, the optimal coding probability p∗(xi|xi−1)

for the arithmetic code can be estimated under the Bayes
criterion in statistical decision theory (see, e.g., [13]). Such
a code is called the Bayes code [14]. The coding probability
of the Bayes code is given by

p∗(xi|xi−1) =
∑
τ∈T

p(τ |xi−1)p(xi|xi−1, τ). (61)

The posterior p(τ |xi−1) can be sequentially calculated by
Corollary 2, the expectation can be calculated by Theorem
4 or equivalently by (56).9

Remark 5: Although the computational cost of our algo-
rithms exponentially increases for kmax, this cost is not so
problematic for the case where kmax is small. For example,
we can assume kmax = 4 for genome data since they consists
of four alphabets, namely, Adenine, Guanine, Thymine, and
Cytosine. In applications other than context tree model, block

8More precisely, p(x|v) is represented as a compound distribution∫
Cat(x|ηv)Dir(ηv |1/2, . . . , 1/2)dηv , where ηv is a parameter of the

categorical distribution and follows the Dirichlet prior.
9Strictly speaking, p(xi|v, xi−1) :=

∫
p(xi|ηv , v)p(ηv |xi−1, v)dηv .

Assuming a conjugate prior on ηv , this can be calculated.



Fig. 6. Relation between the average code length and the length of input
sequence for our method (blue) and the previous method in [3] (orange).

segmentation of images is represented by quadtrees [7], i.e.,
rooted subtrees with kmax = 4. In the decision tree model [11]
for categorical explanatory variables such as five-level rating,
we can assume kmax = 5.

We provide a numerical result of a small experiment for
synthetic data in the following. We assumed that kmax = 4,
dmax = 5. We generated 100 rooted subtrees according to
p(τ) with θv(z) ≡ 1/2kmax . For each rooted subtree, we
generated a sequence xn according to

∏
i p(xi|xi−1, τ).10

Then, by using the Bayes code [14], we compressed them
by the proposed method and the previous method in [3],11

which is represented as a specific case of the proposed method
in which θv((1, 1, . . . , 1)) = 1/2 and θv(0) = 1/2. Figure
6 shows the relation between the average code length and
the length of input sequence. Our method outperforms the
previous method as expected from the Bayes optimality.

VII. FUTURE WORK

In this study, we did not treat approximative algorithms such
as the variational Bayes or Markov chain Monte Carlo method.
The proposed algorithms may serve as a subroutine of them.
Such algorithms will be useful for learning hierarchical models
that contain the probability distribution on rooted subtrees.

The computational cost of our proposed algorithms ex-
ponentially increases for kmax because they contains the
summation with respect to all edge spreading patterns zv .
Although there are practical situations where this cost is
not so problematic as mentioned in Remark 5, it would be
serious problem if kmax is large. To avoid this summation is
a meaningful future work.

VIII. CONCLUSION

In this paper, we adopted the theoretical approach to solve
the model selection and model averaging for the hierarchical

10Strictly speaking, we generated (ηv)v∈Vp according to∏
v∈Vp Dir(ηv |1/2, . . . , 1/2) for each sequence, then xn was generated

according to
∏
i Cat(xi|ηvτ (xi−1)).

11We did not compare our method to those in [4], [5] since they cannot
provide the complete Bayesian inference in contrast to that in [3].

model class represented by rooted trees. On that approach, the
rooted trees are regarded as random variables and assumed a
parametric prior distribution. In previous studies, such a prior
distribution was restricted for full trees, i.e., their inner nodes
have the same number of children. In contrast, we proposed
a novel prior distribution for general rooted trees. Then, we
derived the algorithms that exactly calculate the characteristics
of the proposed distribution, namely, the marginal distributions
for each node, the mode, the expectations of some class
of functions, and the posterior distribution for a class of
likelihoods.
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APPENDIX A

A. Proof of Theorem 2

Let I{·} denote the indicator function. Then, Pr{(zTv =
z) ∧ (v ∈ VT )} is expressed as

Pr{(zTv = z) ∧ (v ∈ VT )}

=
∑
τ∈T

I{(zτv = z) ∧ (v ∈ Vτ )}p(τ). (62)

Here, v ∈ Vτ is equivalent that zτv′v′′ = 1 holds for all
the edges (v′, v′′) composed of the ancestor nodes v′, v′′ ∈
An(v)∪{v} of v. We define a function Gv′;v,z : {0, 1}kmax →
R for each v′ ∈ Vp, where v ∈ Vp and z ∈ {0, 1}kmax are
fixed.

Gv′;v,z(zv′)

:=


1, v′ 6� v,
I{zv′v′′ = 1 for v′′ � v}, v′ � v,
I{zv′ = z}, v′ = v.

(63)

Then, since I{(zTv = z)∧ (v ∈ VT )} =
∏
v′∈Vτ Gv′;v,z(zτv′),

the following holds.

Pr{(zTv = z) ∧ (v ∈ VT )}

=
∑
τ∈T

( ∏
v′∈Vτ

Gv′;v,z(zτv′)

)
p(τ) (64)

=
∑
τ∈T

∏
v′∈Vτ

(
Gv′;v,z(zτv′)θv′(z

τ
v′)
)
. (65)

By using Lemma 1, we have

Pr{(zTv = z) ∧ (v ∈ VT )} = φv,z(vλ), (66)

where

φv,z(v′) :=


Gv′;v,z(0)θv′(0), v′ ∈ Lp,∑

zv′∈{0,1}kmax

{
θv′(zv′)Gv′;v,z(zv′)

×
∏
v′′∈Chp(v′)

(φv,z(v′′))
zv′v′′

}
, v′ ∈ Ip.

(67)

We further transform this function. We split the remainder
into three cases.

Case 1 (v′ 6� v): If v′ 6� v, then Gv′;v,z(zv′) = 1 and
consequently,

φv,z(v′) =


θv′(0), v′ ∈ Lp,∑

zv′∈{0,1}kmax

{
θv′(zv′)

×
∏
v′′∈Chp(v′)

(φv,z(v′′))
zv′v′′

}
, v′ ∈ Ip.

(68)

It has the same form as (17), and every child node v′′ ∈
Chp(v′) also satisfies v′′ 6� v. Therefore, φv(v′) = 1 for
v′ 6� v.

Case 2 (v′ = v): If v′ = v and v ∈ Ip, then any v′′ ∈
Chp(v′) satisfies v′′ 6� v. Therefore, we have

φv,z(v′)

=
∑

zv′∈{0,1}kmax

Gv′;v,z(zv′)θv′(zv′)
∏

v′′∈Chp(v′)

1zv′v′′ (69)

= θv′(z), (70)

where the last equation is because of (63) for v′ = v. If v′ = v
and v ∈ Lp, then

φv,z(v′) = Gv′;v,z(0)θv′(0) (71)

=

{
1, z = 0

0, otherwise
(72)

= θv′(z). (73)

Therefore, when v′ = v, φv,z(v′) = θv′(z) holds for both
v ∈ Ip and v ∈ Lp.

Case 3 (v′ � v): If v′ � v, v′ cannot be in Lp and has
only one child node in An(v) ∪ {v}. Let v′ch denote it. Then,
φv,z(v′′) = 1 for the other child nodes v′′ ∈ Chp(v′) \ {v′ch}.
Therefore, (67) is represented as follows.

φv,z(v′)

=
∑

zv′∈{0,1}kmax

Gv′;v,z(zv′)θv′(zv′) (φv,z(v′ch))
zv′v′

ch (74)

=
∑

zv′∈{0,1}kmax :zv′v′
ch

=1

θv′(zv′)φv,z(v′ch) (75)

= φv,z(v′ch)
∑

zv′∈{0,1}kmax :zv′v′
ch

=1

θv′(zv′). (76)

Therefore, the following holds by expanding φv,z(vλ).

Pr{(zTv = z) ∧ (v ∈ VT )}

= θv(z)
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′). (77)

This completes the proof of Theorem 2. �

B. Proof of Theorem 4

Substituting (42) into (41), E[f(T )] can be represented as
follows.

E[f(T )] =
∑
τ∈T

∏
v∈Vτ

θv(z
τ
v )gv(z

τ
v ). (78)

Then, using Lemma 1, Theorem 4 straightforwardly follows.
�



C. Proof of Theorem 5

First, we switch the order of the summation as follows.

E[f(T )]

=
∑
τ∈T

p(τ)
∑
v∈Vτ

gv(z
τ
v ) (79)

=
∑
τ∈T

p(τ)
∑
v∈Vp

∑
zv∈{0,1}kmax

I{(zτv = zv)∧(v ∈ Vτ )}gv(zv)

(80)

=
∑
v∈Vp

∑
zv∈{0,1}kmax

gv(zv)
∑
τ∈T

p(τ)I{(zτv = zv)∧(v ∈ Vτ )}

(81)

=
∑
v∈Vp

∑
zv∈{0,1}kmax

gv(zv)Pr{(zTv = zv) ∧ (v ∈ VT )}

(82)

=
∑
v∈Vp

∑
zv∈{0,1}kmax

{
gv(zv)θv(zv)

×
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′)

}
(83)

=
∑
v∈Vp

{( ∑
zv∈{0,1}kmax

gv(zv)θv(zv)

)

×
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′)

}
, (84)

where (83) is because of Theorem 2.
Next, we decompose the right-hand side of (84) until it has

the same form as (45).

(84) =
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ)

+
∑

v∈Dep(vλ)

{( ∑
zv∈{0,1}kmax

gv(zv)θv(zv)

)

×
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′)

}
(85)

=
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ) +
∑

v∈Chp(vλ)

[
∑

v′∈Dep(v)∪{v}

{( ∑
zv′∈{0,1}kmax

gv′(zv′)θv′(zv′)

)

×
∏

(v′′,v′′′)∈Evλ→v′

∑
zv′′ :zv′′v′′′=1

θv′′(zv′′)

}]
(86)

=
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ)

+
∑

v∈Chp(vλ)

( ∑
zvλ :zvλv=1

θvλ(zvλ)

)

×

[ ∑
v′∈Dep(v)∪{v}

{( ∑
zv′∈{0,1}kmax

gv′(zv′)θv′(zv′)

)

×
∏

(v′′,v′′′)∈Ev→v′

∑
zv′′ :zv′′v′′′=1

θv′′(zv′′)

}]
,

(87)

where (85) is because Vp = {vλ} ∪ Dep(vλ) and Evλ→vλ =
∅; (86) is because Dep(vλ) =

⋃
v∈Chp(vλ)

(Dep(v) ∪ {v});
and (87) is because Evλ→v′ contains (vλ, v) and Evλ→v′ =
{(vλ, v)}∪Ev→v′ for any v ∈ Chp(vλ) and v′ ∈ Dep(v)∪{v}.

Comparing (84) and (87), we have

∑
v∈Vp

{( ∑
zv∈{0,1}kmax

gv(zv)θv(zv)

)
︸ ︷︷ ︸

(a)

×
∏

(v′,v′′)∈Evλ→v

∑
zv′ :zv′v′′=1

θv′(zv′)

}
︸ ︷︷ ︸

(a)

(88)

=
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ)

+
∑

v∈Chp(vλ)

( ∑
zvλ :zvλv=1

θvλ(zvλ)

)

×

[ ∑
v′∈Dep(v)∪{v}

{( ∑
zv′∈{0,1}kmax

gv′(zv′)θv′(zv′)

)
︸ ︷︷ ︸

(b)

×
∏

(v′′,v′′′)∈Ev→v′

∑
zv′′ :zv′′v′′′=1

θv′′(zv′′)

}]
︸ ︷︷ ︸

(b)

(89)

The underbraced parts (a) and (b) have the same structure.
Therefore, (b) can be decomposed in a similar manner from
(84) to (87). We can continue this decomposition to the leaf
nodes.

Finally, we have an alternative definition of ξ(v) : Vp → R,
which is equivalent to (45).

ξ(v) :=
∑

v′∈Dep(v)∪{v}

{( ∑
zv′∈{0,1}kmax

gv′(zv′)θv′(zv′)

)

×
∏

(v′′,v′′′)∈Ev→v′

∑
zv′′ :zv′′v′′′=1

θv′′(zv′′)

}
.

(90)



The equivalence is confirmed as follows. By substituting (90)
into both sides of (89), we have

ξ(vλ)

=
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ)

+
∑

v∈Chp(vλ)

( ∑
zvλ :zvλv=1

θvλ(zvλ)

)
ξ(v) (91)

=
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ)

+
∑

v∈Chp(vλ)

( ∑
zvλ∈{0,1}kmax

zvλvθvλ(zvλ)

)
ξ(v) (92)

=
∑

zvλ∈{0,1}kmax

gvλ(zvλ)θvλ(zvλ)

+
∑

zvλ∈{0,1}kmax

∑
v∈Chp(vλ)

zvλvθvλ(zvλ)ξ(v) (93)

=
∑

zvλ∈{0,1}kmax

θvλ(zvλ)

(
gvλ(zvλ) +

∑
v∈Chp(vλ)

zvλvξ(v)

)
.

(94)

This completes the proof of Theorem 5. �

D. Proof of Theorem 6

By the Bayes theorem, we have

p(θ|τ) ∝ p(τ |θ)p(θ) (95)

=
∏
v∈Vτ

θv(z
τ
v )
∏
v′∈Vp

Dir(θv′ |αv′) (96)

=
∏
v∈Vτ

θv(z
τ
v )Dir(θv|αv)

×
∏

v′∈Vp\Vτ

Dir(θv′ |αv′) (97)

∝
∏
v∈Vp

Dir(θv|αv|τ ), (98)

where we used the conjugate property between the categorical
distribution and the Dirichlet distribution for each term and

αv|τ (z) :=

{
αv(z) + 1, (v ∈ Vτ ) ∧ (z = zτv ),

αv(z), otherwise.
(99)

This completes the proof of Theorem 6. �

E. Proof of Theorem 7

We prove (54) from the right-hand side to the left.∏
v∈Vτ

θv(z
τ
v |x)

=
∏
v∈Iτ

θv(z
τ
v |x)

∏
v′∈Lτ∩Lp

θv′(z
τ
v′ |x)

∏
v′′∈Lτ∩Ip

θv′′(z
τ
v′′ |x).

(100)

In the following, we transform each of the above products
in order. First, the first product is transformed by substituting
(53) as follows.∏

v∈Iτ

θv(z
τ
v |x)

=
∏
v∈Iτ

θv(z
τ
v )gv(x, z

τ
v )
∏
v′∈Chp(v)

(q(x|v′))zvv′

q(x|v)
. (101)

Next, the second product is transformed as follows.∏
v∈Lτ∩Lp

θv(z
τ
v |x) =

∏
v∈Lτ∩Lp

θv(z
τ
v ) (102)

=
∏

v∈Lτ∩Lp

θv(z
τ
v )gv(x, z

τ
v )

q(x|v)
, (103)

where (102) is because of (53) and (103) is because q(x|v) =
gv(x, z

τ
v ) = gv(x,0) for v ∈ Lp.

Lastly, the third product is transformed as follows.∏
v∈Lτ∩Ip

θv(z
τ
v |x)

=
∏

v∈Lτ∩Ip

θv(z
τ
v )gv(x, z

τ
v )
∏
v′∈Chp(v)

(q(x|v′))z
τ
vv′

q(x|v)

(104)

=
∏

v∈Lτ∩Ip

θv(z
τ
v )gv(x, z

τ
v )

q(x|v)
, (105)

where (104) is because of (53) and (105) is because zτvv′ = 0
for v ∈ Lτ .

Therefore, we can combine (101), (103) and (105). Then,

(100) =
∏
v∈Iτ

θv(z
τ
v )gv(x, z

τ
v )
∏
v′∈Chp(v)

(q(x|v′))zvv′

q(x|v)

×
∏
v′∈Lτ

θv(z
τ
v )gv(x, z

τ
v )

q(x|v)
. (106)

Here, (106) is a telescoping product, i.e., q(x|v) appears at
once in each of the denominator and the numerator. Therefore,
we can cancel them except for q(x|vλ). Then,

(106) =
1

q(x|vλ)

∏
v∈Vτ

θv(z
τ
v )gv(x, z

τ
v ) (107)

=
1

q(x|vλ)

∏
v∈Vτ

θv(z
τ
v )
∏
v∈Vτ

gv(x, z
τ
v ) (108)

=
p(τ)p(x|τ)

q(x|vλ)
, (109)

where we used (51) and Definition 2.
In addition, because of Theorem 4,

q(x|vλ) = E[p(x|T )] =
∑
τ∈T

p(x|τ)p(τ) = p(x). (110)

Therefore,

(109) =
p(x|τ)p(τ)

p(x)
= p(τ |x). (111)

Then, Theorem 7 holds. �



F. Proof of Corollary 2

We will prove only q(x|v) = 1 for v 6� vend. Then, (56)
and (57) are straightforwardly derived by substituting it with
(55) into (52) and (53).

For v 6� vend, substituting (55) into (52),

q(x|v) =


1, v ∈ Lp,∑

zv∈{0,1}kmax

{
θv(zv)

×
∏
v′∈Chp(v)

(φ(v′))
zvv′
}
, v ∈ Ip.

(112)

Since this has the same form as (68), q(x|v) = 1 for v 6� vend
is derived in a similar manner. �

APPENDIX B
PSEUDOCODE TO CALCULATE MODE OF p(τ)

Algorithm 1 Calculation of mode of p(τ)

Input: {θv(z)}(v,z)∈Vp×{0,1}kmax

Output: τ∗ = arg maxτ p(τ)
1: function FLAG_CALCULATION(v) . Subroutine
2: if v ∈ Lp then
3: z∗v ← 0
4: return 1
5: else if v ∈ Ip then
6: for all v′ ∈ Chp(v) do
7: tmp(v′)← FLAG_CALCULATION(v′)
8: end for
9: z∗v ← arg maxzv

{
θv(zv)

10: ×
∏
v′∈Chp(v)

(tmp(v′))
zvv′
}

11: return θv(z
∗
v)
∏
v′∈Chp(v)

(tmp(v′))
z∗
vv′

12: end if
13: end function
14:
15: function BACKTRACKING(v,V, E) . Subroutine
16: for all v′ ∈ Chp(v) do
17: if z∗vv′ = 1 then
18: V ← V ∪ {v′}
19: E ← E ∪ (v, v′)
20: BACKTRACKING(v′,V, E)
21: end if
22: end for
23: return
24: end function
25:
26: procedure . The main procedure
27: FLAG_CALCULATION(vλ)
28: V ← ∅
29: E ← ∅
30: BACKTRACKING(vλ,V, E)
31: return τ∗ = (V, E)
32: end procedure


