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Abstract—In this paper, we investigate the soft iterative de-
coding technique for ternary recoding systems with run-length-
limited (RLL) constraints. We employ a simple binary-to-ternary
RLL encoder following the LDPC (low density parity check)
encoder. In the decoder, the iteratively passing of soft information
between the LDPC decoder and a detector is used, where the
detector is constructed for a combination of the RLL encoder,
PLM (pulse length modulation) precoder and the partial response
channel. We provide two different decoding algorithms. For one
of the decoding algorithm, we are able to obtain bit-error-rate
performance which is inferior to the comparable system without
considering the RLL constraint for the high sign-to-noise ratio
(SNR) regime and is better for the low-to-moderate SNR regime.

I. INTRODUCTION

In recording systems, run-length-limited (RLL) coding [1]-
[3] is frequently used to alleviate the undesired inter-symbol
interference (ISI) and to facilitate synchronization. An RLL
sequence is a sequence with the run length of consecutive 0’s
between two consecutive nonzero symbols being under a given
constraint. In particular, a (d, k) sequence [4]-[6] is an RLL
sequence for which the number of consecutive 0’s between
two consecutive nonzero symbols is at least d and at most k.

By now, there have been many research works related to
binary RLL coding [7]-[14]. In this paper, we investigate the
ternary RLL coding assisted with LDPC coding.

Recently, three-level RLL coded recording experiments have
been reported [15], [16]. The use of ternary-RLL coding
can increase the recording density by 50% as compared to
the binary RLL recording [15]. In this paper, we focus on
ternary (0, k) RLL constrained recording systems. We consider
the recording system comprising LDPC coding, interleaving,
RLL coding, precoding using pulse length modulation (PLM),
partial response (PR) channel corrupted by additive white
Gaussian noise (AWGN), maximum a posteriori (MAP) de-
coding for the precoded PR channel, soft mapping/demapping,
interleaver/deinterleaver, and channel decoding.

Since error correction coding (ECC) is a powerful tool for
enhancing the reliability, the integration of ECC and RLL

*Corresponding author: Hsin-Yi Chen is with the Telecommunication
Laboratories of Chunghwa Telecom Co., Ltd. 5F, No. 11, Lane 74, Sec. 4,
Hsin-Yi Rd., Taipei, Taiwan 10682, R.O.C. (e-mail: yichen@cht.com.tw).

This work was supported by National Science Council of R.O.C. under
grant NSC 98-2221-E-155-022-.

Hsin-Yi Chen*
Department of Communications Engineering Telecommunication Laboratories of
Chunghwa Telecom Co., Ltd.
Taipei, Taiwan, R.O.C.
Email: yichen@cht.com.tw

Mao-Chao Lin, Tien-Hui Chen
Hong-Fu Chou, Yu-Hsien Ku
Institute of Communications Engineering
National Taiwan Univ.

Taipei, Taiwan, R.O.C.

Email: mclin@cc.ee.ntu.edu.tw

in the recording system is an important issue. Usually using
RLL coding followed by an ECC, referred as the RLL-ECC
concatenation, will destroy the RLL constraint. In [11], The
RLL-ECC concatenation is implemented by a more strict RLL
coding for the message part of the ECC and the parity part
of the ECC is uniformly inserted back to the message part to
result in the RLL sequence with less strict constraint. Using
ECC followed by the RLL coding, referred as the ECC-RLL
concatenation, will usually affect either the error-correcting
capability of the ECC or complicate the decoding operation.
In [12], a modified ECC-RLL version is proposed by flipping
the bits in ECC codeword to satisfy the RLL constraint and
the flipped bits are removed by the error-correcting capability
of the ECC code. In [13], a multiple-candidate technique is
used to reduce the number of flipped bits.

In this paper, we consider the ECC-RLL concatenation and
employ the iterative passing of the soft information between
the ECC decoder and the RLL detector. The soft iterative
decoding for the binary case has been discussed in [17]. It will
be interesting to investigate the performance for the ternary
recording system using the soft iterative decoding. In this pa-
per, we propose two soft iterative decoding algorithms for the
ECC-RLL concatenation recording systems. The difference of
the two proposed algorithms lies in the trellis representations
of the concatenation of the RLL encoder, PLM (pulse length
modulation) precoder, the partial response channel. We will
compare the decoding performance of the proposed decoding
algorithms for the ECC-RLL systems to an efficient RLL-ECC
algorithm using the techniquein [11].

The rest of this paper is organized as follows. In section
II, we describe the basic LDPC coded recording systems. The
proposed soft decoding algorithms are given in section III.
Simulation results and comparison are shown in section IV.
Conclusions are provided in section V.

II. BAsic LDPC CODED RECORDING SYSTEMS

A. PLM Precoded Partial Response Channels

In the recording, a PLM precoder [18] followed a signal
mapper is used. An M-ary PLM precoder takes an M-ary
symbol sequence {z;} as input and an M -ary symbol sequence

978-1-4244-6017-5/10/$26.00 © 2010 IEEE

484



{y:} as output, where the relation between {x;} and {y;} the
mapping is given by

Vi = T ®yi—1 (mod M). (1)

The signal mapper maps the M-ary symbol into an M -level
pulse amplitude modulation (PAM) signal so that the ternary
symbol in {0, 1,2} is mapped to a symbol in {—1,0,1}. The
channel between the PLM precoder and the reading output of
the recording system can be represented by a partial response
(PR) channel. In this paper, We use the PR channel represented
by 1+D+D?+ D3, denoted as PR(1,1,1,1), for demonstration.
For simplicity, we assume that the output of the PR channel
will be corrupted by additive white Gaussian noise (AWGN)
only, although in the optical recording channel, noise model
should be more complicated.

Fig. 1 shows the equivalent form of the concatenation of the
PLM precoder, signal mapper and the partial response channel,
which can be represented by an M P-state PSPR (PLM-Signal
mapper-Partial response channel) trellis. The channel detector
at the reading side can apply the Viterbi algorithm or the Max-
Log BCIJR algorithm to PSPR trellis to retrieve the hard or soft
information respectively. Since we consider the PR(1,1,1,1)
partial response in the paper, the number of states in the PSPR
trellis will be 3% = 27.

Suppose that we place an LDPC encoder and an interleaver
in front of the PLM precoder. We can iteratively passing
the soft information between the BCJR detector of the PSPR
trellis and the LDPC decoder to achieve very reliable decoding
results. Usually, we will conduct U; inner iterations within
the LDPC decoder and U, outer iterations within the loop
comprising the LDPC decoder and the BCJR detector of the
PSPR trellis.

In case that RLL constraint is considered and the ECC-RLL
concatenation is used, we will place an RLL encoder between
the interleaver and the PLM precoder as shown in Fig. 2. In
the following, we will show a simple RLL encoder.

B. Ternary (0,3) Code Construction

The capacity of an M-ary RLL (d, k) coding [19], denoted
by C(a1,a,k) bits/symbol, is given by

Cium,a,k) = logy A, 2
where )\ is the largest real root of the characteristic equation
Zk+2 _ Zk+1 _ (M _ I)Zk‘fdﬁfl + M—1= 0 (3)

The code efficiency of an M-ary RLL (d, k) code is expressed
as ) = R/C(p1,4,r)- According to (2) and (3), the ternary (0, 3)
RLL coding has capacity C(3,3) ~ 1.5726 bits/symbol.

In practical applications, we need to encode every p message
bits to an RLL codeword of ¢ ternary symbols to form
a ternary RLL block code with code rate of R = p/q
bits/symbols, where the concatenation of any two g-symbol
sequences should still meet the RLL constraints. In Tables I,
we show a ternary (d, k) = (0,3) RLL code with p = 4 and
q =3. The associated code rate is R = p/q = 4/3 bits/symbol,

485

M-ary Mod Signal
Symbols ™M) ™ Mapping @@
Signal
De-Mapping Y
h 00O (<) s

Channel
output

AWGN

Fig. 1. Equivalent form of the concatenation of the pulse length modulation
precoder, the signal mapper and the partial response channel.
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Fig. 2. Schematic diagram of a ternary RLL recording systems over the

precoded partial response channel with iterative decoding.

the code efficiency is 7 = 84.7852%. Using a larger p, we
can construct ternary (0,3) code with better code efficiency.
However, the complexity of decoding will be increased.

III. SOFT DECODING FOR AN ECC-RLL SCHEME

The LDPC coded RLL recording system shown in Fig. 2 can
be decoded efficiently by passing the soft information between
the RLL-PSPR detector and the LDPC decoder, where the
RLL-PSPR detector is the detector for the concatenation of
the RLL encoder, the PLM decoder, the signal mapper and
the partial response channel. However, the trellis used for the
RLL-PSPR detector,i.e, the trellis representing the concatena-
tion of the RLL encoder, the PLM decoder, the signal mapper
and the partial response channel is essential in the decoding. In
the following, we propose two different RLL-PSPR detectors,
which respectively provide different performances.

A. Codeword-Branch Trellis

Now we consider the trellis with codeword branches, which
represents the the concatenation of the RLL encoder, the PLM
decoder, the signal mapper and the partial response channel.
Such a trellis can also be referred as the codeword-PSPR
trellis. There are p = M states, L = 2P outgoing branches
for each state, where D is the number delay of precoded PR
channel, L is number of possible RLL codewords. However,
for different states, the number of incoming branches may be
different. Let s be the present state and s be the next state.
The branch connecting state s and state s is represented by
a g-symbol RLL codeword (corresponding to the p-bit input
[bos b1, -+, bp—1]), denoted as Xy, £ =0, 1, -+, L—1 and the



TABLE I
A TERNARY (0, 3) RLL CODE WITH RATE OF 4/3 BITS/SYMBOL.

Binary | Ternary
b3b2b1bo T2T1T0
0000 001
0001 002
0010 010
0011 020
0100 011
0101 012
0110 021
0111 022
1000 101
1001 102
1010 110
1011 120
1100 201
1101 202
1110 210
1111 220

associated output of the PR channel, denoted as Z,. The RLL-
PSPR trellis for M =3 and D = 3 is shown in Fig. 3. Based on
7o = (re,0, -+ Te,g—1), which is the error-corrupted version
of Z,, the operation of iterative passing of soft information
between the LDPC decoder and the trellis MAP detector is
described as following.

ALGORITHM Using the Codeword-PSPR Trellis:

Set the index of outer iteration U, = 1 and the a priori
LLR (log-likelihood ratio) value of the RLL codeword X,
L.(X,) to ln(%).

Step 1 The MAP detector for the RLL-PSPR trellis takes 7
and L,(X,), as input to calculate the metric of the
g-symbol RLL codeword X, representing the branch
from state s to state s, y;¢(s , s). The 7.¢(s , s) is
calculated by

’ — ! E

Teels' 1) = La(Xp) + 3 (e S0 @)
=0

where t € {0,1,---, B} is the index of time and E
is the average bit energy and Ny is the one-sided
power spectral density of the AWGN. Note that an
n-bit binary LDPC codeword is encoded into a se-
quence of B M-ary RLL codewords. Let max*(y, z)
=max(y, z) + In(1+e~1¥=2!). We calculate o, in the
forward recursion and (; in the backward recursion,

where
0, ift=0,s =0;
apls) =4~ ift=0,s #0;
' max* [w(sﬂ s)
+ay_1(s )], if1<t<B.
&)
and
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Fig. 3. Codeword-PSPR trellis.
In %, if ¢t = B;
’ ’
Bi(s) =4 max[y; (5.5
B, 14(5)], ifo<t<B-1

(6)
The a posteriori LLR of X, from s to s is
Lqg(Xy) = max*?g [Yee(s,8) + ar—1(s) + Bry1(s)].
The a posteriori LLR of b; is Lg(b;) =

MAx, e LX) - M g LalXe). i =0,
I, ---, p— 1. In each iteration, the extrinsic LLR of

b; is obtained by L.(b;) = Lq(b;) - Lo (b;).

Step 2 After the de-interleaver processing, we have L, (v;)

= I '(Le(b;)). Then, use (La(vo),La(v1),---,
Ly(v,—1)) as input to the decoder of the LDPC
code Clgp with code length n = Bg/p. After U;
iterations within the LDPC decoder, the LDPC de-
coder generates the a posteriori LLR value for v;,
denoted Lp(v;) as output. The extrinsic value for
the bit v; from the LDPC decoder is obtained by
L.(v))=Lp(v;) - La(v;). After interleaver process-
ing, L,(b;) = [[(Le(vs)), the resultant sequence is
(La(bo), La(b1),- -+, La(bn—1)) which will be used
in the next iteration.

Step 3 The a priori bit LLR L,(b;) must be converted

into the LLR of the RLL codeword X, L, (X/) as
input of MAP detector. Let Pr(b; = 0)=—-_

Tltela)
and Pr(b; = 1):% Then, the probability of
RLL codeword X is, Pr(X,) = Pr(bso)-Pr(ben)-
...-Pr(bgp—1), where ¢ € {0, 1, ..., L—1}. Finally,

the Lo(Xy) = In(Pr(Xy)).

Step 4 Increase U, by 1. If the index of iteration U, = I,

then the hard decision of Lp(v;), 7 =0,1,---,n—1,



is used as the final estimate of v, the codeword of
Clapc. Otherwise, go back to Step 1.

B. Symbol-Branch Trellis

Now we consider the trellis with symbol branches, which
represents the concatenation of the PLM decoder, the signal
mapper and the partial response channel. Note that the RLL
encoder is not included. Such a trellis can be referred as the
symbol-PSPR trellis. There are p = MP states, M outgoing
branches and M incoming branches for each state. Let s be
the present state and s be the next state. The branch connecting
state s and state s is represented by a an M-ary symbol
(corresponding to M-ary input), denoted as X, X =0, 1,
---, M — 1 and the associated output of the PR channel,
denoted as z. The PSPR trellis for M = 3 and D = 3 is
shown in Fig. 4. Based on 7, the error-corrupted version of X,
the operation of iterative passing of soft information between
the LDPC decoder and the MAP detector for the RLL-PSPR
concatenation is described as following.

ALGORITHM Using the Symbol-PSPR Trellis :

Set the index of outer iteration U, = 1 and the a priori
LLR value of the RLL symbol z;, L,(z;) to In(57).

Step 1 The MAP detector for the PSPR trellis takes r;

and L,(z;), as input to calculate the symbol branch
metrics, ’yj(s/, s),

’ — By 22
v;(s,8) = La(z;) +In(e” M7 (7)
where j € {0, 1, ..., H) is the time index. Note

that an n-bit binary LDPC codeword is encoded into
a sequence of H M-ary symbols. The L, (z;) is the
a prior symbol LLR. For the forward recursion,

0, if j=0,s =0;
—00, ifj=0s #0;
a;(s) = , , J 7
max*[y;(s , )
o 1(s)], if1<j<H.
(3
For backward recursions,
In %, if j = H;
Bi(s) =1 max*[y;(s,s)
+Bi+1(s)], if0<j<H-1

©))
The @ posteriori value of z; is, L4(zj,g) =
maxi c,[v;(s,s) + ajoi(s) + Bi(s)), § €
0,1,...,H—1),ge{0,1,...,M —1}.

Step 2 The soft-value of the symbol, Lg(z;,g), need to
be converted into bit Log-Likehood Ratio (LLR).
According to the p-bit to g-symbol RLL encoding
table, the bit LLR for each b; is, Lq(b;) = La(b; =

1) — Lg(b; = 0), ¢+ = 0,1,...,p — 1, where
o e G +1)a-1

Ly(b; = 1)_maxfl€(bi:1)[zm/:j,q La(zm, 9)],
PN (G +1)g—1

La(bi = O)=max% [0 vy La(@m, 9],

je(,1,...,B-1),gec{0,1,... M-1}.
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Fig. 4. Symbol-PSPR trellis.

Step 3 After the de-interleaver processing, we have
La(vi) = [T " (Le(b;)). Then, use (Lq(vo), La(v1),
++,Ly(vn—1)) as input to the decoder of the
LDPC code Cjgpe. After U; iterations within the
LDPC decoder, the LDPC decoder generates the
a posteriori LLR for wv;, denoted Lp(v;) as
output. The extrinsic value for the bit v; from
the LDPC decoder is obtained by L.(v;)=Lp(v;)-
L, (v;). After the interleaver processing, we have
Lo(b;) = J[(La(v;)). The resultant sequence is
(La(bo), La(b1), -+, La(bn-1)), which will be used
in the next iteration.

Step 4 The bit-to-symbol soft mapper convertes the bit
LLR to a prior bit probability, by Pr(b;

eLa(bi) .
O):H»Tla(bi) and Pr(bi = 1):m‘ The bi-

nary p-bit codeword probability of X, is, Pr(X,)

Pr(beo) - Pr(be1) - ... -Pr(bep—1), where ¢
€ {0,1,...,L — 1}. The symbol probability of
x; is, Pr(xj’i):zyze(%:g){Pr(Xg)}, where £ €
{0,1,..,L—1},¢g={0,1,---, M —1}. Then, the a
prior symbol soft value is Lq(x;) = In(Pr(x;)).

Step 5 Increase U, by 1. If the index of iteration U, = I,
then the hard decision of Lp(v;), ¢ =0,1,---,n—1,
is used as the final estimate of v. Otherwise, go back
to Step 1.

IV. SPECIFIC CONSTRUCTIONS AND SIMULATION
RESULTS

In this section, we show specific LDPC coded ternary
RLL recording systems decoded based on the codeword-PSPR
trellis and symbol-PSPR trellis respectively together with the
simulation results for bit error rates (BER). Here, we consider
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Fig. 5. Simulation results of a ternary coded systems over the PR(1,1,1,1)

channel. U; = 1, U, = 20. (A) Using the codeword-PSPR trellis; (B) Using
the symbol-PSPR trellis; (C) RLL-free system.

the PR (1,1,1,1) channel. The RLL constraint is the (d, k) =
(0,3) constraint. The RLL encoder is obtained based on
Tables L. Thus, the coding rate o the RLL code is R,;; = p/q =
4/3 bits/symbol. We follow the Progressive edge-growth (PEG)
LDPC construction method [20] to find a (4608,4096) binary
LDPC code with coding rate of R... = 0.8889. Hence, the
overall coding rate is R = Re..Ry;; = (4/3)-0.8889 = 1.1852
bits/symbol. One inner iteration within the LDPC decoder and
20 iterations between the MAP detector and the LDPC decoder
are employed. Thus, U; = 1 and U, = 20. From Fig. 5, we
see that using the symbol-PSPR trellis will outperform using
the codeword-PSPR trellis. This phenomenon probably implies
that extracting the LLR bit information from the RLL structure
alone is more accurate than extracting the LLR bit information
from the trellis which integrates the RLL coding and the PSPR
concatenation.

For comparison, we also show the BER performance of
the LDPC coded ternary system over the concatenation of the
PLM precoder, signal mapper and the PR response channel of
the same parameters without RLL constraint. We use a rate of
11/7 bits/symbol signal mapper to convert the binary sequence
into the ternary sequence. Although there is no RLL constraint
in the signal mapper, the rate of 11/7 ~ 1.5714 is still a bit
lower than the capacity of the ternary (0,3) coding which is
1.5726. In order that the overall system rate to be close to
1.1852 bits/symbol, a (3456,2608) ternary PEG LDPC code
is used. From Fig. 5, we note that compared to the ternary
system without RLL constraint, the proposed ternary ECC-
RLL concatenation using the PSPR trellis can achieve BER
performance which is better for the low to medium signal-
to-noise ratio (SNR) regime and is worse for the high SNR
regime.
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V. CONCLUSION

We have investigated the LDPC coded ternary recording
systems with (0,3) constraint through a ECC-RLL concatena-
tion structure. Two decoding methods for the iterative passing
of soft information between the LDPC decoder and the MAP
detector for the concatenation of the combination of the RLL
encoder, PLM precoder and the partial response channel are
proposed. The first is based on the trellis with codeword
branches representing the the combination of the RLL encoder,
PLM precoder and the partial response channel. The second
is based on the trellis with symbol branches representing the
combination of PLM precoder and the partial response chan-
nel. Simulation results shows that the second provides better
performance. Comparison with the system without considering
the RLL constraint is also provided.
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