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Abstract—Object co-segmentation has drawn significant at-
tention in recent years, thanks to its clarity on the expected
foreground, the shared object in a group of images. Saliency
fusion has been one of the promising ways to carry it out.
However, prior works either fuse saliency maps of the same
image or saliency maps of different images to extract the expected
foregrounds. Also, they rely on hand-crafted saliency extraction
and correspondence processes in most cases. This paper revisits
the problem and proposes fusing saliency maps of both the
same image and different images. It also leverages advances in
deep learning for the saliency extraction and correspondence
processes. Hence, we call it comprehensive saliency fusion. Our
experiments reveal that our approach achieves much-improved
object co-segmentation results compared to prior works on
important benchmark datasets such as iCoseg, MSRC, and
Internet Images.

I. INTRODUCTION

Object co-segmentation is the task of extracting common
objects as foregrounds in a group of images. Compared to
the single image segmentation, where it’s difficult to ascertain
what’s foreground, we have a clear-cut definition of what
foreground we wish to extract in the object co-segmentation
task. Rother et.al. [1] first introduced the concept of co-
segmentation by developing a histogram matching method to
extract common parts from a pair of images. However, Vicente
et.al. [2] were the first to propose that co-segmentation should
be about things (or objects) and there is a need to incorporate
a measure of objectness in the models. They proposed a
Random Forest classifier to find the similarity between a pair
of proposed segmentation of objects in each image of a group
followed by the A* search algorithm [3] to find the segmented
objects with maximum similarity score. The major applications
of object co-segmentation include image grouping [4], object
recognition [5], and object tracking [6] which are among the
fundamental tasks of Computer Vision .

The problem of object co-segmentation is highly correlated
to finding the common regions of interest in a group of
images. [7], [8] approach the problem of co-segmentation
by trying to highlight these common regions of interest. [9]
proposed a shortest path algorithm between the salient regions
of images, [10] found saliency maps and the computed dense
correspondence for all the similar images for obtaining
matching scores for pixels across the images. Geometric
Mean Saliency (GMS) [7] uses dense SIFT Correspondence
[11] for each pair of images to align saliency maps and

fuses them. [8] extended [7] by making it more efficient
through introducing the key image concept. [12] use saliency
prior and superpixels to partition images into foreground and
background. They calculate several feature level descriptors
on superpixel level and organized in Bag of Words (BoW) to
perform clustering of common foregrounds. All of these use
single saliency source. Rather than going through the same
trend, we propose the usage of multiple saliency sources to
benefit from all of them.

In the last decade, there has been a immensely growing
interest towards deep learning in the computer vision
coomunity, thanks to better availability of computational
resources and platforms for large-scale annotations. A large
variety of deep neural networks have been proposed for the
task of object co-segmentation. [13], [14] use deep siamese
networks to perform object co-segmentation. [13] use a
pre-trained VGG16 network for feature extraction and pass
them to a correlation layer to find the similarities among a
pair of images as inspired by Flownet [15]. The features from
the encoder are combined with the correspondence obtained
from the correlation layer and passed to the siamese decoder
to obtain the output co-segmentation masks. [14] developed
a similar architecture to perform deep object co-segmentation
by passing the global image features obtained from pre-
trained VGG16 model to a channel-wise attention model
which trains a fully connected network. The output features
are then upsampled and sent to a convolution network which
acts as a siamese decoder and generates the cosegmentation
mask for the input images. Recently, [16] developed a unique
deep learning architecture which uses HRNet [17] pre-trained
on ImageNet as a backbone to extract image features and
then capture the correlation between features using a spatial
modulator to generate a mask which can localize the common
foreground object. They also developed a semantic modulator
which acts as a supervised image classification model. The
combined outputs of both modulators is able to co-segment
common objects by using the multi-resolution image features.

However, it is well-known that deep learning based co-
segmentation methods require training which can make these
approaches class specific. The performance of these models
on unseen data will largely depend on the similarity between
the seen and unseen classes. In such a scenario, saliency based
co-segmentation methods might give superior performancePublished in IEEE ISM 2021. Please cite [20] when referencing this paper.
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Fig. 1. Proposed Approach

because they are based on generic saliency methods. In the
proposed approach, we exploit the inherent genericness of
deep learning based saliency methods to identify common
salient objects. An important aspect in a co-segmentation
method is finding the correspondence between the images
in a group. Usually, it’s done through hand-crafted feature
descriptors like SIFT [11], GSS [18], etc. However these
traditional methods do not work well when there are large
viewpoint or illumination changes. In the proposed approach
we use deep ResNet features and pre-trained DGC Net [19]
to establish global and local correspondences, respectively.

We make two contributions: (1) using multiple saliency
sources and (2) using learning based saliency extraction and
correspondence processes for effective object co-segmentation.

II. METHODOLOGY

Notations and Overview: Let’s consider a group of m
images I = {I1, I2, . . . Im}, which is divided into K sub-
groups, following [7]. If Vi denotes the sub-group label of Ii,
we can define kth sub-group of images as Gk = {Ii|Vi = k},
where k ∈ {1, · · · ,K}. Let’s denote the cluster representative
of kth cluster with the notation gk.

As far as saliency maps are concerned, let’s denote jth

saliency map of ith image as Sj
i , where j ∈ {1, · · · , L}, if we

consider L saliency sources. Let the warping function between
two images, say Iu → Iv , be denoted as W Iv

Iu
.

In Fig. 1, we show how different fused saliency maps are
generated in a sub-group and eventual object co-segmentation
masks are obtained. The core idea is to fuse the saliency maps
available in a sub-group through appropriate alignments, which
are of two types: centralized and decentralized. The centralized
and decentralized alignments lead to fused saliency maps for
the key image and member images, respectively. Let’s discuss
all this in detail.

Sub-group Formation: In a given group of images, there
may be lot of shape and pose variance across the images,
which is not ideal for saliency fusion. Also, we need not
process all of them together. We must note that an image
needs only a couple of other neighboring images to carry out
object co-segmentation. Hence, we divide the group into K
sub-groups via k-means clustering on global features extracted
using ResNet50 pre-trained model (on ImageNet dataset [21]).
We perform silhouette analysis [22] to find the best K. We
also identify the images nearest to the cluster centers as key
images.

Saliency Map Generation: Current saliency fusion-based
co-segmentation approaches mostly utilize a single saliency
source. In contrast, we extract four saliency maps (which
means J = 4) using different deep saliency detection methods,
namely PoolNet [23], EGNet [24], BASNet [25], U2Net [26].
The main motivation behind using multiple methods is to
benefit from all the sources, instead of just one.

Saliency Fusion: Our proposed framework has two stages:
(i) centralized alignment, and (ii) decentralized alignment.

For generating fused saliency map of the key image, we
align all the available saliency maps in the sub group to the
key image. We call this centralized alignment. For making
alignments, we use the pre-trained DGC-Net [19] model
throughout our work. Such learning-based models provide
us excellent correspondences between the pixels from two
different images, which can be used to align saliency maps
as well, not just images. First let’s collect all the candidate
saliency maps for the key-image in a sub-group after proper
alignment, as given below:

Ck = {W gk
Ii

(Sj
i )|Ii ∈ Gk, j ∈ {1, · · · , L}} (1)

where Ck denotes the collection. There will be a total of L ∗
|Gk| candidate saliency maps in the sub-group Gk for the key
image gk. Here |·| denotes cardinality. Since all these candidate
saliency maps will be of same size, because of aligning to
one image, the key-image, we can denote the collection of
candidate saliency values of a pixel p as Cp

k . We fuse all these
candidate values to generate fused saliency map Fgk for the
key image gk in the following way:

Fgk(p) = median(Cp
k) (2)

where we are basically finding the median of all the candidate
saliency values for any pixel p. Having obtained the fused
saliency map for the key-images, to obtain such map for
sub-group members, we perform what we call decentralized
alignment, i.e., aligning fused saliency map of key image to the
member images. Note here that, in the centralized alignment
discussed earlier, the alignment was opposite, i.e. aligning
saliency maps of member images to the key image. Once we
know the key-image to member image correspondences, we
can align the fused saliency obtained for the key image to the
member images. For instance, we can obtain fused saliency
map for a member image Ii in the following way:

FIi = W Ii
gVi

(FgVi
) (3)

where FIi denotes the fused saliency map for image Ii.
Object Co-segmentation Masks: Having obtained fused

saliency map for every image, we now need to generate their
object co-segmentation masks. For that, we first apply the
Otsu algorithm on those maps to generate foreground and
background seeds. These seeds are then passed along with
the image to Grabcut [27] algorithm to extract our expected
foreground, the shared object.



III. EXPERIMENTAL RESULTS

We conduct all our experiments on three standard
benchmark datasets of object co-segmentation research,
namely MSRC, iCoseg and Internet Images. The most
common evaluation metrics used for this task in literature are
Jaccard Similarity Score (J ) and Precision Score (P). We use
both of them. Jaccard Similarity is defined as the intersection
over union (IoU) of the resultant co-segmentation mask and
groundtruth mask whereas Precision is used to measure the
percentage of correctly labeled foreground and background
pixels.

We use the standard subset [10] of MSRC with classes cat,
bird, dog, sheep, car, plane and cow, where each class contains
10 images. It can be seen from Table I that our proposed
approach obtains the best J score and the second best P score.
We provide our sample qualitative results on this dataset in
Fig. 2.

TABLE I
COMPARISON OF OUR RESULTS WITH THAT OF STATE OF THE ART

METHODS ON MSRC AND ICOSEG DATASETS. NUMBERS IN RED AND
BLUE INDICATE THE BEST AND THE SECOND-BEST VALUES.

Methodology MSRC Dataset iCoseg Dataset

P J P J

Rubenstein 2013 [10] 92.2 0.75 89.6 0.68

Faktor 2013 [28] 92.0 0.77 - 0.78

Jerripothula 2016 [29] 88.7 0.71 91.9 0.72

Ren 2018 [30] - 0.72 - 0.74

Jerripothula 2018 [31] 89.7 0.74 91.8 0.72

Tsai 2019 [32] 86.5 0.68 90.8 0.72

Tao 2019 [33] 89.8 0.72 93.2 0.76

Jerripothula 2021 [34] - 0.79 - 0.81

Proposed Approach 92.1 0.84 94.4 0.88

TABLE II
COMPARISON OF OUR RESULTS WITH THAT OF STATE OF THE ART

METHODS ON INTERNET IMAGES DATASET. NUMBERS IN RED AND BLUE
INDICATE THE BEST AND THE SECOND-BEST VALUES.

Methodology Airplane Car Horse Average
P J P J P J P J

Rubenstein 2013 [10] 88.0 0.56 85.4 0.64 82.8 0.52 82.7 0.43

Jerripothula 2016 [29] 90.5 0.61 88.0 0.71 88.3 0.61 88.9 0.64

Quan 2016 [35] 91.0 0.56 88.5 0.67 89.3 0.58 89.6 0.60

Tao 2017 [12] 79.8 0.43 84.8 0.66 85.7 0.55 83.4 0.55

Ren 2018 [30] 88.3 0.48 83.5 0.62 83.2 0.49 85.0 0.53

Tao 2019 [33] 92.4 0.63 91.9 0.78 90.1 0.62 91.4 0.68

Zhang 2020 [16] 94.8 0.70 91.6 0.82 94.4 0.70 93.6 0.74

Proposed Approach 93.4 0.85 92.1 0.81 89.1 0.77 91.5 0.81

The iCoseg dataset [36] was proposed initially for the task
of interactive co-segmentation but is often used to analyze
the performance of automatic co-segmentation approaches as
well. It contains 643 images belonging to 38 classes and is
sufficiently challenging due to multiple objects and varying
camera angles. It can be seen from Table I that our proposed

Fig. 2. Sample qualitative results of our approach on MSRC Dataset

Fig. 3. Sample qualitative results of our approach on iCoseg dataset

Fig. 4. Sample qualitative results of our approach on Internet Images dataset

Fig. 5. Comparisons with segmentation scores of individual saliency methods
through Otsu segmentation followed by GrabCut, without any type of fusion.

approach gives the best J and P scores among all the
methods. We provide a few sample qualitative results of our
method on this dataset in Fig. 3.

Internet Images dataset [10] is a very challenging dataset
because it comprises of a few noise images as well, meaning
they do not contain the shared object. The standard subset
of this dataset used for object co-segmentation contains 100
images for each class. Table II gives a detailed analysis of
class-wise and average performance for various methods on
this subset of Internet Images dataset. It can be seen that our
approach obtains the best average J and second best average
P scores. Our method obtained at least second rank in almost
all the cases except P of Horse category. We provide a few
sample qualitative results of our method on this dataset in
Fig. 4.

Discussion: In Table III, we show the efficacy of using
multiple saliency sources by comparing with the cases when



TABLE III
COMPARISON BETWEEN SINGLE SALIENCY APPROACH AND OUR

MULTIPLE SALIENCY FUSION APPROACH. NUMBERS IN RED AND BLUE
INDICATE THE BEST AND THE SECOND-BEST VALUES.

Approach
MSRC [37] Internet [10] iCoseg [36]

P J P J P J

Single
Saliency

BASNet [25] 89.7 0.79 89.8 0.79 93.2 0.86

U2Net [26] 90.1 0.79 90.0 0.80 92.7 0.85

PoolNet [23] 90.6 0.80 91.1 0.80 93.0 0.85

EGNet [24] 90.4 0.80 90.5 0.80 93.3 0.86

Multiple
Saliency

Proposed
Approach

92.1 0.84 91.5 0.81 94.4 0.88

there is only single saliency source available, i.e. L = 1.
It can be seen that our proposed approach performs better
than all the cases involving just one saliency source. It clearly
demonstrates that using multiple saliency sources is indeed
beneficial. In Fig. 5, we also demonstrate how the proposed
method performs better than individual saliency methods, if
we were to simply apply Otsu algorithm followed by GrabCut
on them, without performing any type of fusion.

IV. CONCLUSION

We propose a comprehensive saliency fusion framework
for performing object co-segmentation. In this framework,
unlike previous saliency fusion-based methods, we rely on
multiple saliency sources and use deep learning based saliency
extraction and fusion processes. Our experimental analysis
indicates that we are able to perform better than several state-
of-the-art methods.
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