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ABSTRACT

This paper presents a semantic planar SLAM system that improves
pose estimation and mapping using cues from an instance planar
segmentation network. While the mainstream approaches are us-
ing RGB-D sensors, employing a monocular camera with such a
system still faces challenges such as robust data association and
precise geometric model fitting. In the majority of existing work,
geometric model estimation problems such as homography estima-
tion and piece-wise planar reconstruction (PPR) are usually solved
by standard (greedy) RANSAC separately and sequentially. How-
ever, setting the inlier-outlier threshold is difficult in absence of
information about the scene (i.e. the scale). In this work, we revisit
these problems and argue that two mentioned geometric models
(homographies/3D planes) can be solved by minimizing an energy
function that exploits the spatial coherence, i.e. with graph-cut op-
timization, which also tackles the practical issue when the output
of a trained CNN is inaccurate. Moreover, we propose an adaptive
parameter setting strategy based on our experiments, and report a
comprehensive evaluation on various open-source datasets.

Index Terms: Computing methodologies—Artificial intelligence—
Computer vision—Computer vision tasks—Vision for robotics

1 INTRODUCTION

Semantic planar SLAM has gained much attention in the last decade,
especially for virtual reality (VR) systems and augmented reality
(AR) applications. Although there has been intensive research on this
topic, most of the current methods still focus on RGB-D sensors [9,
11}[21,24]] with plane primitives extracted from depth images. While
monocular methods [[19L25,27] still face several challenges and
difficulties, such as low-texture scenes, dynamic foregrounds, pure
rotation of the camera, various baseline between frames, and scale
drift, where plane primitives can only be extracted from limited 3D
information obtained. Existing methods either build upon indirect
SLAM [18] or direct SLAM [6]], and both are subjected to the
challenges mentioned before.

In this work, we argue that data association and geometric model
fitting problems are usually not tackled efficiently in monocular
SLAM systems, i.e. establishing feature matches of multi-plane
between frames taken from different viewpoints (under small or
large baseline), or from the same viewpoint (under pure rotation),
with homographies estimated and decomposed. Thereafter, in order
to localize the camera relatively, a plausible homography matrix is
usually verified by triangulation (via positive depth validation) and
minimizing symmetric transfer error (STE) between image pairs.
However, the map scale is not observable purely from relative pose
estimation. At the same time, 3D planes can only be fitted from
sets of noisy and sparse point clouds triangulated by the monocu-
lar SLAM. Thus, to tackle the problems especially for monocular
systems, we first integrate a real-time instance planar segmentation
network into a feature-based SLAM system. Then we propose to
solve the multi-model fitting problem in a sequential RANSAC fash-
ion but with a fast graph-cut optimized proposal engine [2]]. Finally,
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a) Monocular (fr3_st_tex_far).

(b) RGB-D (of kt3).

Figure 1: We propose using Sequential Graph-Cut RANSAC
(Algo. [1) with feature-based SLAM for robust piece-wise pla-
nar reconstruction (PPR). Here, the illustrated light-weight, planar,
patch-surfels semantic map is reconstructed from sparse and noisy
point clouds. Every distinguished color indicates a different plane.

we present quantitative and qualitative results from our semantic
SLAM system, which shows the proposed method can be applied
on any feature-based monocular or RGB-D SLAM system without
a significant algorithm adaptation. To summarize, we propose the
following contributions:

* We introduce an energy-based geometric model fitting method, i.e.
sequential RANSAC with graph-cut optimization, into a feature-
based planar SLAM system, which implicitly considers SLAM as
optimizing geometric multi-model estimation of different types.

* We propose a SLAM building block that tightly integrates the
energy-based method mentioned above and a state-of-the-art con-
volutional neural network (CNN) of instance planar segmentation.
Thus, we do not take any output from CNN as a noise-free ”’sensor”
measurement, but further optimize it within the SLAM workflow,
which boosts the performance of tracking and optimization.

* We conduct exhaustive experiments and report a comprehensive
evaluation on various indoor datasets.

2 RELATED WORK

RGB-D Planar SLAM. There is a large body of recent and ongoing
research on planar SLAM using 3D sensors. A common scenario of
using semantic planar cues in SLAM is adding geometric regulariza-
tion regarding different landmarks and optimize the geometric struc-
ture jointly, such as with Manhattan World (MW) assumption [28]].
An early work [24]] presented a SLAM system for a hand-held 3D
sensor, where the authors argued that it is possible to register 3D
data in two different coordinates using any combination of point
and plane primitives. This was followed by the works [9l|11L[21}[29]
which tackle the problem similarly by extracting plane primitives
from depth image, registering planes across different views, and
optimize the poses of keyframes and landmarks (both point and
plane) in Bundle Adjustment (BA).

Monocular Planar SLAM. Even if the MW assumption is a good
constraint for indoor SLAM, it is difficult to enforce it in monocu-
lar methods because only limited 3D information can be obtained.
Therefore, this strong assumption is generally not used in the case



of a monocular sensor. In this work, we focus more on developing a
robust multi-plane estimator and refinement strategy. For example,
mMatch [20]] employs PEARL (an energy-based geometric multi-
model fitting method [[10]]) for piece-wise planar reconstruction in a
novel two-view Structure-from-Motion (SfM) workflow. A recent
monocular SLAM framework [27]] uses the high-level object and
plane landmarks, leading to a dense, compact, and semantically
meaningful map compared to the classic feature-based SLAM. To
track in a low-texture environment, Structure-SLAM [14]] employs
not only planes but also predicted normals and lines to calculate
drift-free rotation. More recently, [25] proposed a Winner-Takes-
All (WTA) RANSAC-based relative camera pose estimation under
multiple planar structures with the help of superpixels segmentation.

Exploiting the Spatial Coherence in RANSAC. This kind of
method is usually formalized as a binary labeling problem for geo-
metric multi-model fitting, which we will discuss in detail in Sec. 3]
First with PEARL (Propose Expand and Re-estimate Labels) [10],
then with more advanced methods such as Graph-Cut RANSAC [2]
and Progressive-X [3]], the spatial coherence is exploited in the
local optimization step to find local structures accurately, which
consider that geometric data often form spatially coherent structures
described by, e.g., the Potts model [4]. Those methods are suitable
for our problems in both 2D and 3D space, where homographies and
piece-wise planes should not have spatial overlapping.

Plane Detection and Reconstruction via CNN. Initially PlaneNet
[[16]] presented a end-to-end neural architecture for piece-wise planar
reconstruction from a single RGB image. However, it suffers from
limitations such as missing small surfaces and requiring the maxi-
mum number of planes in a single image as prior. PlaneRCNN [15]]
addressed these issues and proposed the first detection-based neural
network for piece-wise planar reconstruction, which jointly refines
all the segmentation masks with warping loss function to enforce
the consistency with a nearby view during training. It is able to
detect small planar surfaces, but fails to reach a real-time frame
rate. More recently, PlaneSegNet [26] was proposed as a real-time
one-stage instance plane segmentation network that achieves signif-
icantly higher frame rates and comparable segmentation accuracy
against the two-stage methods mentioned before.

3 METHOD

We first introduce the standard sequential RANSAC pipeline for ge-
ometric model fitting (homography or plane structure in this work),
with semantic cues as input with image sequences. However, we
would like to cope with possible misclassification from the instance
segmentation network, and therefore we do not simply use a stan-
dard RANSAC-like plane fitting algorithm for each detected planar
segment. Instead, we propose a more robust sequential pipeline
using a locally optimized RANSAC alternating graph-cut and model
re-fitting in the inner local optimization step (Algo. m) to adapt
automatically to inaccurate instance segmentation and noise. Finally,
we discuss how it is integrated into a feature-based SLAM frame-
work (as shown in Fig. ) as a robust geometric multi-model fitting
strategy in this work. The mathematical notation used in this section
is adopted from [2}/10].

3.1 Geometric Model Fitting via RANSAC

Standard RANSAC [7] is a well-known method for dealing with
a large number of outliers when data supports only one model
(e.g. 2D line fitting). The implied unary energy: Eo.1}(L) =
>, lILpll0;13 counts inliers for the target model using 0-1 measure,
thus can be reformulated as binary labeling problem [10]], where
parameter vector ¢ of the model with the largest number of inliers
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Figure 2: The overall structure/workflow of the monocular planar
SLAM system used in this work.

within some threshold € is estimated:

0 if (L, =1Adist(p,0) <€)V
(Lp = 0 A dist(p,0) > €)

1 otherwise.

[1Lpllo1} =

where ||Lp||{0;13 is the geometric error measure, with dist(p, 6) the
distance function, i.e. the Euclidean distance between data point
p € P and the estimated model. Parameter L € {0,1}/*! is the
labeling, | P| is the number of data points. L, € L is the label of the
point p. Here, the unary energy penalize nothing when p is labeled
as inlier (close to the model) or p is labeled as outlier (far from the
model).

Sequential RANSAC. As a variant [30] of RANSAC, sequential
RANSAC detects model instances one after another, with the in-
liers of the detected instance removed from data point set P. The
drawback of this approach is that the inliers are usually assigned to
the model instance which has the most support instead of the actual
best instance. When we apply it with semantic priors, the proposed
model’s inliers are already clustered from the data point set, thus
it is followed by a simple validation of the model. The result is,
obviously, dependent on the generalizability of a trained CNN and
the user-defined thresholds that are difficult to fine-tune.

3.2 Sequential Model Fitting with Spatial Coherence

The geometric multi-model fitting problem is usually formulated
as an optimal labeling problem, where the binary energy E(L)
can be extended with an additional term indicating the label count
penalty (label smoothness) [[13|] and a term indicating the spatial
regularity [[10]. The existing methods usually consider the general
case when the data supports some unknown number of models, and
solving E(L) over labeling L = {L,|p € P} which describes the
overall quality of the solution. However, in our case, the number
of models is known from CNN, thus making the problem slightly
different.

Energy Formulation. In this work, we assume the number of mod-
els is known, so there is no label count penalty added. We, therefore,
formulate geometric fitting problems simply by optimizing the en-
ergy E(L) over K different models (L1, Lo, ...L k), in a sequential
way. The implicit assignment of inliers to models becomes triv-
ial in our case because of an available segmentation prior, which
means generating a large number of proposed labels (models) done
in PEARL [10] is not needed anymore, making the algorithm very
fast. In this case, for each model (labeling) proposal L, the assigned
data point p will be labeled as inlier or outlier after a so-far-the-best-
model is found. As both inliers and outliers of the model should be



Algorithm 1: Sequential Graph-Cut RANSAC.

Input : M., — segmentation mask;

P — extracted feature points or matched correspondences;
N - max. iteration number of outer RANSAC loop;

Ngc — max. iteration number of inner GC-RANSAC loop;
€4 — point-to-model distance threshold;

e, —residual threshold of a model;

Output : 6 — parameters of model instances;

1 forp € Pdo

2 L, < Generate model (labeling) proposals using Mseq;

3 V) < Aggregate the data point;

4 end

s for L, € Ldo

6 e}, < Initialize residual with the max. numeric value;

7 N < Build neighborhood-graph from V/,;

8 fori =1 — N do

9 fork =1 — Ngc do

10 Sk « Draw a minimal sample from V},;

11 0}, < Estimate model parameters using Sy ;

12 wy, < Find the inliers of 6}, using €4

13 er, < Calculate the residuals;

14 ife] > er,, then

15 er, 0%, wy, < er; s Ok, wi;

16 if Local opt. (refer to Algo. 2 [2|]) then

17 wj o, changed + wy, 1;

18 while changed do

19 G < Build the problem graph (refer to

Algo. 3 [2]);
20 Lo < Apply graph-cut to G;
21 I7,, < Select a 7m-sized random inlier
set;

22 01,0 < Fitamodel using I7,,;
23 wro < Compute the support of 01,0
24 changed < 0;

25 ifwro > wj o then

2 070, L1o,wlo,changed

0ro,Lro,wro,1;

27 end

28 end

» Ly, 0k, wi < L1o,000,wios
30 end

31 end

32 e} ,0" < Least squares fitting (SVD) using w;;;
33 end

34 ife] < er then

35 Early break;

36 end

37 end
38 end

spatially coherent, which means a point near an outlier (resp. inlier)
is more likely to be an outlier (reps. inlier). In order to take this into
account, we propose to use a graph-cut algorithm to further optimize
the inlier-outlier assignment. The proposed energy:

E(L):ZHLPH"‘)" Z Wpq - 0(Lp # Lq) ey

(p,a)EN

where the first term indicates the geometric error measure between
data point and corresponding model, and the second term indicates
the spatial regularization which penalizes neighbors with different
labels in the graph. A indicates edges in the near-neighbor graph

constructed from data point set (e.g. the Potts model in Fig. [I).

0(+) is 1 if the specified condition inside parenthesis holds, and 0

otherwise. Weights w,,4 set discontinuity penalties for each pair of

neighboring data points. ) is a parameter balancing the two terms.
The binary labeling energy minimization with additional spatial

regularity terms (Eq. |1) can be solved efficiently and globally via
the graph-cut algorithm. We adopted the idea of conducting the
graph-cut algorithm in the local optimization (LO) step which is
applied when a so-far-the-best model is found [2]. As the local
optimization [5]] assumes not all all-inlier samples are ’good”, it is
perfectly aligned with our problem in this work, where the instance
segmentation clusters the data samples in the first stage is prone to
be inaccurate. More importantly, it is real-time feasible to apply the
graph-cut in the LO step within just a few iterations, as the local
optimization step converges very fast when it takes spatial proximity
into account. The proposed Sequential Graph-Cut RANSAC is pre-
sented in Algo. [Tl The whole pipeline can be considered as several
steps: (1) generate model proposals (labeling L1, L2, ... L) based
on segmentation mask and assign the data points to the model; (2)
estimate each model proposal sequentially, where the construction
of problem graph G (line 19) within the local optimization is used
to build energy minimization of Eq. [T} (3) thereafter the graph-cut is
applied to G determining the optimal labeling L; (4) model param-
eters are updated according to, not only the number of the support
inliers w as done in [2]], but also a residual threshold ¢, defined
within the SLAM system used in this work. Please note that the used
parameters and thresholds will be further explained and detailed in
the experiments (Sec. [.2).

3.3 Visual SLAM Framework

System Initialization and Map Initialization. For monocular
SLAM, we establish the proposed Algo. [I] within the initializa-
tion step, where the Homography matrix and Fundamental matrix
are calculated in parallel as done in [[18]. We use symmetric transfer
error (STE) for the geometric error measure || H,, || between matched
feature points p = (Pref, Peur). The initial solution for the non-
linear minimization is found by using the Normalized Direct Linear
Transform (NDLT) with the minimal 4 correspondences. Then we
apply the energy minimization (Eq. |1) for homographies:

EMH) =Y |Hyll+X- > 0(Hy, # Hy) ©)

(pa)eN

where H = {H|p € P} is the assignment of models to feature
points p in the reference frame, the neighborhood system N is
based on a grid-neighborhood construction on image space and the
minimum samples (4 correspondences) are sampled by progressive-
NAPSAC sampler [1]] within that image grid.

The homography with the most inliers is used to calculate the
score Sy [18]] and initialize the map. The fundamental matrix is
calculated using the default implementation. Thereafter the initial
map is scaled by setting the median of the inverse of the depth as
1 before tracking the next frame. After re-scaling the map, several
planes can be fitted from the 3D point cloud. To this aim, we apply
the energy minimization (Eq. [T) again within Algo. [T]for piece-wise
planar reconstruction:

E(@) = L+ Y 6 #T) 3
v (u,v)EN’

where IT = {II|v € V'} is the assignment of plane models to map
point, and V' indicates the set of 3D vertices. Here, we use the
distance between a 3D point and a plane: dist(v,II) = \%
as geometric error measure in the first term ||II, ||, with the plane
represented as (n”, d)”, where n is the plane normal and d is the
distance to the world origin. The neighborhood system A" is con-
structed using Fast Approximate Nearest Neighbors algorithm [[17]]
according to a predefined sphere radius r as the 3D grid is unknown,
and the minimum samples (3 points) are sampled uniformly.

Local Mapping with Plane Expanded and Re-estimated. The
existing feature-based method (i.e. ORB-SLAM?2 [18]]) focuses on



Figure 3: Comparison of the segmentation results of PlaneSegNet
and PlaneRCNN on dataset TUM RGB-D [22)].

utilizing as much point data as possible. When a new keyframe is
inserted, however, we remove (local) map point which is assumed
being associated with a plane but its distance dist(v, IT) is bigger
than a threshold e4. This step is conducted before triangulation and
local BA, thus will not influence the stability of the system. Right
after the new point landmark is triangulated (still before local BA),
we conduct Algo. [T]for piece-wise planar reconstruction. However,
detecting outliers of the geometric model is somewhat heuristic in
this work. To avoid the presence of planes with weak support in
terms of number of points, we consider planes with a low number of
3D points as "weak” planes and we only keep high-quality planes
in the map. The weak planes can be later merged into other plane
instances or removed if they cannot be expanded.

A map refiner is running in a loop within the local mapping
thread, checking all the 3D plane instances and trying to merge
the closed planes. Two planes are merged if the following two
conditions are met, first they should have nearly parallel normals:

|cos(0)| = |m| > Ty (0 < Ty < 1) and second, they
should be geometrically close to each other: |“‘;—?” - HZ—]:M < Ty.
i J

The new plane equation is updated in a RANSAC loop with 60%
randomly sampled associated point landmark. After that, all associ-
ated point landmarks will be projected on the plane by minimizing

the point-plane distance via: © = v — dist(v,11,) - T

Optimization. Different Bundle Adjustment (BA) are considered:
(1) Motion-only BA for map-to-frame tracking. (2) Local BA on
keyframe will be conducted after new plane detected, existing plane
merged/expanded and re-estimated. Notice for the local BA we treat
the optimization of the structure and the motion in a de-coupled way.
It means the reconstructed plane is used to structure the map first,
thereafter the map is used in the local BA for joint optimization. (3)
Global BA only happens after loop closure. While a final refinement
could be conducted with cost function [[12]:

argmin Z{lei] Q(Ci,vj)HJerist(vj,Hk)} €Y
' k

Ciyvj, g 5 B

where the first term indicates the standard reprojection error and
Q(.) is the camera projection function. The second term indicates
the point-to-plane distance. The 6-DOF camera pose is represented
as Lie Algebra C' € se(3). i, j, k are the number of camera views,
3D points and planes, respectively. Notice that the plane needs
to be parameterized as minimal representation such as spherical
coordinates: IT = (¢ = arctan(%), 1 = arcsin(n.), d), where
¢ and 1 are the azimuth and elevation angles of the plane normal.

However, under monocular setting, this cost function is subject
to outlier planes (e.g. data sequences such as frl_desk/fr2_desk,
explained in Sec. [.2)) and can become a large scale non-linear opti-
mization (e.g. any corridor scenario or large environment). In this
work, for the fair comparison with other semantic SLAM methods,
we report quantitative results (in Table[T)) without the final global
optimization, and focus on the local mapping of PPR which shows
the direct impact of the PPR on the accuracy of estimated trajectory.

(a) fr3_st_tex_far. (b) fr3_st_tex_near.

(¢) fr3_nst_tex_near. (d) fr2xyz.

(e) IrktO.

(f) Irke2.

Figure 4: The light-weight semantic map (points and planar
patch-surfels, best view zoom-in) constructed on selected se-
quences of dataset TUM RGB-D and ICL-NUIM (8].

4 EXPERIMENTS AND RESULTS

‘We base our experiments on datasets TUM RGB-D and ICL-
NUIM [8]. First, we discuss the chosen instance plane segmentation
CNN, especially highlighting the problematic failure cases and ex-
plain how we treat it as noisy “sensor” measurement. Then we
compare the performance of our SLAM framework with the pro-
posed multi-plane estimator to some recent vSLAM methods.

4.1 Plane Detection via CNN

We employ PlaneSegNet as our plane detector, because, as a
global-mask-based instance segmentation method, it provides seg-
mentation masks with higher resolution and better completeness
than local-mask based method like PlaneRCNN [I5]. More impor-
tant, PlaneSegNet is capable to run at a real-time frame rate (over
30Hz), while PlaneRCNN is only able to run at less than SHz with
the same hardware (NVIDIA GTX 1080 Ti).

The instance segmentation is considered as a prior information
for piece-wise planar reconstruction. However, as shown in Fig. [3]
global-mask based instance segmentation method (i.e. PlaneSegNet)
suffers from feature leakage, and sometimes cannot distinguish dif-
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il desk 1.91 141 173 - 1.81 173 1.86 2.70 143 Point-Plane Map Initalization 214
12 xyz 0.24 0.27 0.26 - 1.73 0.37 171 0.80 - Non-Planar Map Point Culling 0.56
£r2_desk 1.28 114 0.90 - 7.66 0.85 7.85 3.70 - New Plane Detection 207
fr3_st_tex_far 0.84 0.95 1.09 1.40 1.08 1.19 1.10 2.20 0.97 Plane Merging/Expanding 0.92
fr3_st_tex_near 124 1.29 128 1.40 0.83 121 0.91 1.20 0.84 l‘j‘é“fﬁf‘“'};’“ﬁ“"“ ) ('”'n‘g
fr3_nst_tex_near 144 131 2.50 - 1.02 225 142 - - Lo etmemen 5085
‘ }CkL(')NU‘M's I — — — I — — — — — | Table 2: Runtime analysis [ms] (mean value
Ir kel 3.96 1.04 240 160 072 116 0.64 1.10 0.98 evaluated on dataset TUM RGB-D [22]:
Ir k2 2.62 278 272 4.50 143 1.67 1.57 1.50 1.92
Ir k3 131 148 235 4.60 1.58 1.02 177 L10 1.25 fr3_st_tex far) .Of. our planar SLAM system
of ki0 2.60 444 6.70 - 1.92 2.54 2.19 250 1.99 compared to original ORB-SLAM2 and Open-
of ktl X X X X 3.15 5.64 1.89 1.30 225 R .
of k2 317 218 454 310 159 0.97 087 150 220 VSLAM, under monocular setting, using a
of ki3 111 18.03 13.50 6.50 0.91 6.94 0.96 130 1.84 desktop PC with an Intel Xeon(R) E-2146G

Table 1: Absolute trajectory error (ATE) RMSE [cm] (X stands for tracking failure, - stands
result not available from the corresponding paper). Each result from ours, ORB-SLAM2 and
OpenVSLAM was calculated as the average over 5 executions on each sequence.

ferent planes of similar texture. Notice the network was not trained
on the dataset we used to evaluate SLAM, which simulates the prac-
tical situation because a trained CNN may not generalize under the
different real-world scenarios. This is also the reason why we intro-
duced the graph-cut method in this work which can be considered
as a post-processing step to the instance segmentation. Thus, we do
not take any output from the CNN as the noise-free measurement of
the plane, but further, optimize it within the SLAM framework. We
argue that our proposed Sequential Graph-Cut RANSAC (Algo. [T)
with plane expanded and re-estimated in SLAM (Sec. is an ele-
gant way to reconstruct semantic structure in any monocular SLAM
system. Within that, we actually established a procedure where
first the potential hypothesis (data points) are separated based on
segmentation prior and graph-structured optimization, thereafter the
detected geometric primitives are merged based on their geometric
attributes during the reconstruction of the scene, on the fly.

4.2 Visual SLAM System with Point and Plane

In this work, we made modification discussed in Sec. [3.3]to Open-
VSLAM [23|] , which is built upon ORB-SLAM?2 [[18]].

Geometric Model Fitting via Energy Minimization. For conduct-
ing the energy-based graph-structure optimization, a neighborhood-
graph NV has to be built according to the model estimated, where the
data point is sampled from. For homography estimation, we define
the number of cells along each axis as 8 which is used to divide the
image into a grid where the neighborhood-graph is built from. The
spatial coherence weight, i.e. the parameter A in Eq. [2] is set as
0.975. The problem graph construction (line 19 in Alg within
the local optimization (LO) step is used to add energy terms into
the function (Eq. E]), where the first energy term (geometric error
measure) is added by replacing the standard 0-1 loss with a Gaus-
sian kernel function, which makes the problem close to maximum
likelihood estimation, refer to Eq. 1 of [2]. The second energy term
(spatial regularization) is added by applying pair-wise energy on a
modified Potts model, refer to Eq. 3 of [2]. The error threshold for
symmetric transfer error (STE) is set as 2 pixels in this work. The
confidence of the inner GC-RANSAC is set as 0.99. For piece-wise
planar reconstruction, the neighborhood-graph is constructed via
FLANN with the sphere radius set as r = 2 - ¢q (Where ¢4 is the
distance threshold discussed in the next paragraph). The confidence
of the inner GC-RANSALC is set as 0.99. The spatial coherence
weight (\') is set as 0.6. For all the experiments, the max. iteration
number Ngc is calculated according to the Eq. 4 in [2], the max.
iteration number N of outer RANSAC loop in Algo. [T]is set as 50.
Adaptive Parameter Setting Strategy. Setting the inlier-outlier
threshold is difficult without knowing the scale. Thus, to reduce
the dependency on the user-defined threshold, we set two empirical
values but adjust it according to the local map scale dynamically: (1)
the distance threshold ¢4 which decides if a point landmark is close

12 cores CPU @ 3.50GHz, 32GB RAM. The
PlaneSegNet is evaluated on a standard GPU
of NVIDIA GTX 1080 Ti.

enough to a plane, (2) the residual error ery which decides if a plane
equation fitted is optimal enough (here, ey is equivalent to the er,
in Algo. [[]which is the residual of a model). Given eq = 0.02 and
enn = 0.01, for monocular mode, the local map scale is estimated
as the inverse of median depth of current keyframe during tracking,
thereafter both thresholds €4 and err are normalized by the local map
scale on the fly. For RGB-D mode, the local map scale is calculated
as the average value of the sum of the world position of all the point
landmarks, this step only needs to be conducted at the beginning of
the data sequence. Moreover, the geometric thresholds mentioned
in the local mapping thread (Sec. [3.3): Ty = 0.8 (decides if two
normals are parallel enough) and Ty = 10 - €4 (decides if two planes
are close enough). We found out above mentioned thresholds give
our SLAM system stable performance on various data sequences
during evaluation, without much effort on parameter fine-tuning.
Benchmarking. The TUM RGB-D benchmark [22]] provides indoor
sequences under different texture and structure conditions. Thus, we
select different levels of complexity for evaluating our planar SLAM
system: single plane scenario (fr1_floor, fr3_nst_tex_near), multiple
planes scenario (fr3_st_tex_far, fr3_st_tex_near), and scenario of tex-
tureless table but with many objects presented (frl _xyz, frl1_desk,
fr2_xyz, fr2_desk), as listed in Table[I] While our monocular pla-
nar SLAM system obtains better results of ATE RMSE on most
of the sequence compared to the classic feature-based SLAM sys-
tems. Notice that most of the relative work is not superior in terms
of ATE RMSE compared to e.g. ORB-SLAM?2, such as Structure-
SLAM (Mono) and ManhattanSLAM (RGB-D) which reported less
complete quantitative results in their paper. Nevertheless, Structure-
SLAM, ManhattanSLAM, and SP-SLAM utilize not only plane
features but also lines, predicted normal maps or MW assumption in
their system. Ours, however, presented as a pure point-plane SLAM
system without WM assumption whose algorithm is suitable for
any feature-based SLAM of monocular or RGB-D, which shows
integrating MW assumption or more high-level features (e.g. line)
benefit semantic mapping or tracking in the low-texture scenes, but
not necessarily improve the accuracy of camera localization, pos-
sibly due to different optimization strategies. More important, any
output from CNN should not be considered as noise-free input for
the semantic SLAM system, as we especially tackled in this work
with graph-cut optimization within SLAM workflow. The qualitative
results are illustrated in Fig. [

The ICL-NUIM RGB-D benchmark [8] is a synthetic indoor
dataset that shows a low-contrast and low-texture environment. Thus
we lower the FAST threshold for detecting ORB features to 2, which
gives the best performance under monocular setting, while RGB-
D SLAM is evaluated under the default setting. However, even
with a lower FAST threshold, this dataset is difficult for monocular
SLAM and our monocular system only works stably on a few of
the sequences, and we are not able to initialize the system when



processing more than half of the images of sequence of _kt1. Without
establishing 3D plane-plane registration and pose optimization [24]]
as done in mainstream approaches of RGB-D planar SLAM, our
RGB-D system also obtains comparable ATE RMSE accuracy com-
pare to other RGB-D SLAM methods, as shown in Tablem
Failure Cases and Limitation. Our monocular planar SLAM sys-
tem depends strongly on the point features, which brings the limita-
tion that no reliable plane can be fitted when there are not enough
point landmarks. Our map refiner strategy only keeps high-quality
planes, which also omits small planes from the map. Textureless pla-
nar scenes such as frl_desk and fr2_desk, result in fitted planes from
point cloud actually associated with objects like books, keyboards,
and cups, which undermines the camera localization. The ATE
RMSE evaluation of our SLAM systems also strongly depends on
the performance of OpenVSLAM. The tracking failure of sequence
of _kt1 (monocular) results from a fast-moving and fast-rotating cam-
era and textureless scene. RGB-D SLAM is usually more robust
but more 3D point and plane landmarks could result in a large-scale
non-linear optimization even in a small scene.

Run-time. The run-time analysis of our monocular SLAM system is
reported in Table 2} which shows a more efficient computation time
compared to the classic feature-based ORB-SLAM2 and OpenVS-
LAM. Notice the functionality presented in Table|z|is corresponding
to the building block illustrated in Fig. 2} which is embedded as a
multi-thread system. Most of the computation is used for initializa-
tion and local BA. After the system is initialized, the instance planar
segmentation only needs to be conducted on every inserted keyframe.
It is very fast to detect new planes using our proposed sequential
multi-plane fitting method (avg. 2 ms) when a new keyframe is
inserted into the map, and it is very fast to merge, expand, and refine
the existing plane structures (avg. 1 ms).

5 CONCLUSION

Our work presented a robust building block of a feature-based SLAM
framework with an extended plane detector, with special care in
taking instance plane segmentation as noisy “sensor’ input and
further optimizing it during geometric primitives reconstruction.
With the dynamically adjusted thresholds, our proposed multi-plane
reconstructor can be applied to various indoor scenarios without
much effort in parameter fine-tuning. Comprehensive quantitative
results are reported in this work. Future works can explore other
types of features such as line segment and vanish point, or utilize
planar SLAM in the urban environment and driving scenario. The
joint pose-graph optimization of different geometric primitives is of
interest.
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