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Figure 1: On the left: schematic of the hybrid Video/Optical see-through HMD comprising the supports for the electro-optical shutters and a 
pair of stereo cameras mounted on the top of a commercial binocular OST display. On the right: embodiment of the hybrid Video/Optical see-
through HMD  

 

ABSTRACT 
An old but still ongoing subject of debate among augmented 
reality (AR) experts is about which see-through paradigm is best 
in wearable AR displays. Video see-through (VST) and optical 
see-through (OST) paradigms have both their own strengths and 
shortcomings with respect to technological and human-factor 
aspects. The major difference between these see-through 
paradigms is in providing an aided (VST) or unaided (OST) view 
of the real world. In this work, we present a novel approach for 
the development of AR stereoscopic head-mounted displays 
(HMDs) that can provide both the see-through mechanisms. Our 
idea is to dynamically modify the transparency of the display 
through a liquid crystal (LC)-based electro-optical shutter applied 
on the top of a standard OST device opportunely modified for 
housing a pair of external cameras. A plane-induced homography 
transformation is used for consistently warping the video images, 
hence reducing the parallax between cameras and displays. An 
externally applied drive voltage is used for smoothly controlling 
the light transmittance of the LC shutters so as to allow an easy 
transition between the unaided and the camera-mediated view of 
the real scene. Our tests have proven the efficacy of the proposed 
solution under worst-case lighting conditions.  
 
Keywords: HMD, Video see-through, Optical see-through. 

Index Terms: OST-HMD, VST-HMD, orthoscopy, parallax, 
image warping, homography induced by a plane, electro-optical 
shutter, lighting conditions. 

 

1 INTRODUCTION 
Wearable augmented reality (AR) systems based on head-

mounted displays (HMDs) intrinsically provide the user with an 
egocentric viewpoint with a reduced or zero parallax. Standard 
stereoscopic HMDs provide binocular parallax and motion 
parallax and smoothly augment the user’s perception of the real 
scene during use. For these reasons AR HMD systems are 
properly deemed as the most ergonomic solution to those tasks 
manually performed under user's direct vision since they minimize 
the extra mental effort required when switching his/her own 
attention back and forth between the real scene and the augmented 
view rendered on the display [1]. 

Most of the AR HMDs fall into two categories according to the 
see-through paradigm they implement: video see-through (VST) 
HMDs and optical see-through (OST) HMDs. Typically, in OST 
HMDs, the user’s direct view of the real world is augmented with 
the projection of virtual information on a beam combiner and then 
into the user’s line of sight [2] (Figure 2). Differently, in VST 
HMDs the virtual content is merged with the camera images 
captured by one or two external cameras rigidly fixed on the visor 
frame (Figure 3). 

The industrial pioneers, as well as the early adopters of AR 
technology, properly considered the camera-mediated view 
typical of the VST paradigm, as drastically affecting the quality of 
the visual perception and experience of the real world. By 
contrast, OST HMDs were/are able to provide the user with a 
natural view of the real world at full resolution. The fundamental 
OST paradigm of HMDs is still the same as described by Benton 
(Google Glass, Microsoft HoloLens, Epson Moverio, Lumus 
optical, Optinvent ORA-1) [3]. 

A straightforward implementation of the OST paradigm 
comprises the employment of a half-silvered mirror as beam 
combiner to merge real view and virtual content. The user’s own 
view is herein augmented by rendering the virtual content on a 
two-dimensional (2D) micro display and by sending the image to 
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the beam combiner. Lenses can be placed between the beam 
combiner and the display to focus the virtual 2D image so that it 
appears at a comfortable viewing distance on a semi-transparent 
surface of projection (SSP) [4, 5]. As an alternative, the use of 
thin and high-precision light guide technologies allows the 
removal of the traditional and bulky optical engine placed in front 
of the user’s eyes [6]. The OST paradigm is particularly suitable 
for augmenting the reality by means of simple virtual elements 
(models, icons or text labels) but shortcomings remain both from 
a technical and a perceptual standpoint, especially in case of 
virtual contents of greater complexity and at close working 
distances. 

 

 
Figure 2: Commercial optical see-through head-mounted displays. 

 
Figure 3: Commercial video see-through head-mounted displays 

From a technological standpoint, even if automated and not 
user-dependent eye-to-display calibration methods have been 
recently proposed [7-10], the problem of ensuring a robust and 
accurate AR image registration remains an open question.  

From a perceptual standpoint, in OST HMDs the difference in 
the user’s perception of the real 3D world and of the 2D 
projection of the virtual content on the SSP creates conflicts due 
to mismatched accommodations. These perceptual conflicts are 
often reflected in reducing the benefits brought by the optical 
paradigm of leaving unaltered the user’s view of the real world.  
In OST HMDs the user is indeed forced to accommodate his/her 
eyes for focusing all the virtual objects on the SSP placed at a 
fixed distance. On the other hand, the focus distance of each 
physical object in the 3D world depends on its relative distance 
from the observer and may dynamically vary over time. This 
means that, even if an accurate geometric registration of virtual 
objects to the real scene is obtained on the 2D SSP plane, the user 
may not be able to view both the virtual and real content in focus 
at the same time. This aspect is particularly significant in complex 
applications that demand for great hand-eye coordination, since it 
reduces the user’s ability to interact with the real scene whilst 
maintaining the virtual aid in focus.  

Differently, the pixel-wise video mixing technology that 
underpins the VST paradigm can offer high geometric coherence 
between virtual and real content. In these systems, a user-specific 
calibration eye-to-display routine is not necessary, and this is the 
major advantage of the VST versus the OST approach. Further, in 
VST systems, real scene and virtual content can be synchronized, 
whereas in standard OST devices there is an intrinsic lag between 
the immediate perception of the real scene and the inclusion of the 
virtual elements. Nevertheless, the user wearing a VST HMD can 
experience motion sickness if the AR scene is rendered onto the 
visor internal displays with a significant delay. From a perceptual 
viewpoint, in VST systems the visual experience of both the real 
and virtual content is unambiguously controllable by computer 
graphics, with everything on focus at the same apparent distance 
from the user. VST systems are much more suited than OST 
systems, to rendering occlusions between real and virtual 

elements or to implementing complex visualization processing 
modalities that are able to perceptually compensate for the loss of 
the unobstructed real-world view. On the other hand, VST HMDs 
have the main drawback of substantially restricting the visibility 
of the real world depending on the resolution, the field of view 
(FoV) and the placement of the pair of external cameras.  

This paper reports on a novel approach for the development of 
AR stereoscopic HMDs able to provide both the see-through 
paradigms. The goal is to offer, on a standard OST HMD, also the 
benefits of the VST paradigm by using external cameras and 
offering the possibility of obscuring the view of the real world. In 
more detail, a pair of liquid crystal (LC)-based optical shutters are 
mounted on the top of a standard OST HMD to black out its OST 
capability. Our idea is to dynamically modify the transmittance of 
the electro-optical shutter so as to allow an easy transition 
between the unaided and the camera-mediated view of the real 
scene. The paper is structured as follows: in Section 2, two 
examples of related works in the field are presented; Section 3 
presents the conceptual framework of the proposed approach and 
describes its technical implementation. Section 4 shows the results 
of the preliminary experiments carried out for assessing the 
efficacy of the solution under worst-case lighting conditions. 
Section 5 discusses few possible use cases in which the hybrid 
video-optical see-through HMD could be of assistance.  

2 RELATED WORKS 
In literature, solutions for actively selecting, on a pixel basis, 

the information coming from standard OST microdisplays have 
been proposed. In [11] the authors present a prototype that, by 
means of a masking LCD panel, is able to generate proper 
occlusions between virtual and real objects in the AR scene. More 
recently, a less cumbersome wide FoV OST prototype has been 
proposed [12]; the system, by means of  two stacked LCD 
microdisplays and an RGB backlight, provides spatial light 
modulators needed for yielding selective per-pixel occlusions and 
multiple simultaneous focal depths. Our solution is less complex 
technically and can be easily scaled down: its main feature is to 
globally controlling the transparency of the see-through displays 
and it is not intended to address the aforementioned perceptual 
issues related to the OST paradigm, e.g. forced eye’s 
accommodation due to the SSP generated at a fixed distance.  

3 IDEA AND IMPLEMENTATION 
Typically, most prototypical embodiments of VST HMDs have 

been built by mounting stereo camera pairs on top of commercial 
3D visors for virtual reality [13-18]. Such systems, if they do not 
include a system of mirrors for providing rigorous 
orthostereoscopy [13, 19], suffer from a non-negligible eye-
camera parallax and are all quite obtrusive and heavy. Conversely, 
most OST HMDs feature high ergonomics, high lightness and low 
bulkiness, being designed as everyday glasses. For this reason, 
and for achieving a quasi-orthoscopic configuration for the VST 
modality, we built our novel HMD on top of a commercial OST 
HMD. By doing so, the pair of external cameras can be mounted 
closer to the user’s exit pupils and the eye-camera parallax is 
reduced. Obviously, the implementation of the VST modality on 
our visor requires that the underlying OST HMD works in opaque 
mode as in [20]. Since our goal was to develop a hybrid VST/OST 
visor, we had to work on a solution allowing a smooth transition 
between the VST modality and the OST modality. To this end and 
with the objective of avoiding any moving parts in the visor, we 
adopted an electrically-driven shutter in place of an obtrusive 
mechanical cover. In the following sub-paragraphs we shall 
briefly outline the technical implementation of our idea and we 
shall list the components of the hybrid HMD. 
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3.1 HMD platform with embedded stereo pair 
Our hybrid VST/OST is based on a reworked version of a 

commercial binocular OST HMD (DK-33 by LUMUS, 
www.lumusvision.com).  

The optical engine of the visor is the OE50 which features a 
1280x720 resolution, a horizontal FoV of 35.2° and a vertical 
FoV of 20.3°.  

The stereo camera pair, composed by two Sony FCB-MA13 
cameras, was mounted laterally at a distance of 98.26 mm. The 
camera, comprising a 1/2.45′′ CMOS sensor, is extremely 
compact in size (16.5 x 10.3 x 18.0 mm) and has the following 
specifics: horizontal FoV = 53°, vertical FoV = 29° and frame 
rate of 30 fps at 1920x1080 resolution.  

3.2 LC-based electro-optical shutter 
For managing the smooth transition between occluded and non-

occluded view, therefore with the goal of obtaining a totally 
hands-free VST/OST switching mechanism, we have adopted an 
electrically driven LC optical shutter (FOS model by LC-Tec, 
www.lc-tec.se). 

Such LC shutters manage to control the light transmittance by 
means of an externally applied drive voltage and have the main 
advantage of allowing analog transitions between fully open and 
closed states via voltage amplitude modulation (i.e. they can be 
used as variable filters other than as on/off shutters).  

According to the manufacturer’s specs, the open state 
transmittance is ≥ 39.5%, whereas the closed state transmittance 
is close to 0%.  

3.3 3D printed supports  
The design of the supports was realized using PTC Creo 

Parametric (www.ptc.com). Their sizes and shapes were 
established starting from the dimensions and constraints imposed 
by the outer frame of the OST HMD and considering the size of 
the electro-optical shutters and of the pair of external cameras.  

Overall, the design of the supports was considered so as to be 
compliant with the targets in terms of system ergonomics, weight 
and compactness. One support is intended contain the two LC 
shutters and a second one serves for housing the electronic board 
of the stereo cameras (Figure 1).  

The 3D models of the supports were then printed with a 3D 
rapid prototyping machine (Stratasys Elite Dimension, 
www.stratasys.com) (Figure 4). The whole HMD with the 
external cameras, their electronic boards, and the optical shutters 
is depicted in Figure 1. 

 
 
 

 

 
Figure 4: 3D printed external supports for electro-optical shutter 
and external camera. First row image with the shutter in open-state. 
Second row image with the shutter in closed-state. 

3.4 Camera placement and image warping  
The intended use of our hybrid VST/OST HMD is for tasks 

performed within arm's reach. For this reason cameras are toed in 
so as to be compliant to a viewing/working distance of 50 cm. The 
angle of vergence of the stereo pair is of 15.2°, so that the optical 
axes of the two cameras intersect at the pre-defined working 
distance [21].  

In order to compensate for the different camera placement with 
respect to the user’s eyes position (i.e. eye-camera parallax), 
camera images are warped before being rendered on the display. 
Image warping is performed after estimating the homography that 
maps the image points of an ideal plane, placed at 50 cm from the 
observer, in the camera’s image to those yielded by the same 
camera placed at the eye’s ideal position (i.e. at the center of the 
display eye box) [22, 23] . The extrinsic and intrinsic parameters 
of the display’s frustum have been retrieved from the specifics of 
the optical engine.  The warped image is subjected to 
magnification that derives from the mismatch between the FoVs 
of the camera and the display. In this way, the camera-mediated 
view of the points placed on the ideal plane should be perceived 
on the same direction as they would be perceived if seen with the 
naked eye (i.e. unaided view). Nevertheless, this solution does not 
ensure a proper visual perception of those points that are far from 
the ideal plane and if the position of the user’s eyes (viewpoints) 
do not fall exactly at the centers of the displays’ eye box. 
Therefore, under open-state mode and with the OST display 
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turned on the user may experience different degrees of double 
vision (from light to severe) depending on the actual viewing 
distance and on the displacement between his/her own eyes and 
the ideal centers of the eye-box of the displays. 

4 EXPERIMENTS 
The goal of our tests was to preliminarily assess the efficacy of 

our hybrid VST/OST HMD under worst-case lighting conditions. 
As previously described, in open-state mode the unaided and 

the camera-mediated views are perceived as not perfectly 
overlapped the farther we go from the reference plane considered 
for computing the homography transformation and since the 
user’s viewpoint hardly matches the center of the eye box of the 
display  (Figure 5). The image was acquired by a third camera 
placed within the eye box of one of the two displays.  

When the electro-optical shutter works in closed-state mode, 
such double vision effect disappears (Figure 6). 

 
 
 

 
 
 
 
The capacity of the electro-optical shutter to block the 

environment light depends on the following factors: the user’s 
vision sensitivity, the lighting conditions in the environment, the 
accuracy in the plane-induced homography estimation in 
connection with the distance between the reference plane and the 
area under observation, and the brightness of the OST display. We 
tested our hybrid HMD on 5 subjects and under different lighting 
conditions: 1) at a work desk in an office with standard neon 
lighting on the ceiling; 2) under controlled lighting conditions 
obtained by means of a photographic spotlight; 3) under worst-
case lighting conditions in the operative room under a LED 
scialytic lamp (Figure 7).  

In each lighting conditions we measured the illuminance before 
the user at approximatively a distance of 50 cm from the eyes by 
using a commercial lux meter by GrandBeing 
(www.grandbeing.net) (Figure 8). The lux meter has a declared 
accuracy of ±4%. In each one of the selected lighting conditions, 

the user looked at his/her own hands and at a 6x4 cm mirror that 
directly reflected the light source to his/her own eyes. 

In each lighting condition, with the electro-optical shutter in 
closed-state and the OST display turned off, each user was able to 
perceive the view of the environment through the visor.  

With the electro-optical shutter in closed-state and the OST 
display turned on all the users experienced double vision only in 
the event of direct reflection of the light coming from the scialytic 
lamp, as reported in Table 1: 

Table 1: Experience of double vision under different lighting 
conditions 

 Desk lighting 
(330 Lux) 

Photographic light 
(730 Lux) 

Scialytic lamp 
(105800 Lux ) 

 Hands Mirror Hands Mirror Hands Mirror 
Sub.1 No No No No No Yes 
Sub.2 No No No No No Yes 
Sub.3 No No No No No Yes 
Sub.4 No No No No No Yes 
Sub.5 No No No No No Yes 

 

 
 
 
 

 

 

Figure 5: Double vision (severe displacement at close distances) 
with electro-optical shutter in open-state mode. 

Figure 6: No double vision with electro-optical shutter in closed-
state mode. 

Figure 7: Worst-case lighting conditions in the surgical room under 
the scialytic lamp. 
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Figure 8: Illuminance measured in the surgical room with a mirror 
providing a direct reflection of the light source on the user’s eyes. 

 Even if the electro-optical shutter is not able to completely 
obscure the light rays coming from the environment, it is enough 
to avoid double vision when the OST display is turned on. This 
means that the luminance contribution associated to the light rays 
coming from the world, after their passage through the electro-
optical shutter, is negligible with respect to the luminance 
generated by the display itself. This effect is aided by the quasi-
orthoscopic camera placement that, together with the image 
warping, allow the quasi-perfect overlapping the real-world light 
rays with their corresponding pixel-wise reproductions coming 
from the optical engine of the OST. In this way, directions with 
high luminance are associated to pixel areas with high brightness 
and this effect avoids double vision also in presence of direct 
reflections of the light source to the observer’s eyes (which can be 
considered a worst-case scenario). 

All the subjects experienced double vision only in the event of 
light directly reflecting from the LED scialytic lamp in a surgical 
room. This condition is, however, rather unrealistic since 
observing a direct reflection of the scialytic lamp is comparable to 
staring at the sun with the naked eye (brightest sunlight is about 
120.000 Lux).   

The electro-optical shutter represents a valid alternative to a 
mechanical external cover and does not require moving parts 
(motorized or not) since the switching mechanism between OST 
and VST is electrically-driven. In future, the optical shutter can be 
scaled down to be adapted to the optical engine of the OST HMD. 
 

5 CONCLUSION 
We presented a new approach for the development of AR 
stereoscopic head-mounted displays (HMDs) that provides both 
the see-through mechanisms (OST and VST). Our idea is to 
dynamically modify the transparency of the display through a 
liquid crystal (LC)-based electro-optical shutter applied on the top 
of a standard OST device opportunely modified for housing a pair 
of external cameras. Our tests have proven the efficacy of the 
proposed solution under worst-case lighting conditions.  

VST and OST paradigms have both their own strengths and 
shortcomings, which are almost all complementary for a defined 
use case. A hybrid system can therefore combine the benefits of 

both the AR modalities since it allows to switching to the most 
suitable modality during use. 

The idea of integrating the potentialities of both the see-through 
paradigms is of outmost importance towards the definition of AR 
visualization modalities able to adapt to highly specific and 
complex tasks. This is particularly true in the context of image-
guided surgery, where the quality of the AR experience and the 
ability to smoothly integrate the surgeon’s perceptive efficiency, 
represent the key requisites for a successful result. 

The availability of a hybrid OST and VST display paves the 
way to new perceptual studies in the context of AR (e.g. aimed at 
comparing different registration or rendering methods while 
switching between both paradigms on the same device).   
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