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Compelling AR Earthquake Simulation with AR
Screen Shaking∗

Setthawut Chotchaicharin

Abstract

Many countries around the world suffer losses from earthquake disasters. To
reduce the injury of individuals, safety training is essential to raise people’s pre-
paredness. To conduct virtual training, previous work uses virtual reality (VR)
to mimic the real world, without considering augmented reality (AR). Our goal
is to simulate earthquakes in a familiar environment, for example in one’s own
office, helping users to take the simulation more seriously. With this approach,
we make it possible to flexibly switch between different environments of differ-
ent sizes, only requiring developers to adjust the furniture layout. We propose
an AR earthquake simulation using a video see-through VR headset, then use
real earthquake data and implement a novel AR screen shake technique, which
simulates the forces applied to the user’s head by shaking the entire view. We
run a user study (n=25), where participants experienced an earthquake both in
a VR scene and two AR scenes with and without the AR screen shake technique.
Along with a questionnaire, we collected real-time heart rate and balance infor-
mation from participants for analysis. Our results suggest that both AR scenes
offer a more compelling experience compared to the VR scene, and the AR screen
shake improved immediacy and was preferred by most participants. This showed
us how virtual safety training can greatly benefit from an AR implementation,
motivating us to further explore this approach for the case of earthquakes.
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1. Introduction
Many countries, especially counties and regions around the Pacific Rim, have to
encounter earthquake disasters frequently. The damages from such incidents are
tremendous and inevitable. For example in the last 10 years in Japan, there have
been more than one hundred major earthquakes with recorded magnitudes greater
than 5. For example, the 2011 Tohoku earthquake with 9.0-9.1 magnitude, caused
catastrophic damage to the people and economy. The countries that suffer from
earthquakes often have safety training programs for their population, especially
at school. These programs are expected for the participant to prepare for a real
earthquake incident and to reduce physical injuries of individuals [2]. Traditional
earthquake safety training includes general information about the earthquake,
emergency kit preparation, decision making during the earthquake, evacuation
training, etc. After introducing all the information, participants are asked to
hide under a table or other safe place to protect their head, pretending that an
earthquake was happening. In this step, if the participant has not experienced a
real earthquake yet, it is difficult to imagine how an earthquake at the place it
question would really look like. This makes it difficult for them to be part of the
situation and even harder to put the provided information to use during a real
incident.

Prior work mostly focuses on using virtual reality (VR) to create a simula-
tion experience for head-mounted displays (HMDs). The virtual environment is
created using 3D models of furniture, which is arranged to mimic the real-world
scenario. The scenario may vary depending on the setup, for example office, bed-
room, kitchen, etc. This way, the situation can easily be manipulated to present
users with information like guidance for how to use an emergency kit or how
to evacuate properly. However, this pipeline offers a fully virtual environment,
in other words, it brings users to another place they are unfamiliar with. The
simulation results in a positive experience, but it is difficult for them to apply
the knowledge they learnt in a real earthquake. To deal with this difficulty,
we decided to use augmented reality (AR) to improve user experience of virtual
earthquake safety trainings.

By using AR, users can experience what would happen if an earthquake oc-
curred in their familiar environment. Although it is not possible to shake the real
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furniture, by shaking virtual furniture superimposed on the video background,
they can feel the power of the earthquake and confirm the evacuation route. By
using real offices and houses as the background, the user’s sense of realism is
expected to be greatly enhanced. However, one of the problems with AR earth-
quake simulation compared to VR is its limited ability of shaking of the entire
environment. It is straightforward to shake the entire environment in VR, but in
the case of video see-through AR, the camera is always fixed on the user’s head
and can only be moved through head movements.

To address this problem, we propose a novel rendering technique called AR
screen shake. It emulates the motion of a physical camera by moving the en-
tire rendered frame relative to the virtual camera. This allows us to create an
AR earthquake simulation combining the advantages of VR—shaking the entire
view—with the advantages of AR—providing a high level of realism in a familiar
environment. To validate the effectiveness of the proposed approach, we con-
ducted a user study that compared three conditions; VR earthquake simulation,
AR earthquake simulation with and without the AR screen shake technique. The
results suggest that participants prefer both AR conditions over the VR condition
and that the condition with AR screen shake was the most preferred. The results
also show that participants tend to lose their balance more in the AR condition
with the AR screen shake.

The contributions of this paper are as follows:

• Demonstration of the successful AR earthquake simulation based on a
consumer-grade HMD (Oculus Quest 2)

• Proposal of the AR screen shake technique to improve earthquake experi-
ence in video see-through AR

• Validation on the effectiveness of the proposed AR earthquake simulation
and the AR screen shake technique

2



2. Related Work

2.1 Traditional Earthquake Safety Training
Those countries that have frequent earthquakes usually have their own way of
conducting earthquake safety training. The training procedure varies depending
on factors such as region, space, or cost. However, the purpose is always to reduce
injuries of individuals during the earthquake. Most of the injuries during an
earthquake are caused by falling objects (e.g. hanging picture or lamp), shattered
objects (e.g. mirror or window), and heavy object falling over (e.g. shelf or
wardrobe) [10, 11]. The common training procedure includes reading a safety
manual [12, 13], watching a training video, and conducting an earthquake drill.

The safety manual includes topics such as preparation for the earthquake,
organizing disaster supplies, objects to avoid to prevent injuries, etc. The training
video shows a real earthquake scenario and the appropriate training process. The
earthquake drill is the process training the participant on what to do during the
earthquake and raise their preparedness, usually by applying the “drop, cover,
and hold on” strategy [10, 11, 13]. Drop means to locate the nearest spot that
is safe from falling objects and drop down to the floor to avoid being knocked
down. Cover means to protect the head and other vulnerable parts of the body
by covering them with arms or hands, and hide under a strong table or bed if
available. Hold on means to stay at the safety spot until the earthquake stops.
Conducting the training this way requires good imagination, which might be
difficult for children or individuals without actual earthquake experience.

In our work, we focus on improving the impact of the safety training by taking
the visualization to the next level. Combining the earthquake safety training
with AR technology can increase the impact on participants’ memory. With an
immersive training experience, participants can take the training more seriously
and will be able to memorize the lesson more clearly.

2.2 Virtual Reality Earthquake Safety Training
The increasing trend of using virtual reality leads to several VR earthquake safety
training systems. Lindero Edutainment [1] takes full advantage of VR technology
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Figure 1: The example scene of the game [1]. Left photo shows the safe spot after
the earthquake end. Right photo shows the scene of the fire spreading through
the house.

to create an earthquake safety training VR-based game on Steam. The game
includes all major traditional safety training procedures, from providing basic
knowledge, earthquake emergency kit preparation, to the earthquake scenario
display. When starting the game, the player will begin in the ordinary western
style house with a TV in front of them. The TV will present the earthquake
prevention guide video to the player. Then, The player has to do the emergency
kit preparation task by dragging all the specific objects required for the emergency
kit to the box with the controller. After completing the preparation, the player
will be guided to the safe spot which in this case is under the table, and the player
is suggested to actually crawl on the ground. The scenario of the safe spot after
shaking is shown in the left of Figure 1. The shaking motion of the earthquake
in this game is the conventional shake in circular motion applied to the player’s
head. At the end of the earthquake scene, the fire will start and spread through
the room as shown in the right of Figure 1 which the player is suggested to get
out of the house immediately.

Li et al. [2] also use VR to develop an earthquake safety training using HTC
Vive HMD. Their goal is to train the user to prevent the injury caused from the
incident and raise the awareness to the incident of the user. The virtual envi-
ronment that they used is designed to mimic various ordinary indoor scenarios.
In case of Gong et al. [14], the designed virtual environment focus mainly on the
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Figure 2: The left figure shows scene of one of the virtual environment used in
the experiment [2]. The right figure show the same scene during the experiment
with the avatar of the user.

dormitory scenario. The user will have the avatar in virtual space which is used
to calculate the damage from the collision of the falling or tripping virtual fur-
niture. The experiment is conducted in the open space where the user will have
full mobility, thus the user can crouch and take cover to avoid the damage. This
research confirm the effectiveness by re-experimenting in seven days and com-
pare the summary damage. Figure 2 shows the example scene of the experiment.
The result shows that VR training can significant reduce the damage from the
earthquake to the user.

Feng et al. [3,5,15], Lovriglio et al. [4,16], and Liang wt al. [17] used the VR
technology to conduct the earthquake safety training which also focus on the evac-
uation training to improve the evacuee preparedness and decision making during
the serious situation. Li et al. [18] designed the system on the different purpose
which is to train the emergency rescue commander. The virtual environment
is designed to mimic the real environment with Building Information Modelling
(BIM)-based workflow which enable the high-level dynamic changes for the simu-
lation. After that, they imported the building model in to Unity game engine to
conduct the simulation. The user will experience the virtual earthquake through
HMD which offer highly immersive experience. Feng et al. [3] and Lovriglio et
al. [4] offer the haptic sensation to the user with the vibrating platform to increase
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Figure 3: The shaking platform used the experiment of [3, 4]

the realism of the simulation experience as shown in Figure 3.
The user interfaces and voices are used to instruct the user to take the appro-

priate action during the serious situation and way-finding guidance user interface
is used to guide the user during the evacuation training. In the case of Feng et
al. [5], they have the interface to offer the user decision making task and real-time
feed back. Figure 4 shows the example scene of the experiment. In result, their
work proof that the VR training program give positive simulation experience to
the user.

Suzuki et al. [6] take advantage of both VR and AI technology to design the
AI-based earthquake safety training. The whole simulation are is reconstructed
using multi-RGBD sensor system and SLAM framework to capture the room’s
geometry point cloud. The plane detection and object detection is performed
on each texture applied to the point cloud. Then, the reconstructed room is
projected in to the VR HMD and the earthquake simulation is conducted as
shown in Figure 5.

However, a VR system brings users to another place they are unfamiliar with
and it is difficult for them to apply the knowledge they learnt in a real earthquake.
However, previous literature did not consider using AR to simulate the earthquake
scenario. In our work, we focus on bringing AR closer to the safety training field,
and we believe this can offer a more compelling experience to users. However,
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Figure 4: The example scene of the scene that the user have to experience during
the experiment of [5].
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Figure 5: The example scene of the earthquake simulation conducted by [6]

Figure 6: The example scene of various disaster scenario of [7].

a VR system brings users to another place they are unfamiliar with and it is
difficult for them to apply the knowledge they learnt in a real earthquake.

2.3 Augmented Reality Simulation
Recently, there are many fields that use Augmented Reality technology for en-
hancing the visualization quality including the disaster prevention field. Jung et
al. [7] take full advantage of the AR technology to visualize the scenario of fire,
earthquake, and flood disaster for training the user to prevent the dangerous situ-
ation as shown in Figure 6. The interactive Spatial AR system along with Kinect
SDK v.2.0 is used to conduct the earthquake safety training with the space and
object recognition and human gesture recognition.

Catal et al. [8] introduce the AR game-based evacuation training which offer
the realistic scenarios of the disasters (fire, chemical attack, and earthquake event)
as shown in Figure 7. They use the mobile application using ARKit framework
for training the user in the flexible training environment. Yamashita et al. [9]
also use the AR for earthquake learning support through mobile devices. The
experimental room have 4m * 4m area and have AR markers for the camera of
an Android terminal to capture and spawn the 3D CG models as shown in 8.
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Figure 7: The example scenes in various situation of the evacuation game [8].

Figure 8: The experiment scene of [9] with the AR marker.
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Lovreglio et al. [19–22] focus more on improving the evacuation task using
AR technology and also provide a broad review on implementation of current
AR-related disaster trainings. On the other hand, Mitsuhara et al. [23] use the
AR for designing the training program for disaster prevention trainers to instruct
the trainee properly with voice-based interaction. Wang et al. [24] already proved
the effectiveness of AR for these types of simulations.

There exist two types of AR headsets; optical see-through and video see-
through [25]. The video see-through approach offers higher flexibility in image
processing while the optical see-through headset is generally more comfortable
to wear. Moro et al. [26] used the optical see-through approach to create an
AR simulation experience with the Hololens headset and Pfeil et al. [27] used
the video see-through approach with an HTC Vive HMD and ZED Mini camera
attachment.

However, none of the existing AR earthquake simulation systems addressed
the problem of the inflexibility in the camera position. In this work, we create an
AR-based earthquake simulation by using the video see-through approach with
an Oculus Quest 2 headset and a ZED Mini camera attachment. The summary
of the related work is listed in table 1.
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Table 1: Related work summary

Related works App Device Force applied
to head

Imminent en-
vironment

[1], [2], [17], [6],
[15], [3], [5], [16],
[4], [18], [14]

VR HMD Yes No

[7], [23], [27] AR Video see through
HMD

No Yes

[26], [23], [19] AR Optical see
through HMD

No Yes

[8], [9], [26], [23],
[19]

AR Mobile device No Yes

Our work AR Video see through
HMD

Yes Yes

11



3. Proposed Method
In the real earthquake incident, the earthquake force is applied to both people
and environmental objects. Hence, the people feel the force applied to their body
and are visually stimulated by the shaken environmental object. To simulate
the earthquake incident, only the shaken environmental object does not offer
enough realism to convince the user that their surrounding is shaken by the
earthquake. The VR earthquake simulation takes this problem into account and
adds the screen shaking effect in addition to the shaken environment to enhance
the simulation experience. On the other hand, for AR earthquake simulation
have the advantage in term of the realism of the imminent environment which is
more convincing compared VR virtual environment. However, it’s We consider
the advantage of both VR and AR cases and come up with the method to take
the advantage of both VR and AR earthquake simulation and improve the user’s
simulation experience even further.

We propose the technique called “AR Screen Shake” which is used to simulate
the user’s view during the earthquake incident by taking the force applied to their
head into consideration. there are many ways to manipulate the user’s view in
VR such as a simple screen shaking effect which can be easily manipulated with
the modern game engine. However, achieving the same effect in AR is quite
challenging. A naive approach would be to shake the actual camera physically,
but it would be very difficult to develop such a wearable force feedback device.
We solve this problem by taking a two-pass rendering approach. In the first
pass, we render virtual furniture onto the video background similarly to standard
video see-through AR and store the rendered image as a texture buffer. In the
second pass, we render a rectangle object (canvas) with the stored texture at an
appropriate relative distance and orientation from the virtual camera. This is
done twice per frame to keep stereo vision intact. It can be easily implemented
in a modern game engine, for example using the RenderTexture feature in Unity.
After having the canvas with the video background texture placing in front of the
virtual camera, we can manipulate the movement of the canvas to simulate the
shaking motion of the force applied to the user’s head.

By doing the two-pass rendering, there are some differences in view between
the first and the second pass. We set up the scene as shown in Figure 9 to
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Figure 9: The comparison of view from the first and the second pass rendering
result before moving the object and the canvas.

Figure 10: The comparison of view from the first and the second pass rendering
result after moving the object and the canvas with the Drep distance and reference
object position.

13



Figure 11: The setup of the “AR Screen Shake” system including the orientation
of the reference object, the actual camera, the display canvas, and the virtual
camera.

Figure 12: The setup of the “AR Screen Shake” with the distance Drep and d.

show the visual effect that happens in our system. There are three objects set
at different distances from the person in the top image. In the bottom image, a
canvas displaying the scenario that the person would see before the object moves
are placed in front of the person in virtual space. The view that the person would
see in both conditions is the same. However, if we move all three objects and the
canvas toward the person as shown in Figure 10, provided that the image on the
canvas does not update, the view would not be the same in both conditions. The
object that is closer to the user (the triangle) will get a lot bigger compared to
the object that is further away from the person (the rectangle) which does not
change the size much. This happens because the depth perception of the eye will
be more accurate in moving 3-dimensional scene more the 2-dimensional scene.
However, there is one specific distance that the object in both conditions will be
rendered the object in the same size which in this case is the sphere. We call that
distance as distance representative or Drep as shown in Figure 10 and we call the
object that is placed at the Drep as “reference object”.

Figure 11 shows the setup of the “AR Screen Shake” system. The setup is
divided into two-part, the left part is the first-pass rendering and the right part is

14



Figure 13: The setup of the “AR Screen Shake” after the earthquake starts with
the distance Dcur and d′.

Figure 14: The setup of the “AR Screen Shake” separating the first and the
second-pass rendering.

the second-pass rendering as shown in Figure 14. We used the ZED Mini camera
as the actual camera for doing the video pass-through application which is placed
in the virtual environment along with the virtual furniture. The actual camera
will capture the view of the virtual furniture, including the reference object, and
display the image on the canvas which is placed in front of the virtual camera
using the RenderTexture. The virtual camera will capture the scene of the canvas
with the image texture and display it to the user. As we described before, the
distance from the actual camera to the reference object is Drep and we define the
distance from the virtual camera to the canvas as d as shown in Figure 12. After
the earthquake simulation start, the virtual furniture and the actual camera will
be shaken by the earthquake force. The shaking motion of the virtual furniture is
captured and displayed on the canvas and the actual camera motion is simulated
by moving the canvas object along with the actual camera motion. We define
the current distance from the actual camera to the reference object as Dcur and
define the current distance from the virtual camera to the canvas as d′ as shown
in Figure 13.

Even though the value of Dcur can be defined real-time in Unity, but the value
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of d′ can not be directly defined. Since the scale between the first and the second-
pass is different. In the first pass, the distances are defined in the room-scale but
in the second pass, the distances are defined within the HMD scale. although,
the scale between the first and second-pass is different, the proportion between
them must be the same. Hence, we need to calculate the value of d′ using the
simple linear equation as shown in the equation 1.

d′

d
=

Dcur

Drep

(1)

After solving the equation 1, we acquire the equation 2 which can calculate
the value of d′. Then, the d′ will be used to define the new position for the canvas
to move to in each frame which is applied through the Unity scripting.

d′ =
Dcur

Drep

d (2)

One apparent limitation of this technique is that the rendered scene in the
second pass is just a rough approximation of what would be seen with physical
camera motion. With consistent perspective, a 3D object will appear twice as
big if the viewing distance is halved, while at the same to closer and farther
objects will appear relatively larger or smaller. However, with the 2D canvas,
all objects will change their apparent sizes uniformly regardless of their original
spatial relationship. In other words, rendering will be correct only for a specific
distance (Drep). We can think of a few different strategies to address this issue.
For example, Drep can be the distance from the user to an important nearby
object or to an object gazed on. Further investigation is necessary to optimize
Drep for the best user experience.

We compared the ideal views (full perspective rendering) and the correspond-
ing views produced by our technique using a simple virtual environment. Fig-
ure 15 shows the configuration of the example scene to demonstrate the effects
of our AR screen shake technique.

The scene contains two unique objects (with some distance between them)
which were captured at varying offsets by the actual and virtual camera. The
actual camera represent the ZED Mini camera in the real simulation which will
capture original view or ideal view without distortion.
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Figure 15: Configurations for the example views. A green cube (reference object)
is 3 meters away from the actual camera. A sphere is behind the green cube.
The two objects are rendered by the actual camera in the first rendering pass,
displayed on the canvas, and then again rendered by the virtual camera in the
second pass. We compare the views of the actual and virtual camera by moving
both of them forward 1 meter.

17



Figure 16: Example views from the simulated actual camera and the virtual
camera in our technique from 6 example perspectives. We can confirm that our
technique generally yields good approximation.
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Figure 16 shows six example perspectives comparing the simulated actual
camera and the virtual camera in our technique. There are slight differences
between our approach and the ideal view in perspectives 2, 3, 4, and 5 which yield
good results. However, in perspectives 1 and 6, there is a big difference between
both conditions. This is because the overlap of the sphere and the rectangle
in perspectives 1 and 6 is higher than the other perspective. When there are
many virtual objects overlapping with each other in a single perspective, our
approach could not yield a good rendering result. Despite that, in the video
pass-through AR application which uses the HMD as the display, this problem
does not obviously appear, since the user can easily change their perspective by
turning their head. Hence, We can confirm that our technique generally yields a
good approximation.
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4. Implementation
Our simulation was built using Unity 2019.4.13 (ZED SDK 3.1) and was evaluated
running on a system with 16 GB of RAM and an NVIDIA GTX 980 TI graphics
card. Participants experienced the simulation through an Oculus Quest 2 HMD
with a ZED Mini attached. Please see the supplementary video for our setup and
the three conditions compared.

4.1 Mesh Reconstruction
Since physics interaction between real and virtual objects in earthquake simu-
lation is essential, we acquire a 3D mesh of the real environment using the the
ZEDfu application as shown in Figure 17. Prior works reveal the the effectiveness
of this feature based on the common environment [28–30]. Reconstructing the
whole simulation area will create the the mesh with a huge number of polygons
which will soon be added to the Unity as convex mesh collider. However, the
Unity program have limited the number of the polygons at 256 for a single game
object. Thus, we use the spatial mapping feature of the ZED SDK which can
enable while in the play mode in Unity. This spatial mapping feature solved the
limited polygons of the Unity by creating many small meshes of the scanned area
and parented them with the empty game object to make a big reconstructed mesh.
After that, we parented the reconstructed mesh with the virtual floor which will
be described in further section to have same movement pattern.

4.2 Building Structure Simulation
We created a simple building structure and added it to the virtual environment.
The structure contains three main parts; floor, ceiling, and four poles. First, the
floor was designed to be the simulation area where we put the real-world mesh
collider and the 3D models. Second, the ceiling component which has kinematic
property is added to be the pivot for preventing the floor to move out of the
limited area. Finally, the poles are used to connect between the ceiling and
the floor. With this process, we obtain the building structure that has physics
property for the indoor scenario. A double configurable joint is added to the top
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Figure 17: ZEDfu application interface while capturing the depth information
around the room

and bottom of each pole with the limited degree of movement. Finally, a drag
function is added to the poles and the floor to simulate the friction between the
components.

4.3 3D Model
After having the intractable real-world mesh and building structure, we then add
some 3D models to make the scene look realistic. We use public complete 3D
model, then add those models to empty spaces in the real-world mesh collider.
Next, to add physics properties to the 3D models and real-world mesh, we add
a Rigidbody component to them. For the mass of each object, we set the ap-
proximate mass of each object according to three object categories; 1 for small
objects such as a book and a cup, 3 for medium size objects such as a chair,
and 5 for large objects such as a table and a shelf. Following the force equation,
these mass values will then be multiplied by the acceleration force added to the
floor. To achieve the maximum realism of the earthquake, we do not modify the
acceleration data from the real earthquake, so we set the mass of the floor to 1.
After that, we register the 3D models onto the video background.
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Figure 18: The platform used for simulation

4.4 Earthquake Simulation
To achieve realistic shaking, we use recorded acceleration data from real earth-
quakes. The data is derived from a seismic graph and provides acceleration values
for three axes: North-South (NS), East-West (EW), and Up-Down (UD) indicat-
ing the direction of the acceleration as shown in Figure 2. The dataset used in our
study has been recorded and made publicly available by the Japan Meteorological
Agency [31]. For a realistic simulation, the acceleration data is directly applied
to the virtual room using the “RigidBody.AddForce” function of Unity’s physics
engine. The virtual floor already contains a (previously generated) real-world
collider, which shakes loose 3D models realistically.

4.5 AR Screen Shake
As discussed in Sec. 3, Drep should be carefully selected to best approximate the
user’s view, because it is the only distance rendering will be correct at. In our
implementation, Drep is simply fixed to 3 meters as it is the distance from the
participants to the wall where most 3D models of virtual furniture are overlaid.
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Table 2: The example of the acceleration data that we used for the simulation.

Site code 38.1033 142.86
LAT. = 38.5401
LON. = 141.1272

Sampling rate = 100Hz
Unit = gal(cm/s/s)

Initial time = 2011 03 11 14 46 30
NS EW UD
-0.004 -0.001 -0.01
-0.038 0.023 -0.018
-0.006 0.016 -0.02
0.025 0.007 -0.015
0.004 -0.007 -0.011
0.016 0.007 -0.01
-0.002 0.012 -0.015
-0.004 -0.02 -0.013
0.005 -0.044 -0.007
-0.007 -0.011 -0.001
0.006 0.024 0.003
0.015 0.01 0.001
0.016 0.009 0.001
0.016 0.009 0.001
0.014 -0.012 0.001
0.013 -0.01 -0.006
0.003 0.007 -0.011
-0.001 -0.026 -0.002
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5. Experiment
We designed the experiment based on the following four hypotheses.

H1 Presence and believability of the earthquake are higher in AR when com-
pared to VR.

H2 Presence and believability of the earthquake are higher with our AR screen
shake technique than without it in AR.

H3 Postural instability is higher with our AR screen shake technique than
without it in AR.

H4 Heart rate is higher with our AR screen shake technique than without it
in AR.

5.1 Participants
We recruited 25 participants in total to take part in the experiment, aging from
20 to 30. All of them are from our graduate school, from varying fields of study.
The participants’ background about VR and AR familiarity and earthquake ex-
perience is also varied.

5.2 Procedure
The first step is to explain the procedure of the experiment and basic knowledge
about the earthquake safety training. The participant has to fill in the pre-
questionnaire before starting the experiment to measure how familiar they are
with the virtual environment and earthquakes. Then, we ask them to watch a
video clip of a real earthquake incident and memorize the scenario which will be
compared with the simulation scene. After the preparation is done, we tell the
participant to wear the Polar heart rate sensor, help them to adjust the HMD
strap, and have them stand on the Wii Balance Board as shown in Figure 19.
Then, we tell the participant to rotate just their head, not the whole upper body
to avoid unnecessary noise in balance data.
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Figure 19: The participant wearing the Oculus Quest 2, Polar heart rate sensor,
and Wii balance board during the experiment.
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The participant has to experience three conditions for the experiment and
will be asked to answer a questionnaire after each condition. The first is a VR
condition which is considered the baseline to be compared with the AR conditions.
The second is a normal AR condition without the AR screen shake (ARNS). The
third is an AR condition with AR screen shake (ARS). Participants always start
with the VR condition, but the order of the two AR conditions is alternated
to avoid bias on seeing one scene before the other. A half of the participants
start with ARNS, then ARS, and the other half start with ARS, then ARNS.
To avoid bias, the two AR conditions are conducted in different rooms with
slightly different earthquake data. Thus, participants have to walk between the
two rooms, which approximately took five minutes including equipment setup.
The average length of each condition was around 1 minute. The example scenes
of each conditions is shown in Figure 20, 21, 22.

5.3 Evaluation
In this experiment, we collected three types of data: heart rate, center point of
pressure (COP, used for balance analysis), and questionnaires.

Since in a real earthquake situation people usually feel panic or fear, we mea-
sured participants’ heart rate using the Polar Verity Sense. The device was con-
nected to the Polar Sensor Logger app via Bluetooth, which then recorded the
transmitted measurements at a rate of 1 Hz. The sensor itself was attached to
the participant’s arm for the entire duration of the experiment. The relevant sec-
tions were then extracted from the recording by synchronizing it with the timings
recorded by the Unity application.

According to our H3, we believe that the AR screen shake technique will
cause participants to lose their balance more during the simulated earthquakes.
Therefore, we recorded balance data using the Wii Balance Board (WBB). In
the intended use case, users will be able to walk freely within the play area of
the Oculus Quest 2. However, for this experiment, we asked participants to
stand reasonably still on the WBB, making it possible to measure effects on
their balance. The WBB was connected to a modified version of the Windows
Forms application “Wii Balance Walker [32]” via Bluetooth, which recorded COP
measurements at a rate of 16 Hz. The resulting data was then merged with the
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(a) The virtual reality scene before the earthquake start

(b) The virtual reality scene after the earthquake start.

Figure 20: The example scenes of the experiment in VR scene.
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(a) The simulation area without the virtual furniture.

(b) The simulation area with the virtual furniture.

(c) The simulation are during earthquake.

Figure 21: The example scenes of the experiment in location 1.
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(a) The simulation area without the virtual furniture.

(b) The simulation area with the virtual furniture.

(c) The simulation are during earthquake.

Figure 22: The example scenes of the experiment in location 2.
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heart rate data in the post-processing phase using R’s data.table class with the
parameter roll = TRUE. Before this step, we shifted the times recorded by devices
other than the main PC by the (afterwards determined) difference in system time.

To evaluate simulation experience, we use a custom questionnaire created
using Google Forms. Due to the fact that there are more than one condition
that the participant needs to experience in each experiment, we designed the
questionnaire to record the participant experience after finishing each condition
to prevent them from forgetting the feeling when experiencing multiple condi-
tions. There are three questionnaires in total that the participant needs to fill
out in each experiment, which are pre-questionnaire, main questionnaire, and
post-questionnaire. Before starting the experiment, the participants have to fill
out the pre-questionnaire. This questionnaire is designed to gather the partic-
ipants’ general information and their familiarity with earthquakes and VR/AR
technology.
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Table 3: Post-questionnaire items in the experiment.

item question
a Do you have any earthquake experience?
b If yes, what was the earthquake magnitude that you felt at that time?
c Have you ever done earthquake safety training?
d How familiar are you with VR/AR?
e How much knowledge about earthquakes do you have?

- You can imagine how your place will look like in the earthquake incident
- You know how to evade the damage in earthquake incident that could happen to you
- You know how to take care people around you in the incident
- You know where are the safe spot in your own room in earthquake incident
- You know the earthquake emergency kit

f What kind of knowledge do you want to get about earthquakes?
- What will it look like if the earthquake is happening in current spot
- Response act in the earthquake incident
- Evacuation training
- Earthquake emergency kit
- Cause of the earthquake
- It’s going to be fun
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Table 4: Main questionnaire items in the experiment.

item question
a The realism
b The feeling part with the situation
c The dynamics of the scene
d The earthquake looks real
e Overall simulation score (ref video)
f Overall simulation score (traditional way)
g The earthquake is coming soon
h The earthquake is happening
i The furniture movement looks real
j Feeling dizzy
k Feeling scared/panic
l Feeling swung by earthquake force

After that, the participant is asked to fill out the main questionnaire after ex-
periencing the each of the VR, ARNS, and ARS conditions. These questionnaires
are designed to evaluate the participant experience on the most recent condition
which include 12 features listed in Table 4.

From Table 4, the question (a)-(e) are evaluated based on the comparison
with the reference video that we show to the participant before starting the
experiment on a scale of 1-5 where 1 is “worst” and 5 is “best.” Questions (f)
and (g) asked the participant to give an overall rating of our system compared
to the reference video and the traditional earthquake safety training. Questions
(h)-(l) are evaluated based on the participant’s feelings on a scale of 1-5 where
1 is “worst” and 5 is “best.” The data in Table 4 will be used to evaluate the
effectiveness of our proposed method.

The post-questionnaire was designed to evaluate the overall experience of the
participant after experiencing all the conditions. This section is the final evalua-
tion of our system which allows the participant to select their preferred condition
based on the same category as the previous questionnaires. It also evaluates ef-
fectiveness in terms of improving the participant’s interest in earthquakes. The
content of the questionnaire is shown in Table 5.
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Table 5: Post-questionnaire items in the experiment.

item question
a Select your preferred condition

based on these categories
- The realism
- Feeling part with the situation
- The dynamics of the scene
- The earthquake looks real
- The dizziness
- Personal preference

b This experiment make you feel in-
terested in earthquake incident

Question (a) from Table 5 asked the participant to choose a condition from the
experiment (VR, ARNS, and ARS) that best represents the listed category. This
question is the post experiment evaluation from the participant that can indicate
the overall effectiveness of the system and our proposed method. The data from
question (b) and (c) will be used to evaluate increased interest in earthquakes
and preparedness.
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6. Results
As described in the previous section, we gathered three types of data during the
experiment: questionnaires, balance (COP), and heart rate.

6.1 Questionnaires
We perform Aligned Ranks Transformation ANOVA analysis first to find signif-
icant differences between groups. Figure 23 shows the result of questionnaire
analysis.

From Fig. 23, each sub-graph represents the summary of the answer from each
item in Table 4. The result from Aligned Ranks Transformation ANOVA analysis
shows that out of 12 question items, 8 yielded a statistically significant difference
(SSD). These are (a), (c), (d), (e), (f), (j), and (k). Wilcoxon Signed Rank Tests
were used to perform pairwise tests between the conditions VR and ARNS, VR
and ARS, and ARNS and ARS. We adjusted the p-value of items with SSD using
the Benjamini & Hochberg method (BH) [33].

Figure 23(a) shows the realism score when compared with reference video in
three conditions VR, ARNS, ARS. From ANOVA, we found an SSD (F(2,48) =
13.405, p < 0.001) and the BH method found SSDs between VR and ARS (p <

0.001) and between ARNS and ARS (p < 0.01). Figure 23(c) shows the dynamics
of the whole scene comparing with reference video for all three conditions. The
ANOVA analysis found an SSD (F(2,48) = 7.7716, p < 0.01) and the BH method
found SSDs between VR and ARS (p < 0.05) and between ARNS and ARS
(p < 0.05).

Figure 23(d) shows how much the simulation can convince the participant
that the earthquake is real for all conditions. An ANOVA found an SSD (F(2,48)
= 12.741, p < 0.001), and the BH method found SSDs between VR and ARNS
(p < 0.05) and between VR and ARS (p < 0.001). Figure 23(e) represents
the overall score of all three conditions comparing with the reference video. An
ANOVA found an SSD (F(2,48) = 13.447, p < 0.001) and the BH method found
SSDs between VR and ARS (p < 0.001) and between ARNS and ARS (p < 0.001).

Figure 23(f) represents the overall score of all three conditions comparing with
the traditional training. An ANOVA found an SSD (F(2,48) = 6.1606, p < 0.01)
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Figure 23: A visual summary of all questionnaire answers with significance an-
notated by stars per category (*: p < 0.05, **: p < 0.01, ***: p < 0.001).
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and the BH method found SSDs between VR and ARS (p < 0.01). Figure 23(h)
shows the feeling of experiencing earthquake during the experiment. An ANOVA
found an SSD (F(2,48) = 5.1711, p < 0.05), however, the BH method did not
find a SSD between any condition pair after the p-value adjustment.

Figure 23(j) shows the dizziness of the participant during the experiment.
An ANOVA found an SSD (F(2,48) = 14.71, p < 0.001) and the BH method
found SSDs between VR and ARNS (p < 0.001) and between VR and ARS
(p < 0.001). Figure 23(k) shows the scared/panic feelings of the participant
during the experiment. An ANOVA found an SSD (F(2,48) = 6.9187, p < 0.01)
and the BH method found SSDs between VR and ARS (p < 0.01).

Lastly, the post-questionnaire asked the participant to select their preferred
condition. In summary, the results from Table 5(a) show that participants prefer
the AR condition with our AR screen shake technique applied over other condi-
tions when it comes to visual realism (VR: 12.5%, ARNS: 29.17%, ARS: 58.33%),
the dynamics of the scene (VR: 8.33%, ARNS: 20.83%, ARS: 70.83%), realism
of the earthquake (VR: 4.17%, ARNS: 37.5%, ARS: 58.33%), and personal pref-
erences (VR: 4.17%, ARNS: 33.33%, ARS: 62.5%). The result from Table 5(b)
shows the increasing interest in the earthquake incident of the participant after
the experiment which there are 12% of the participant very interested and would
like to learn more about earthquake, 64% feel moderately interested, 24% feel a
little interested, and 0% feel the same as before the experiment.

6.2 Balance
According to H3, we expected participants to feature more postural instability
when experiencing AR screen shake. Oftentimes, balance is measured in terms
of the total path length that the COP produced after a longer amount of time,
but this way of measuring balance is more fit for situations in which the goal
is to keep as still as possible. Figure 24 shows the comparison of the COP
between the ARNS and ARS. Figure 25 shows our more qualitative approach to
analyzing balance data. After calculating a density map of the (centered) COP
point clusters of all participants and simplifying the density information, a clear
difference between the ARNS and ARS conditions becomes visible.

Another important aspect of COP movement is how it evolved over time.
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Figure 24: Density maps for the COP of all participants during earthquake move-
ments, separated by shake condition. Units are in centimeters. Generated using
R’s stat_density_2d() with bins = 18.
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Figure 25: Comparison of simplified density maps for the COP of all partici-
pants during earthquake movements, separated by shake condition. Units are in
centimeters. Generated by extracting level points from R’s stat_density_2d()
and filtering levels below level mean per group, yielding the “core” of each density
map.

Figure 26 compares COP accelerations between screen shake conditions, sepa-
rated by AR scene. This gives useful insights as to when participants shifted
their balance the most. Since the acceleration patters from the two AR locations
ended up being quite different, they are presented separately. Please refer to the
supplemental video to see the differences between the two locations.

6.3 Heart Rate
We recorded heart rate to support H4, which says that the impact of the earth-
quake will generally cause participants to be more excited and therefore feature
increased heart rate. Figure 27 shows smoothed heart rate curves for all partic-
ipants for all scenes and screen shake conditions. We separate AR locations to
overlay less data in the same facet and avoid overplotting. No general trend can
be seen, a statistical comparison between “pre-peak” and “after-peak” heart rate
means did not yield significant results.
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Figure 26: Comparison of smoothed acceleration per COP sample for all par-
ticipants during earthquake movements, separated by AR scene and grouped by
shake condition. The black line represents the earthquake’s “peak” of intensity.
Units are in centimeters.

Figure 27: Smoothed difference in heart rate per participant, starting from the
first earthquake movement, separated by scene and screen shake condition. Units
are in heartbeats per minute.
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7. Discussion
We used the score from the main questionnaire to evaluate presence and believ-
ability. Our results show significant differences when comparing VR to ARNS
and ARS. VR presented a lower score, which completely supports our H1.

H2 was partially supported by our results. Figure 23(a), (c), and (e), show
SSDs between ARNS and ARS (a; p < 0.001, c; p < 0.05, e; p < 0.001) and the
score of ARS is higher than ARNS in these items.

We performed a statistical comparison of balance density core areas per par-
ticipant without receiving significant results. We assume that ANOVA is not
adequate for analyzing this type of data, at least not without weighting the area
using the distribution of density level in it. There are many positive comments
from the participant about the balance shifting during the experiment for exam-
ple, “I almost felt like I was moving,” “The movement was volatile, giving me
the illusion that my body was shaking,” etc. Our visual analysis of balance COP
density cores also shows clear differences in Fig. 25. However, a quantitative
analysis of the respective questionnaire item did not result in an SSD as shown
in Fig. 23(l). We think this is because participants understood this question to
concern real sensory input, not just a slight loss of balance. While some doubts
might arise as to why VR features noticeably less COP density in Fig. 25, too, we
think this can be explained by the Postural Instability Theory, which suggests
that users are generally more prone to losing balance in VR [34].

That said, the smoothed accelerations over time shown in Fig. 26 clearly
indicate a reaction in balance at the peak of the earthquake. Our explanation
for why AR screen shake only has a clear effect for AR location 1 is that AR
location 2 featured a much more intense earthquake. On top of this, the room
was also smaller, shaking the furniture much stronger than in AR location 1. This
interpretation was also supported by multiple participants, commenting that AR
location 2 had a much more intense earthquake. In conclusion, we think that
with the current means of analysis available to us, there is more evidence that
H3 is true than there is to show the opposite.

No qualitative or quantitative evidence was found to support our hypothesis
regarding heart rate. Although there is a general rising trend for AR location 2
with AR screen shake, no other conditions show this effect. We think this might
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be because of (1) a weaker effect of the earthquake experience on heart rate than
expected and (2) the fact that participants physically moved between conditions
and then stood still during the earthquake, which might have resulted in a trend of
generally decreasing heart rates in the observed time window. We further think
that the combination of our AR screen shake technique and the more intense
earthquake simulation at location 2 resulted in the most noticeable rise in heart
rate. Since this analysis does not take into account heart rate variability, we plan
to add this measure to future experiments. In summary, we reject H4.
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8. Future work

8.1 Limitations
One limitation is that there was no reference video available for the real earth-
quake incident which we took the acceleration data from. The reference video we
showed to participants is a general earthquake recording not actually related to
the acceleration data. In this experiment, we used Unity’s inbuilt physics engine
to simulate virtual object movements based on the acceleration data. Therefore,
we have not validated that our generated shaking motions are replicating exactly
what happened during the original earthquake. Concerning this limitation, we
focused more on optimizing the simulation experience rather than exactly recre-
ating the earthquake incident. To achieve that, we asked several individuals who
have experienced a big earthquake to optimize the realism.

Second, the condition order is not counter-balanced. As mentioned in the
experiment procedure, participants always started with the VR condition, then
ARNS and ARS in a randomized order. Because we don’t have the VR condition
counter-balanced, we focus more on the two AR conditions. We have a plan to
recruit more participants for fully counter-balanced ordering, however, we had to
terminate the experiment in the middle due to COVID-19.

Third, participants mentioned that in the AR conditions, some virtual objects
sunk into the real floor or wall, which is due to the limited accuracy of the depth-
sensing function of the ZED Mini camera. Obtaining accurate depth data of
the surrounding environment is challenging, especially from a far distance or for
plain-colored walls. In AR location 1, there are only a few comments on this
issue compared to AR location 2. We suspect this is because AR location 2 is
an empty room with plain-colored walls and more distance to the wall facing
the user. Similar to “breaks in presence” in virtual reality [35], which break the
illusion of being at a virtual place, we expect this to break object presence (the
illusion that the virtual objects are real). As of now, we cannot say how much
this affected the immediacy of the earthquake simulation felt by participants. We
believe that in the future, depth-sensing technology will be enhanced further and
this limitation will disappear.

Forth, limitation and the most frequent feedback from participants is the lack
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of haptic sensation. One of the biggest differences between the real earthquake
situation and the earthquake simulation is that the participant can feel some force
applied to their body during the real incident. In our work, we compensate for
this limitation with the AR screen shake technique, but it seems that it takes
more to completely convince users. There are many ways to improve this, but
most of them require a complicated and expensive setup (such as a shaking chair)
or collaboration with a disaster prevention museum to gain access to a shaking
floor. However, implementing the simulation on that basis will contradict our
main purpose, which is to create an AR earthquake simulation which can simulate
earthquakes in a familiar environment, using consumer-grade equipment.

Lastly, it is necessary to have enough space in the real environment to place
the virtual objects. If there is not sufficient space to put enough virtual objects,
users will not be convinced because most parts of the scene are static. Most of
the users will want to run the simulation at their home or office, which often does
not offer enough space. One solution could be the use of high-accuracy image
recognition to diminish reality and gain more space [36], but this would also lead
to a less familiar environment. Ideally, our system would combine diminished
reality and object recognition technologies to shake auto-segmented 3D models
of the actual furniture in the real room.

8.2 Research agenda
To further develop the AR screen shake technique, we would like to investigate
further on several topics. First, we would like to improve image distortion in
the second rendering pass to make it more natural. As mentioned in Sec. 3, we
encounter the distortion problem while there are many virtual furniture intersect
together in the field of view which cause some unwanted effect on camera move-
ment. To address this problem, we plan to improve the second pass rendering
process further by applying a more complex algorithm to minimize the distortion.

We also plan to expand the system to full-fledged earthquake preparedness and
response training. For the full training application, a convincing sound system
and proper user interface to instruct the user is required which our research did
not focus on both things. Hence, we plan to integrate a realistic sound system
and a user interface to teach appropriate behaviors under an earthquake. The
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sound system that we used in this simulation is the open-source sound effect that
is available to use. We select the sound effect manually to match the sound of
the earthquake in our experimental area which is totally the approximation of
the implementer. The sound system that we want to implement in the future is
the real-time sound system that can react to events in real-time such as the table
shaking sound, the chair clashing with the table sound, the broken glass sound,
the floor cracking sound, etc. Having a convincing sound system can raise the
user’s presence and awareness of the changing environment around them. The
user interface is one of the most important features in the training application
that is used to present the information to the user. To implement our research
to the full training application, we need a proper user interface to inform the
important knowledge about earthquake and training to the user and instruct them
the appropriate action in an earthquake situation. The training application will
be designed according to the standard procedure of earthquake safety training
which includes the explanation and action. In the explanation part, we can
use the simple text interface that appears in front of the user instructing any
information that the user needs to know. In the action part, we can use the
highlight interface to represent the safe spot in the earthquake incident and the
arrow representing the evacuation route, and so on. With the sound system and
user interface system implemented, we believe that the application will offer a
more compelling and easy-to-remember experience to the user.

The other problem that some of the participants from the experiment men-
tioned in the static environment. The participant mentioned that “The surround-
ing environment is not moving”, “The desk in the surrounding is now moving
compared to the center one”, etc. Due to this issue, some of the participants
tend to lose their focus on the event when they notice the mismatch movement
between the virtual and real furniture. In the VR application, this problem can
be solved easily because all the event is done in virtual space but in AR appli-
cation, this problem is still a challenge. A way to address this problem is to use
the Diminished Reality (DM). The DM is the technology that can diminish the
real object in the real world and replace it with the prediction of the background
texture behind the diminished object. Our ideal thought to apply this technique
to our work is to diminish all the objects in the room and replace them with
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virtual furniture. If we can achieve that, we will have the full intractable mixed
reality scene where the user can walk around and interact with all the objects
virtually then suddenly the earthquake appears and all the objects in the room
react according to the earthquake force. However, DM technology is still a devel-
oping technology and does not have enough capacity to seamlessly diminish all
the furniture in the room at once. When the DM technology has enough capacity
to do all the work, we expect to apply this technique to our work to improve the
efficiency of our application.

Furthermore, we plan to investigate Galvanic Vestibular Stimulation (GVS)
[37–39], which can dynamically alter users’ balance perception. The lack of hap-
tic sensation is one of the biggest limitations as described in section 8. Even
though we add the screen shake to reduce this contradiction between what the
participant sees and what the participant felt, but it is not enough to convince
the participant that there is some force applied to their body. After the exper-
iment, we plan to apply some hardware to our system to generate the actual
shaking or balance shifting sensation to the participant. Considering the cost
and compatibility with VR HMD, we choose to combine the GVS to our system
because Misha et al. [38] have already proved that the GVS can enhance the VR
experience. We expect it to compensate for the lack of haptic sensation in our
system without the need to physically shake users. The increasing trend of using
virtual reality leads to several VR earthquake safety training systems. Lindero
Edutainment [1] takes full advantage of VR technology to create an earthquake
safety training VR-based game on Steam. The game includes all major tradi-
tional safety training procedures, from providing basic knowledge, earthquake
emergency kit preparation, to the earthquake scenario display. When starting
the game, the player will begin in the ordinary western style house with a TV
in front of them. The TV will present the earthquake prevention guide video to
the player. Then, The player has to do the emergency kit preparation task by
dragging all the specific objects required for the emergency kit to the box with
the controller. After completing the preparation, the player will be guided to
the safe spot which in this case is under the table, and the player is suggested
to actually crawl on the ground. The shaking motion of the earthquake in this
game is the conventional shake in circular motion applied to the player’s head.
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9. Conclusion
We proposed an AR earthquake simulation experience for a consumer-grade head-
set using a novel AR screen shake technique. We examined its effectiveness
through a user study that compared three conditions: VR, AR without the
screen shake technique, and AR with the screen shake technique. As a result
of the experiment, we found that the AR screen shake can increase presence and
believability of the earthquake in users. It can likely improve the user’s awareness
during real disaster scenarios as well. We also found some evidence indicating
an effect of the technique on users’ balance, even though we did not supply any
real sensory input to accompany the earthquake. We think that this way of using
AR for virtual trainings also opens more possibilities for other kinds of disaster
trainings, such as volcanic eruptions and hurricanes.
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