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Abstract—With the popularity of the deep neural network (DNN), 
hardware accelerators are demanded for real time execution. 
However, lengthy design process and fast evolving DNN models 
make hardware evaluation hard to meet the time to market need. 
This paper proposes a pre-RTL DNN hardware evaluator that 
supports conventional layer-by-layer processing as well as the 
fused layer processing for low external bandwidth requirement. 
The evaluator supports two state-of-the-art accelerator 
architectures and finds the best hardware and layer fusion group. 
The experimental results show the layer fusion scheme can 
achieve 55.6% memory bandwidth reduction, 36.7% latency 
improvement and 49.2% energy reduction compared with layer-
by-layer operation. 
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network evaluator 

I. INTRODUCTION 

Deep neural networks (DNNs) have been widely used in 
modern AI systems and have achieved great success in many 
applications such as image classification and speech 
recognition in recent years. However, this high performance 
comes at the cost of high computation, memory bandwidth 
and energy consumption, which demands hardware 
accelerators for real time applications.  

Many deep learning accelerators (DLAs) [1]-[3] have been 
proposed to meet high performance needs with large amount 
of processing elements and different dataflows. To name a few, 
Hsiao et al. [2] proposes a reconfigurable deep learning 
accelerator which supports various types of operations. Chang 
et al. [3] proposes a hardware efficient vector-wise 
convolution accelerator that adopts a 3 × 3 filter optimized 
systolic array using 1-D broadcast data flow to generate partial 
sum. This simple and regular data flow results in low area cost 
and attains high hardware utilization. However, with fast 
evolving model structures, lengthy hardware design process 
makes it hard to evaluate the most suitable design in a short 
time for different models.  

To bridge the gap between DLAs and neural network model 
in the design phase, Cao et al. [6] proposes a pre-RTL 
evaluation framework for neural networks to obtain an optimal 
configuration of hardware architecture according to the 
constraints of hardware and performance. Xu et al. [7] 
proposes a DNN chip generator to generate optimized FPGA-
based and ASIC-based accelerators and provide performance 
estimations. However, all these works only consider the 
conventional layer-by-layer model operation that stores each 
layer output to the external DRAM and loads it back from 
DRAM for the current layer input and thus introduces high 

memory bandwidth requirement. On the other hand, the layer-
fusion operation [4][5] fuses multiple layer executions without 
external intermediate data access, and only requires loading 
the data from DRAM for the first layer input and storing the 
data to DRAM for the last layer output in one fusion group. 
Such operation has become popular to reduce external 
bandwidth but needs detailed analysis of layer grouping, 
hardware buffer and computation. 

To extend application scope of design analysis, this paper 
proposes a pre-RTL DNN hardware evaluator that supports 
conventional layer-by-layer processing as well as the fused 
layer processing. Besides, this evaluator supports two state-of-
the-art accelerator architectures [2][3] instead of the generic 
non-optimized design as in [6]. Beyond finding the optimal 
architecture, this evaluator also finds the optimal layer group 
configuration based on the constraints of latency, area, energy, 
and memory bandwidth. The evaluation results on VGG-16 
show its effectiveness on improvement analysis of bandwidth, 
latency and energy.  

The rest of the paper is organized in the following. Section II 
introduces the proposed DLA architecture, evaluation metrics, 
and optimization flow. Section III shows the experimental 
results. Finally, section IV concludes this paper. 

II. THE PROPOSED ARCHITECTURE, METRICS AND 

OPTIMIZATION FLOW 

A. The proposed DLA Architecture

Fig. 1 shows the proposed DLA architecture used to
estimate the optimal hardware configuration according to the 
neural network model and user constraints. This DLA consists 
of the input SRAM, weight SRAM, output SRAM, PE blocks, 
a system controller and a functional unit for ReLU, batch 
normalization and pooling operations.  

Fig. 1 The proposed DLA architecture 

Our proposed DLA architecture can support to implement 
two state-of-the-art accelerators [2][3] that have optimized to 
support different layers types with optimized data reuse 
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policies. To implement the design in [2], each PE block 
contains F2 (rows) by F3 (columns) of PE arrays, and the array 
of PE blocks can also support the operations for F4 input 
channels and F1 output channels concurrently. Each PE 
contains 9 multipliers and an adder tree. To implement design 
in [3], each PE block becomes F2 by 3 of PE arrays. The array 
of PE blocks can also support the operations for F4 input 
channels and F1 output channels concurrently. Each PE 
contains a multiplier and adder.  

B. Evaluation Metrics 

In this sub-section, the evaluation metrics for memory 
bandwidth, latency, energy and area for layer fusion model are 
illustrated below. 

For a layer fusion model, assume there are m groups in the 
model and each group has np layers. Each layer consists of 
convolution operations with N*Nih*Niw input frames, N 
*Nkh*Nkw* M filter kernels, and M*Noh* Now output frames, 
where N and M indicate the number of input channels and 
output channels, respectively. The memory bandwidth metric 
for the layer-fusion operation in a network is listed in Eq. (1). 

 

The latency metric for the layer-fusion operation in a neural 
network can be formulated as Eq. (2), where trd_w, tPB, tPL and 
trd_IF and twr_OF indicate the weight read cycle, input frame read 
cycle, processing element cycle, pipeline latency cycle, and 
write output frame cycle, respectively. Eq. (2) is derived with 
m groups in the model, and np layers in each group.  

 
The energy metric for the layer-fusion operation, including 

the energy of external DRAM access, internal SRAM access 
and processing element operations, is shown in Eq. (3). Each 
kind of energy is formulated as the access count (C) multiplies 
the energy per memory access or per PE processing (E). 

   
The area metric for the layer-fusion operation can be 

formulated as Eq. (4), which contains the area of PE blocks 
(APB), input frame SRAM (AIFM), weight SRAM (AWB), and 
output frame SRAM (AOFM).  

                           

C. Optimization Flow 

An optimization flow for layer fusion operation is proposed 
to obtain an optimal hardware and layer group configuration. 
We explain this flow below briefly. For each layer group and 
hardware configuration, the memory bandwidth, area, energy 
and latency are estimated to check whether they meet the 
constraints. If the constraints cannot be met, the flow chooses 
the next configuration for evaluation. If the constraints are met, 
the configuration index and the corresponding energy are 
recorded. The hardware and layer group configuration for the 
smallest energy will be obtained at the end of flow.   

III. EXPERIMENTAL RESULTS 

 

VGG-16 is used as an example to demonstrate the proposed 
evaluator with layer fusion operation. In the following 
experimental results, VGG-16 is divided into multiple layer 
fusion groups and each fusion group is separated by the 
pooling layer. When the constraints of memory bandwidth, 
latency, energy and area are set to 20 M bytes, 12 M cycles, 65 
mJ, and 45,000,000 um2, respectively, the optimal hardware 
configuration (F1, F2, F3, F4) = (4, 4, 4, 4) can be chosen from 
predefined configuration set to meet all constraints and obtain 
the smallest energy. When compared with the layer-by-layer 
operations, the layer fusion operation achieves 55.6%, 36.7% 
and 49.2% reduction of memory bandwidth, latency, and 
energy, respectively. Fig. 2 shows the energy comparisons 
between fusion-based and layer-by-layer operations. Note that 
TSMC 40nm fabrication process is used to estimate the DLA 
area, and the energy per access for EOFCM, ESRAM and EPB are set 
as 1nJ, 0.1nJ, 0.01nJ, respectively. 

  
(a)                                                        (b)  

Fig. 2 Energy comparisons between fusion and layer-based operations 

IV. CONCLUSIONS 

This paper presents a pre-RTL hardware evaluator to 
efficiently bridge the gap of DLA and layer fusion model 
during the design phase. Our proposed evaluator is capable of 
evaluating and getting the optimal hardware and layer group 
configuration according to the constraints of latency, area, and 
energy, memory bandwidth. VGG-16 is used to show the 
proposed evaluator can function correctly. The experimental 
results show the layer fusion scheme can achieve the better 
results in the aspects of memory bandwidth, latency and energy. 
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