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Abstract—A growing number of web and cloud-based products
and services rely on data sharing between consumers, service
providers, and their subsidiaries and third parties. There is a
growing concern around the security and privacy of data in
such large-scale shared architectures. Most organizations have a
human-written privacy policy that discloses all the ways that data
is shared, stored, and used. The organizational privacy policies
must also be compliant with government and administrative reg-
ulations. This raises a major challenge for providers as they try
to launch new services. Thus they are moving towards a system
of automatic policy maintenance and regulatory compliance. This
requires extracting policy from text documents and representing
it in a semi-structured, machine-processable framework. The
most popular method to this end is extracting policy information
into a Knowledge Graph (KG). There exists a significant body of
work that converts text descriptions of regulations into policies
expressed in languages such as OWL and XACML and is
grounded in the control-based schema by using NLP approaches.
In this paper, we show that the NLP-based approaches to extract
knowledge from written policy documents and representing them
in enforceable Knowledge Graphs fail when the text policies are
ambiguous. Ambiguity can arise from lack of clarity, misuse
of syntax, and/or the use of complex language. We describe a
system to extract features from a policy document that affect
its ambiguity and classify the documents based on the level
of ambiguity present. We validate this approach using human
annotators. We show that a large number of documents in a
popular privacy policy corpus (OPP-115) are ambiguous. This
affects the ability to automatically monitor privacy policies. We
show that for policies that are more ambiguous according to our
proposed measure, NLP-based text segment classifiers are less
accurate.

Index Terms—privacy policy, ambiguity, knowledge graph,
knowledge extraction, policy maintenance

I. INTRODUCTION

Data sharing between consumers, service providers, and
their subsidiaries and third parties are increasingly com-
mon these days [12]. Cloud-hosted services provide a low-
maintenance alternative to hosting in-house technology. The
cloud service architecture is built on a model of shared
resources where there is a continuous flow of data. The
resulting potential for inappropriate dissemination and usage
of a given consumer’s private information has raised concern
among the public [3], prompting the creation of a plethora
of data protection regulations like the Payment Card Industry
Data Security Standard (PCI DSS) [11], the European Union’s

General Data Protection Regulation (GDPR) [1], and the
Children’s Online Privacy Protection Act (COPPA) [10]. A
key element of this process is the extraction of these policies
from text and representing them as Knowledge Graphs [18],
[22], [23].

Companies must adhere to these regulations or risk ex-
pensive lawsuits or government sanctions [29], as recently
seen in the case of the $5B FTC fine on Facebook. There
is a significant effort to automate the process of policy
maintenance and compliance [20], [21], [23]. Current data
compliance policies exist as large text documents crafted by
experts. Privacy policies represent a major class of compliance
regulations. Privacy policies disclose all the ways that sensitive
information such as personally identifiable information (PII)
is collected, used, and stored, and how confidentiality is
maintained. Privacy Policy documents help customers make
informed decisions and provide transparency between users
and organizations.

This raises a major challenge for a provider as they try to
create new services by using or transforming data shared by
the consumer. Once these services are deployed, it is nearly
impossible to determine in real-time whether a policy violation
has occurred, an issue that is becoming even more problem-
atic as data moves at an extreme scale with high velocity
within and across organizations. An ability to automatically
monitor for the policy complaint use of shared confidential
data on large public cyber-infrastructures like the cloud would
simplify this process and protect companies and individuals
from the repercussions of data protection regulation violations.
Organizations are moving towards the automation of policy
maintenance [6], [48], [50]. In addition to the organizational
requirements, privacy policies must also comply with regula-
tions. It is a tedious task to ensure that the privacy policies of
an organization comply with all regulatory requirements. It is
also prone to human error. Recently, efforts are being made
to automate the process of regulation compliance in privacy
policy [32], [23], [20] [14]. This reduces the administrative
overhead. It also ensures that the privacy policies of an
organization do not violate the regulations.

On the other side, once a customer shares the data with
the organization, their ability to control access to it is limited.
So a consumer needs to understand the security and privacy

Preprint: In proceedings of IEEE International Conference on Big Data and Cloud Computing (BDCloud 2021)



rules that govern the data they are sharing. The organizations
disclose this information in privacy policies. Here again,
policies that are presented as enforceable rules rather than
pages of text are more useful. A Pew study in 2019 [4] showed
that 81% of Americans don’t feel they have control over data
that is collected, and that the risk of collecting data outweighs
benefits. 79% felt concerned about how the data collected was
used, and 59% said they did not understand how it was being
used. Only about a fifth of adults said that they always or
often read these policies. Research conducted on 64 privacy
policies by Jensen [19] determined the usability of online
privacy policies and their accessibility to users. It was observed
that the percentage of privacy policies that are accessible
(considering the average reading grade of the common users)
falls below 10%. This underlines the importance of the work
done by Carminati [7], Mazzolini [34], [35], Kagal [25], [26]
and others in expressing these policies as enforceable rules
described in semantically rich languages.

A key step towards this goal is extracting meaningful
information from a privacy policy and representing them as
a Knowledge Graph (KG) in some semantically rich language
such as XACML and OWL. New policy languages and models
have been developed [9], [15], [37], [45] that enforce obliga-
tion requirements. There is also a significant effort to automate
rule extraction and management from natural language text [2],
[18], [20], [23], [38], [47]. This requires text segmentation and
text classification, and the quality of text in a natural language
document can affect the performance of these processes [40].
Kotal et al. [28] identified that privacy policies often have am-
biguities and complex sentence constructions that make them
harder to understand. Our approach uses linguistic properties
beyond the ones described by those authors to measure the
ambiguity of a policy. We also used these measures to show
how the ambiguity of a privacy policy affects the creation of
knowledge graphs or knowledge extraction from the policy
documents.

Our key contribution is to show that the NLP-based ap-
proaches to extract knowledge from written policy documents
and representing them in enforceable Knowledge Graphs fail
when the text policies are ambiguous. In this paper, we
describe a system to extract features from a policy document
that affect its ambiguity and classify the documents based
on the level of ambiguity present. We validate this approach
using human annotators. We show that a large number of
documents in a popular privacy policy corpus (OPP-115) are
ambiguous. This affects the ability to automatically monitor
privacy policies. We show that for policies that are more
ambiguous according to our proposed measure, NLP-based
text segment classifiers are less accurate.

The rest of the paper is organized as follows: In Section
II, we discuss the background and motivation for our study.
In Section III, we describe a way to extract linguistic features
from a policy document to determine its ambiguity. In Section
IV, we use the features extracted from a policy document to
classify them into an ambiguity category. In Section V, we use
3 learning models for text segment classification in the privacy

policies. We show how ambiguity in the document affects the
performance of these tasks. We conclude the paper in Section
VI.

II. BACKGROUND AND RELATED WORK

Maintaining integrity and authenticity in data sharing has
continued to be a topic of deliberation between experts.
Consumers are concerned about their control over data, while
companies must adhere to several data regulations to avoid
potential lawsuits. The complex task of privacy policy man-
agement and the regulation task is typically done manually.
However, human intervention is prone to error. There is a
significant body of work that tries to find a more convenient
solution to these tasks.

In response to the growing concern for individual pri-
vacy, several regulations like PCI-DSS [11], GDPR [1] and
CALOPPA [10] have been introduced that define how an
organization is allowed to control information. An organization
might have to comply with multiple policy regulations based
on its geographical and administrative location. It is often
a complex task to ensure that the privacy policies of an
organization comply with all regulatory requirements. Previous
approaches automate the process of regulatory compliance in
the privacy policy for cyber insurance services and Cloud data
[20], [23]. This reduces the administrative overhead. It also
ensures that the privacy policies of an organization do not
violate the regulations.

A key step towards this goal is extracting meaningful
information from a textual policy and representing it as a
Knowledge Graph (KG) in some semantically rich language.
This then allows reasoning to be done over policy rules.
Carminati et al. [7] proposed an approach using RDF for
policy specification and enforcement. Kagal et al. [25], [26]
proposed an approach based on deontic logic and speech
acts for policy description and maintenance and used RDF-
S for the policy description language. Mazzoleni et al. [34],
[35] and Takabi et al. [46] also proposed a semantic-based
solution to policy language maintenance that uses XACML
and OWL respectively. While policy languages and models
were developed [9], [37] that enforce obligation requirements,
we also need to consider the effectiveness of NLP approaches
that target policy documents. There is also a significant effort
to automate rule extraction and management from natural
language text [2], [18], [47]. However, as Ravichander et al.
[40] point out, there are challenges to automating knowledge
extraction from policy documents. They argue that extracting
rules requires text segmentation and text classification.

Jusoh [24] conducted a study to identify the most prominent
challenges in NLP applications and summarised that “the com-
plexity of the natural language itself, which is the ambiguity
problems that occur in various levels of the language” is one
of the key challenges to any NLP application. Ambiguity in a
policy document makes it harder for a consumer to understand
their rights. As we show, it also limits the effectiveness
of creating knowledge graphs and thus, policy management
on these documents. Previous works [28], [42], identify the



Imprecise Words

Modal Words
may, might, can,
could, would,
likely

Condition Words

depending, necessary,
appropriate, inappropriate,
as needed, as applicable,
otherwise reasonably,
sometimes,
from time to time

Generalization Words

generally, mostly,
widely, general,
commonly, usually,
normally, typically,
largely, often,
primarily,
among other things

Numeric Words

anyone, certain,
everyone, numerous,
some, most, few,
much, many, various,
including but not limited to

Probable Words probably, possibly,
optionally

Usable Words adaptable, extensible,
easy, familiar

TABLE I: Taxonomy of Imprecise Words

ambiguity problem in policy documents like privacy policies
and Terms of Service (ToS).

There is a significant body of work that identifies lexical
indicators that contribute to ambiguity in natural language
(like English) [5], [16], [44]. Previous studies also identify
and alleviate ambiguity in other natural language documents
that are lexically similar to policy documents. Genova et al.
[17] identifies the most frequently used indicators to detect
ambiguity in software requirements text; Popescu et al. [39]
propose an object-oriented approach to identifying such prop-
erties from a natural language text. Massey et al. [33] identifies
ambiguity in regulatory requirements.

III. MEASURABLE PROPERTIES OF POLICIES

A key contribution of our work is showing that the ambigu-
ity of policy documents affects the performance of knowledge
extraction from privacy policy text. The first step to this
is objectively determining the ambiguity in a policy. There
are different approaches to identifying ambiguity in Natural
Language [5], [16], [44]. Previous works on other technical
documents define different linguistic properties of a document
that affect its ambiguity [17], [28], [42]. In this section,
we define 8 measurable features of a policy document that
contribute to its ambiguity. We describe these features and
explain how they can be extracted for a policy document.

Connective Words

Copulative Words and, both, as well as,
not only, but also

Control Flow Words if, then, while
Anaphorical Words it, this, those

TABLE II: Taxonomy of Connective Words

1) Frequency of Imprecise Words: In the English Lan-
guage, certain words are inherently inexact. Frequent use
of such words can make documents ambiguous.
For example, generalizing terms like “typically” or “gen-
erally” can be hard to interpret. Consider the follow-
ing sentence taken from the Policy of a Web service
provider, “The Services will be provided in a profes-
sional, timely and workman like manner by persons
with the proper skill, training, and background, and
consistent with generally accepted industry standards”1.
The use of the word “generally” here makes it hard to
understand the exact meaning. The average user of these
Services, with no prior understanding of the law, can not
understand what this policy entails.
We define Imprecise Words as the words that are
inexact in meaning. A measure for the quality of a policy
document can be the frequency of imprecise words in
the document.
Previous studies attempt to identify such vague and
imprecise terms that affect the quality of a technical doc-
ument or policy [43]. We collect the words identified in
previous studies as “imprecise” and create our taxonomy
of “imprecise words”. This has been indicated in Table
I.
In our framework, we tokenized the words in a
document and counted the number of “imprecise
words” in the document. We got the frequency of
imprecise words by dividing the count of imprecise
words by the total count of words in the document.

2) Frequency of Connective Words: Connective words
are used to link clauses or sentences in the English
Language. They are important for the construction of
meaningful sentences. However, overusing connective
words increases the complexity of a document.
Consider the following sentence taken from a Policy:
“Like most online service providers, we collect infor-
mation that web browsers, mobile devices, and servers
typically make available, including the browser type, IP
address, unique device identifiers, language preference,
referring site, the date and time of access, operating
system, and mobile network information.”2

The word “and” has been used 3 times in the sentence
to join multiple clauses. This is a difficult sentence to

1https://bit.ly/33FAckK
2https://bit.ly/2Gn32Ob



read. Related studies on textual requirements [17], [27]
proposes measuring the frequency of connective words
to evaluate the quality of text in Software Requirements.
In our framework, we have created a taxonomy
of connective words in Table II. We measured the
frequency of these connective words in Policies.
We used this measure in our estimate of the overall
ambiguity of a document.

3) Frequency of Polysemous Words: Policy documents
should have clarity. This means that the documents
should be clear in their meaning, with no room for
dubious interpretation.
Polysemous words are words that have multiple inter-
changeable meanings. The use of polysemous words,
without further clarification or context, can lead to
overall ambiguity of meaning. Hence, it is important to
limit the frequency of polysemous words in a policy
document.
Consider this example from the Policy of a cloud
provider, “This Agreement commences on the last date
of execution of the Order Form.”3 Here the word “exe-
cution” is a polysemous word and can mean “fulfilling
an obligation” or “signing of the document”. Without
further context, we can’t be sure of its intended meaning.
However, we didn’t consider polysemous words that
have multiple meanings in different parts of speech
(POS), e.g. the word “direct” has the following mean-
ings: without intervening factors or intermediaries (adj.),
with no one or nothing in between (adv.), aim (some-
thing) in a particular direction (verb), etc.
Consider the sentence: “You can clarify this kind of
situation in your Privacy Policy by stating that while
the tool you’re developing doesn’t collect any other
personal information directly.”4 In this statement the
POS category of “directly” is an adverb. Even though
“direct” has multiple meanings, it is clear from the
context what was meant here. Hence, we only consider
words that have multiple meanings for the same parts of
speech (PoS). We define such words, in the context of
a document, as “polysemous”.
The lexical database, Wordnet [36], is a commonly used
tool for text analysis in English. In Wordnet, words are
grouped into sets of cognitive synonyms (synsets). Each
synset expresses a distinct concept. A word associated
with more than one synset has multiple meanings.
In our framework, we tokenize the words in a policy
document. We get the POS tag and synset association
for each word. We prune the synset associations of a
word by its POS tag. If a word has more than one such
association, we flag it as ‘polysemous’.
Let the count of polysemous Words in a document be P.
Let the total count of words in that document be C. We

3https://bit.ly/33FAckK
4https://bit.ly/3krowZz

measured the Frequency of Ambiguous Words as P/C
This is one of our measures in estimating the overall
ambiguity of a policy document.

4) Readability Score: Policies should have high readabil-
ity. There are many existing Readability Tests, devel-
oped by Linguists. Readability tests are formulae that
can be used to evaluate the readability of a text.
Most readability tests are built on the idea that longer
sentences and words are more difficult to read. They use
the count of syllables, words, and sentences in a text
to give a measure of overall readability. Some words
like “caterpillar” have multiple syllables, but they are
commonly known. Hence, readers typically do not find
any difficulty with these words. Hence, some readability
tests overcome the effect of such words by referring to
a list of words graded for difficulty.
The Dale–Chall readability formula [8] is a readability
test that measures the comprehension difficulty that
readers face when reading a text. It uses a list of 3000
words that groups of fourth-grade American students
could reliably understand, considering any word not on
that list to be difficult.
Based on the frequency of difficult words in a text, Dale-
Chall readability formula assigns a readability score. The
general formula is as follows:

0.1579

(
difficult words

words
× 100

)
+0.0496

(
words

sentences

)
(1)

In our framework, we took the Readability Score of
the document assigned by the Dale-Chall readability
formula. This is one of the measures we used in
estimating ambiguity in a policy document.

5) Frequency of Punctuation: Punctuation is used in a
sentence to separate clauses and thoughts. This can
help in clarifying the meaning. However, similar to
connective terms, excess use of punctuation increases the
complexity and reduces the readability of a document.
Consider the same example from before: “Such changes,
revisions or modifications (“Changes”) shall be effective
immediately upon notice to you, which may be given by
any means including, without limitation, posting on the
Sites or by email.”5

Here, a comma has been used multiple times to convey
dissociated thoughts in the same sentence. This makes
the sentence unnecessarily complex.
The frequency of punctuation in a document is easily
measurable by parsing the text. In our framework,
we use the frequency of punctuation as one of the
indicators of ambiguity in the policy document.

6) Frequency of Acronyms: Another measurable property
of a policy document is the frequency of Acronyms.

5https://bit.ly/2HXne9E



An acronym is an abbreviation of a long word or phrase
using a subset of its characters. It is useful in shortening
frequently referenced, verbose terms. It saves space and
often is easier to remember. They are a useful linguistic
device.
However, the overuse of acronyms can make a text
complicated. Acronyms for Terms of Art, without proper
definition, can be unknown to a reader. Consider this
excerpt from a Policy, “any information defined as
‘Special Categories of Data’ under Article 9 of the
GDPR (e.g. biometric or genetic data, information about
one’s religious beliefs, race, sex life or orientation.”6

Here, GDPR is an acronym for “General Data Protection
Regulation”. It is often referenced in privacy policies. In
the document quoted above, there is no further clarifi-
cation as to what it means. An average reader might not
know the context of such acronyms. Policy writers must
take care to limit their use of such Acronyms.
In our framework, we use the frequency of Acronyms
in a document as one of the measures of its overall
ambiguity.

7) Misspelled Words: The use of correct spelling is essen-
tial to maintain the quality of any written text. Incorrect
spelling makes it harder for readers to comprehend a
document. It can also affect a customer’s trust in the
service provider.
In our framework, we used the python SpellChecker
library to search for misspelled words in a document.
We tokenized the words in a document and removed
all proper nouns before using the SpellChecker. For
each document, we recorded the frequency of misspelled
words for the total number of words in the document.
We used the frequency of Misspelled words as one of
our measures for ambiguity in a policy document.

8) Correct Grammar: Like correct spelling for words,
correct grammar is essential to the integrity of a text.
Our framework checked for the correct use of gram-
mar in each sentence of a policy document. For this,
we used the python Language-Check library. For each
tokenized sentence, it matches to a parse tree to check
for the correct syntax. For each document, we record
the frequency of sentences with incorrect grammar for
the total number of sentences in the document.

IV. ASSESSING AMBIGUITY IN POLICY DOCUMENT

In Section III, we identified the measurable properties of
a policy document related to its ambiguity. We used the
techniques defined to extract the features of policy documents
in the OPP-115 corpus. For each document in the corpus, we
extracted the 8 features described above. The maximum and
minimum values for each property in the OPP-115 corpus are
reported in Table III. In the next section, we used the feature

6https://bit.ly/2JnLVg7

Document Properties Max Value Min Value

Freq. of Imprecise Words 0.09 0.021

Freq. of Connective Words 0.076 0.025

Reading Complexity 10.2 6.21

Freq. of Polysemous Words 0.39 0.11

Frequency of Punctuation 0.15 0.05

Frequency of Acronyms 0.04 0

Misspelled Words 5.44 0.54

Correct Grammar 0.23 0.06

TABLE III: Max and Min Feature values extracted from OPP-
115 corpus

vector set for the documents in the OPP-115 corpus to rank
the documents based on their ambiguity. In our previous study
[28], we determined that it was ideal to have 3 categories of
ambiguity in a policy document. Based on their ranking of
ambiguity, we labeled them as:

1) Very Ambiguous
2) Somewhat Ambiguous
3) Not Ambiguous
The task is to determine the level of ambiguity in a

policy using its extracted features. This would normally be a
classification task. Using the features extracted in Section III,
we classify the documents into one of the 3 categories. For a
classification task, supervised learning is preferred. However,
it requires a significant portion of the data to be labeled. This is
not feasible for the larger datasets of policy documents. In this
paper, we demonstrate a semi-supervised clustering algorithm
that requires only partial labeling to classify the ambiguity
in a policy text. In our clustering task, we use an algorithm
that minimizes a linear combination of both cluster dispersion
and cluster impurity measures. This allows us to extract and
identify clusters in this data space that have less label mixing.
To show that the semi-supervised clustering algorithm works
better for this classification, we also include the results from
a Support Vector Machine(SVM) for the same dataset.

In the following sections, we explain how the corpus was
partially labeled and how it was then used for the classification
of the complete dataset.

A. Dataset & Annotation

The OPP-115 Corpus (Online Privacy Policies, set of 115)
[49] is a collection of 115 website privacy policies in natural
language with annotations that specify data practices in the
text. We used this well-established dataset for policy analysis
in our experiments.

For the classification task, we needed at least partial labeling
of the corpus. It is difficult to fully label documents in a
large corpus, using volunteer annotators. We show here that
even with a partially labeled dataset, we can get good results.
To partially label the dataset, we used human subjects. We



collected a group of 20 regular web service users. All users
in this experiment had English education up to 10th Grade
or higher. According to CalOPPA, policies should be readable
by someone with 8th grade fluency or higher. Our pool of
annotators consisted of graduate students in computer science
and workers in the IT industry. Hence, they were a good
representation of the average readers of web service policies
and agreements.

We gave each annotator a set of 12 policy documents from
our corpus. We asked our annotators to determine the level of
ambiguity in a document and assign a score of [1-3] where 1
corresponds to a “Very ambiguous” document, 2 to a “Some-
what Ambiguous” document, and 3 to a “Not Ambiguous”
document category. For each document, we polled the label
assigned by each annotator. The documents were labeled with
the category that had majority votes.

B. Semi-Supervised Clustering Algorithm

For a classification task, supervised learning is more reliable
and makes use of available data. However, as discussed earlier
supervised learning models require a significant portion of the
dataset to be labeled, which is not a realistic assumption for
our problem. We partially annotated the dataset as shown in
IV-A. This is not enough for a supervised learning algorithm
to work well for our dataset. To address this problem, we used
a semi-supervised clustering technique.

Demiriz et al. [13] describe a semi-supervised algorithm
for clustering that minimizes a linear combination of the
cluster dispersion and cluster impurity measures. We use this
algorithm in our work. The objective is to select K > 2
cluster centers, mk(k = 1, ...,K), that minimize the following
objective function, where CD is Cluster Dispersion and CI is
Cluster Impurity:

minmk,(k=1,...,K)β*CD + α*CI (2)

As in the K-means algorithm, each point is assumed to
belong to the nearest cluster center as measured by Euclidean
distance. Each non-empty cluster is assigned a class label
corresponding to the majority class of points belonging to that
cluster. The overall algorithm is as follows:

• Determine cluster centers
• Partition the labeled data by distance to closest cluster

center.
• Find non-empty clusters, assign a label to non-empty

clusters by majority class vote within them.
• Compute dispersion and impurity measures:

1) Induction: Use labeled data.
2) Transduction: Use labeled + unlabeled data.

• Prune clusters with few members.
• Reassign the points to final non-empty clusters.
The dispersion measure used is the mean square error

(MSE), this quantity is defined as:

MSE =
1

N

K∑
k=1

∑
xεCk

||x−mk||2s (3)

We used the Gini Index for the impurity measure of a
cluster. The Gini Index of a certain cluster (GiniPj) is
computed as:

GiniPj = 1.0−
K∑
i=1

(
Pij
Nj

)
2

(4)

The impurity measure of a particular partitioning into K
clusters is:

impurity =

∑K
j=1 TPj

*GiniPj
N

(5)

C. Results & Validation

We ran the semi-supervised clustering algorithm described
in IV-B to label the rest of the dataset and assign a qualitative
category to each of the 115 policy documents in the corpus.
The number of documents from the corpus in each category
is given in V. To show that the semi-supervised clustering
algorithm works better for this classification, we also used
Support Vector Machine(SVM) to classify the documents in
the same dataset. A comparison of the performance of the two
learning models is provided below.

To validate that our model works, we used the group of 20
regular web service users (Section IV-A) for validation. We
gave each validator a set of 10 policy documents from our
corpus. This set of documents is mutually exclusive from the
set used for annotation. We asked our validators to assign each
document to assign a level of [1-3] where 1 corresponds to a
“Very ambiguous” document, 2 to a “Somewhat Ambiguous”
document, and 3 to a “Not Ambiguous” document category.
For each document, we polled the category assigned by each
validator. The documents were labeled with the category that
had majority votes. We then compared the category assigned
for each document by our validators with the category assigned
by our model.

The results of this experiment are shown in Table IV. Addi-
tionally, to show that the semi-supervised clustering algorithm
works better for this dataset than a supervised algorithm, we
also include the results of a Support Vector Machine(SVM)
for the same dataset. For 8 out of the 10 policies in our
Validation set, the quality category assigned by our algorithm
was the same as the majority category assigned by Human
Validators. For 2 policies, the quality category assigned by
our algorithm differed from the majority category assigned
by Human Validators by a single category rank. The F1-
score of both Semi-supervised clustering and SVM for each
ambiguity class is provided in Table VI. For each class, the
semi-supervised clustering algorithm is more accurate than the
SVM. The average F1-score for the semi-supervised clustering
algorithm is 0.8.

V. EFFECT OF TEXT AMBIGUITY ON CREATING POLICY
KNOWLEDGE GRAPH

In previous sections, we showed that a significant number
of privacy policies for web and cloud-based services, such as
in OPP-115 [49], are ambiguous. This makes the document



Privacy Policy Website
Majority Category assigned by

Human Validators

Document Classification by

Semi-Supervised Clustering Algorithm

Document Classification

by SVM

google.com Not Ambiguous Not Ambiguous Very Ambiguous

timeinc.com Somewhat Ambiguous Somewhat Ambiguous Very Ambiguous

zacks.com Not Ambiguous Not Ambiguous Very Ambiguous

msn.com Not Ambiguous Somewhat Ambiguous Very Ambiguous

voxmedia.com Somewhat Ambiguous Somewhat Ambiguous Very Ambiguous

taylorswift.com Somewhat Ambiguous Somewhat Ambiguous Somewhat Ambiguous

abita.com Very Ambiguous Somewhat Ambiguous Somewhat Ambiguous

steampowered.com Somewhat Ambiguous Somewhat Ambiguous Somewhat Ambiguous

sidearmsports.com Very Ambiguous Very Ambiguous Very Ambiguous

tangeroutlet.com Very Ambiguous Very Ambiguous Very Ambiguous

TABLE IV: Validation of Document Classification by Semi-Supervised Clustering Algorithm and SVM against Majority
Category assigned by Human Validators

Ambiguity Class Number of Documents
Not Ambiguous 47
Somewhat Ambiguous 36
Very Ambiguous 32

TABLE V: Distribution of Documents in each at each Ambi-
guity Class by Semi-Supervised Clustering Algorithm

Ambiguity Class
Semi-Supervised
Clustering

SVM

Not Ambiguous 1 0
Somewhat Ambiguous 0.75 0.57
Very Ambiguous 0.67 0.31

TABLE VI: F1-score of Semi-Supervised Clustering vs SVM
for each Ambiguity Class

difficult for customers to understand and harder for machines
to process. In this section, we show how it affects knowledge
extraction from privacy policies. Previous works [31], [40]
describe that text segment classification is a critical part of
automated information extraction from policy text for pop-
ulating Knowledge Graphs. We show that the classification
of text segments is significantly harder for more ambiguous
policies. We run the same tasks like those described in [31],
requiring the segmentation of policies into data practices of
relevance to privacy policies, described next. We used the same
machine learning approaches – LRs, SVMs, and CNNs. That
said, we do not know what hyperparameters they used, so
our models might be slightly different for CNNs. We analyze
the performance of classification models in each ambiguity
category of documents. We show that classification algorithms

have less accurate results for policies with high ambiguity.

A. Dataset

The rules or policies in a policy document or schema can
be grouped by the data events that they are addressing. For
example, policies talk about the choices that users have in
sharing their data as well as the security measures that the
organizations use to protect that data. It is useful to distinguish
between the kind of event that a segment in the policy is
addressing as a prelude to extracting a rule and populating a
knowledge graph from it. It is thus necessary to identify text
segments in a privacy policy and classify the “data practice”
category of the segment.

In this experiment we used the OPP-115 corpus [49] which
consists of 115 privacy policies of popular websites. They
have been annotated by domain experts. The policy annotation
scheme was developed to capture the data practices specified
by policies. The policies were divided into paragraph-length
segments for annotators to read. For each segment, an an-
notator labeled zero or more data practices from each of the
following categories:

1) First Party Collection/Use: how and why a service
provider collects user information.

2) Third Party Sharing/Collection: how user information
may be shared with or collected by third parties.

3) User Choice/Control: choices and control options avail-
able to users.

4) Data Security: how user information is protected.
5) Policy Change: if and how users will be informed about

changes to the privacy policy.
6) Do Not Track: if and how Do Not Track signals for

online tracking and advertising are honored.
7) Other: additional sub-labels not covered by the other

categories.



Data Practice Categories Textual Quality of Document

Very Ambiguous Somewhat Ambiguous Not Ambiguous

LR SVM CNN LR SVM CNN LR SVM CNN

First Party Collection/Use 0.70 0.71 0.68 0.71 0.76 0.77 0.75 0.77 0.77

Third Party Sharing/Collection 0.64 0.67 0.59 0.70 0.75 0.72 0.71 0.71 0.79

User Choice/Control 0.53 0.53 0.56 0.61 0.70 0.66 0.75 0.76 0.75

Data Security 0.56 0.65 0.68 0.63 0.68 0.77 0.67 0.76 0.77

Policy Change 0.48 0.69 0.56 0.71 0.62 0.68 0.61 0.76 0.78

Do Not Track 0.48 0.57 0.48 0.63 0.59 0.67 0.71 0.67 0.68

Other 0.76 0.76 0.74 0.75 0.79 0.79 0.77 0.83 0.81

Average 0.59 0.65 0.61 0.67 0.7 0.72 0.71 0.75 0.76

TABLE VII: F-1 Score for Data Practice Classification of Policy Documents

B. Experimental Setup

We now show that the ambiguity of the documents directly
affects the performance of the classification task, irrespec-
tive of the learning model. We report the performance of
the learning models in each of the three categories of the
documents w.r.t. textual quality. We show that for documents
labeled “Very Ambiguous” by our measure, the performance
of the classification task is worse, irrespective of the under-
lying learning algorithm and the data practice category when
compared to documents labeled “Not Ambiguous”.

The dataset consisted of 3,792 segments from 115 privacy
policies. We represented the text of each segment as a dense
vector using Paragraph2Vec [30] and the GENSIM toolkit
[41]. This approach exploited semantic similarities between
words in the vocabulary of privacy policies, acknowledging
that the vocabulary in this domain is specialized but not com-
pletely standardized. We used 3 learning models to machine
annotate the documents in the OPP-115 corpus. They are as
follows:

• Logistic Regression (LR)
• Support Vector Machine (SVM)
• Convolutional Neural Network (CNN)

C. Experimental Results

We analyzed the f1-score of each learning model for a data
practice category in each quality category of the OPP-115
corpus. The results from our experiment are detailed in Table
VII. For each data practice category, the performance of every
learning model improved or remained the same as the quality
of the documents improved. Looking at the average F1-score
of each learning model, the score improved for all 3 learning
models from the ambiguity category “Very ambiguous” to

“Not ambiguous”. The differences were particularly stark in
categories like “Third Party Sharing”, “Data Security” and “Do
Not Track”, likely to be of most interest to a consumer. This
shows that ambiguity in a policy affects the performance of
text classification tasks. The data practice classification is one
of the key steps to populating knowledge graphs from policy
documents. This indicates that extracting enforceable policy
rules from ambiguous documents would be much harder than
from documents that are not ambiguous. It also shows that
our proposed measure of ambiguity is useful in capturing this
distinction, and so can be used by policy creators to see upfront
if their proposed policy text should be revised.

VI. CONCLUSION

Cloud and web-based services rely on data sharing between
consumers, service providers, and their subsidiaries and third
parties. In fact, the sharing and transforming of data are central
to their services and revenue generation plans. However, there
is a concern for security and privacy in large-scale resource
and data sharing models. These organizations have privacy
policies that disclose all the ways that data is collected,
shared, and used. Manually maintaining the policy documents
and ensuring their compliance with policy regulations can
be tedious and prone to error. Organizations are invested in
automating the process of policy maintenance. As demon-
strated by previous works, this requires populating Knowledge
Graphs from privacy policies. Ambiguity in natural language
text has been identified as a challenge to machine-assisted
text analysis or NLP. In this paper, we show that ambiguity
in privacy policies affects knowledge extraction from these
documents. For this, we defined an objective set of properties
for measuring ambiguity in the privacy policy and classify the
policy documents from the measured properties. We validated



our method with human annotators. We then showed that
knowledge extraction is harder from more ambiguous policies.
This study helps us understand the linguistic properties of
human-written policy documents and helps in the ongoing
effort to automate policy maintenance and regulatory com-
pliance for large-scale online services. Our approach will help
policy writers create a higher quality of policies that are more
transparent to customers and more effective for automated
management.
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