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Abstract—In this paper, we propose an analytical framework best adapted QoS in the system according to the available
for monitoring and analyzing QoS of publish/subscribe systms  resources by managing a permanent connectivity guarantee
on MANET. Our framework copes with intermittent connectivi ty between brokers. To achieve the mentioned goal, adaption

frequently occurring in MANET and provides statistical methods b lished b qrati faulty broker t th
allowing detecting QoS degradations affecting links betwen bro- can be accomplished Dy migrating a faulty broker to another

kers at the middleware layer. Besides, our analytical frameork  Node in the network ensuring better QoS. Adaption may also
identifies QoS degradation source which enables to repair tn be achieved by splitting an overloaded broker in order to
system. The proposed framework is extensively evaluated thi minimize his load.
simulation experiments. Simulations results show its effiency.

The proposed analytical framework integrates in each node

|. INTRODUCTION modules which extract QoS parameters and analyzes them
order to detect QoS degradations and identify its causes.
e first step of our approach is monitoring QoS parameters
by intercepting events. Second, statistical indicatorfaibfire

A publish/subscribe (Pub/Sub) [17] system is a networkéﬁ_l
communication infrastructure where messages are prowaged

ublishers and then delivered to receivers whose subgaript o .
P P occurring in the system are computed by the analysis module.

match the messages. The broker, named also dispatchetl_or !
; h|t's module does not refer to fixed thresholds. However, we
channel manager, represents the most important componen

in the system. It has to perform the matching between thge an adaptive procedure in order to update the threshold

. . L : .. _values according to the latest available information. Tize s
incoming events and subscriptions in the system and it al

0. . ; o
has to send to the subscribers all the events for which thm/htSIStICaI method used in the analysis step to detect failises
. L S ased on the Extreme Values Theory (EVT) [7] as well as the
expressed interest. Such a communication paradigm is promi

ing in mobile environments owing to its decoupling naturteSt of Shapiro and Wilk [19]. Our approach approximates

ensuring anonymity and decoupling between communicat 88. mgasured parameter with Gumbel [6] and Gaussian
" , Istributions [6], then tracks mean and max values of the
entities. However, deploying pub/sub systems on MANET |

is a challenging task due to QoS degradation problems caus %S traces by following ﬂuctuations_ in the time series using
by node’s mobility especially for delay sensitive applioas. updated thresholds. This enables to identify system stk

. : ﬁlcceptable or not well. Once failures are detected, theysisal
In-order to face QoS degradations, network routing protcq odule identifies their sources using the correlation ntho
in MANET always search for a route connecting broker 9

However, there is no guarantee to find this route and it is p 31—2] which studies the dependence between latency increase

sible that the route found does not fit application requinetsie and possible factors. In order to validate our approach, we

: rry on simulations experiments. Simulation results stiat
Thus, network routing protocols cannot always solve Qo :
. . . ur approach provides QoS guarantee for pub/sub systems on
degradation problems occurring at this layer. Conseqgyen

a solution should be introduced at the middleware layd _ANET and detect failure which preserves system survivabil

Facing this problem, several studies [10] react at this!leve" As a result, our _framework IS F‘Ot restricted to a specmq
ology or a specified subscription language. However, it

A 0
by taking into account some QoS parameters. These stuqtl S . . ) !
. a generic framework which may be used in cooperative
seek to address the challenge of managing latency perfmnaa lications
for pub/sub systems deployed on MANET. However, theypp '
did not provide an efficient solution to this problem since The rest of the paper is organized as follows. The design and
they compare parameters values with fixed threshold and arelysis of our analytical framework is described in Sectio
restricted to a specific subscription language or to a specifi. Section Il presents the performance evaluation of our
topology. approach under different link failure conditions. Sectidh
In this paper, we deal with these problems and we preummarizes the related work and Section V concludes the

pose a delay-aware dynamic framework aiming at providinzaper.



Il. THE ANALYTICAL FRAMEWORK where the clock offset refers to difference in the time régar

In this paper, a QoS based framework is proposed for Qgg.the two clocks. After computing. latency yalues, the moni-
insurance of Pub/Sub systems on MANET. The major goffing module saves these values in a log file.
of the proposed framework is to bypass link failures ang. Analysis approach

increase the chance to meet QoS requirement for such syst;rtg?os analysis lays on the monitoring step. It exploits QoS
t

The proposed approach monitors QoS parameter values ameters extracted from log files in order to analyze the

intercepting events. Then, analyzes these values in ordes stem and detect QoS degradation. Implementing effective

decide a.bOUt system state. Finally, it reasons .abo_ut. anocg alysis needs to reason about the degradation source once
degradation source whenever a QoS degradation is identifi S violations are noticed. In fact, identifying sourceues

Qurframework based on mathematical models rel'es on Staté eates opportunities to execute the appropriate reparati
tical methods to analyze the system state and providesragstr ction in order to repair the system. Statistical analysis i

QoS support. It approximates latency values with Gaussien dised to detect QoS degradation. It's based on comparing QoS

Gumbel distributions, then cpmpute adaptive thrgsholdﬂ: F.values with adaptive thresholds. Thresholds should betagap
ures are detected by comparing latency values with apm“to the changes in network conditions (such as delay and

thr_esholds. Moreo_ver, QoS degradation source is idemiﬁ%lures), and are computed dynamically referring to lagen
using the corre_lat!on _methoql as a measure of depende ies approximation with Gumbel and Gaussian distribstio
between two distributions. Figure 1 describes the proposg ally, when QoS degradations are detected, the comelati
approach. method is used to study the relation between latency inereas
and other perturbation factors.

QoS values Y PO S [ { e e A) Mathematical models for QoS analysis:

extraction H 15

logging o 5 Let the analyzed QoS parameter be described by a sequence

11111 12345

collected over time and denotegoS(t). The sequence is

PerubationtVilaton) it treshold vles l [t divided into periods composed of M samples. Then, rtiee

Transitory regime

permanent regime - Failure

as well asmeanvalues are extracted from each period. In this
| way, two new time series are obtained from the sequence of
: ] periods formingQoS(t) as follows:

(Qosmax(i)) = max QOSiI\1+k (2)
Maximal values wheret in [0,M-1]

; QOS(’L) = (1/M)ZQOSZ'M+k (3)
—— Meanvalues wheré in [0,M-1]
s _ Statistical properties of thenax and themean are ap-
(5] e ettt i rarsiaderaon) proximated by empirical distributions. In fact, tt@umbel
distribution for the max and the Gaussiandistribution for
Fig. 1. The proposed approach the meansequence. Approximations enable to calculate initial
thresholds for each series. Failure detection is then pagd
A. Monitoring by comparing latency values with thresholds.
In order to prove that the series can be approximated
th empirical distributions, we start with a first step naime

2
3
2
1
0

Monitoring constitutes a fundamental step in the propose\ﬁ
framework. It has to provide to the analysis level the infort’ransitory regime

matio_n useful er its operation. A first _Ievel of Monitoring 1) Transitory regime:Demonstrating the perfect matching
step is calculating Iatency_ vqlues relymg_ on event _SySte\mth the Gaussian distribution requires executing a noitgnal
messages. In fact, a monitoring quule mtegrated. in e%t_ So, we resort to the test of "SHAPIRO and Wilk” [19].
broker intercepts eyent Whgn translating bgtween r_‘e'g'h'@m However, in order to prove that max values are best suited
brokers. However, if there is no event delivery during a long, o Gumbel distribution, we execute the following steps:

time, specific messages are used in order to analysis QOS Wt of 411, we have to note that the cumulative distribatio
state. Latency is calculated locally by the broker recejime function is defined as:

event. It' is defined as the time elapsed between the time, T1, (= (a—20)/S))

when the first broker B1 sends the first bit of a packet to his F(z)=¢e" (4)
neighbor B2 and the time, T2, when the second receives i 0 . is the location parameter anfl is the scale one.
last bit of that packet &f'1 + AT Thus, the latency that takesHence we have to:

the event between B1 and B2 is defined with the following '

formula: o Sort the n samples forming ourmax distribution

QoSmax (i) where i belongs to [1,n] in an increasing
latency(Bz, B1) = To — Ty + (of f set) (1) order;



« attribute a rank r to each value; of N messages in failed state is less than the probability of
« measure the empirical frequency defined as: failure tolerated by the user [18]. Let :
« N :denotes the number of successive violations leading

=(r—20,5 5 . .
cf =(r=05)/n ©) to QoS degradation detection.
« calculate the Gumbel reduced variable defined as: o LV: corresponds to a measured Latency higher than a
threshold
v = —In(—In(#(x)) ) o LOK: corresponds to a measured value under the thresh-
« plot the curve defined byu;, QoSmax(i)) couples. old.

Once we can fit the plotted point by a straight line, then, we * ftisk is the defect probability specified by the user.
make sure that our distribution is well suited to the Gumbét order to determinate a precise value of N, we use the
one. following expression :

In order to extract the Gumbel p_arameters, we cal_culate both P[NsuccLV] < Risk (11)
the scale parametér and the location parameteg using the
method of moments as shown in the following formulas . In addition, the probability that the next message is inatioh

state denoted by.V, is equal to the probability of being in

To = p— S5 @ acceptable statéOK multiplied by the probability of going
wherey is the mean of th&)oS,.. distribution andy is the from this state to the statél” added to the probability of
Euler constant defined as= 0,5772. being in stateLV multiplying the probability of staying in

this state in the next instant.
g V6 _ @  Plamystate — LV] = PLLOK] « PILOK — LV}t
o o P[LV] % P[LV — LV
whereo denotes the standard deviation of 19e5,,,., distri-

bution Besides, the probability of obtaining N successive violai

Based on the extracted parameter values, we can at the Engaual to the probability to reach & state, after leaving
of the first step, calculate initial threshold values as deto @nY State, multiplied by the probability of staying il state

in the following table. (N-1) times:
TABLE | P[NsuccLV] = Planystate — LV] x P[LV — LV]N~1
FORMULAS USED TO CALCULATE INITIAL THRESHOLD VALUES (13)
When we replace the probability[ N succ — LV] in the first
Cumulative distribution Threshold inequality, we obtain the following expression providiret
Function value lower bound for N:
Max G(z) = ThQoS,,u. = N_1 .
values || exp(— exp(—(z — z0)/S) 20— Stnfln(2)] Planystate — LV] x P[LV — LV] < (Risk) (14)
Mean F(z) = ThQoS,pean = Thus, we obtainV > X where
values D((2 = 1QoS,,0qn )/ F(@7 (D), kqos,, 0> ; Risk
no__ Risk
0QoS,,un ngSmmn) A=1+ Planystate—LV] (15)

In(P[LV — LV])
A simple method to detect the presence of peaks in thighen we choose an N’s value greater than the smallest one,we

phase consists in setting thresholds. Appropriate thidsfad-  accurate the degradation detection rate.

ues are first obtained by calculating the conditional meah an 2) Permanent regimeTowards detecting the out of range

the associated confidence interval. These values are a@dul values and deciding about system state, latency values are

using the following formulas. compared to the corresponding thresholds. Adaptive thresh
= olds are dynamically updated using the exponential wetjhte
QoS = — Z QoS; (9) moving average formula [16]:
=0 Thi = A2(1 =\ %QoS;_; + (1= N'«Thg  (16)
CIt = QoS +t,6//n (10)

wherej in {1,i — 1} andThq denotes the initial Threshold.
The first formula defines the mean calculated at a point of time Using the same formula used in the previous phase,
however, the second presents the confidence intervalwelaithronicles are computed in order to perform an oc-
to that mean at the same instant. cur analysis. Thus, degradation detection algorithm &igg
In order to perform an occur analysis, chronicles are usathrms when N successive violations happen denoted by
to detect QoS degradations in this phase. In fact, after Nax_Nbr_Succ_Violation in Algorithm 1. As illustrated
successive QoS violations, our analysis module triggers &n Algorithm 1, to each measured latency value (line 5),
alarm. A key question to ask is whether it is possible tthe detection algorithm increases the number of violations
mathematically compute N, by considering that the proligbil Nb_Violation, in (line 7) whenever the new value exceeds the



Algorithm 1 failure detection algorithm Algorithm 2 Diagnostic algorithm (first scenario)

1: max_threshold = Gumbel .update_threshold 1: if isCorrelated (latency, hopcourit)en
(mazValues, initial_max_thres) 2:  degradationcategory=mobility

2: mean_threshold = Gauss.update_threshold 3. degradationcause = hop count variation
(meanV alues, initial_mean_thres) 4:  if verify_position Broker;) then

3: Idle: Nb_Violation =0 5: possible cause=Broker; iS moving

4: loop 6: if verify_speedBroker;) then

5. On_New_Measured_Latency() 7: possible cause=Broker; speed is high

6: if (Latency > maz_threshold) then 8: end if

7: Nb_Violation + +; 9. endif

8 else 10: if verify_positionBroker;) then

o goto: Idle 11 possible cause=Broker; is moving

10: end if 12: if verify_speedBroker;) then

11:  if (Nb_Violation > Max_Nbr_Succ_Violation) 13 possible cause=Broker; speed is high

then 14: end if

12: identify_source() 15:  end if

13:  end if 16: end if

14: end loop

The second step consists in executing a significance tekeof t
threshold value (line 6). In case of non successive viatatiocorrelation coefficient by comparing the computed coeffitie
(line 9), the execution will jump to the initialization ahk 3. \jth a theoretical value issued from the table of the critica
Otherwise, it increments the number of successive vidlatigalue of the PCC. Thus, if PCC(X1,X?2) is positive and
until triggering alarms and reasoning about degradationcsd greater than theoretical PCC , this means that X1 and X2 are
(line 12). positively and significatively correlated.

B)Degradation source identification approach:diagnostic =~ o proposed approach executes in parallel two algorithms

approach studying correlation between latency variation and hoptou

After detecting a QoS degradation, we start the reasonipgation as well as between latency variation and load-vari
about its source. We start by identifying degradation @9 4iion  According to the significance of the correlation eoef

Whic_h may be either mobili.ty or overlqad. Finally, we idépti gicien computed between these distributions, our algorith
precisely the factor causing the failure. Table 2 resumﬁ?oceeds in three different scenarios
2L .

possible failure causes that may degrade QoS of the lin

between two brokers denoted 8 and B. 1) If latency and hop count distributions are significatyvel
and positively correlated, then we can deduce that hop
TABLE Il count variation is one among the factors that causes

FAULTS CATEGORY AND POSSIBLE CAUSES QoS degradation. Thus, as described in algorithm 2,

the first possible source causing the degradation may
belong to the mobility category (line 2). We move then

to identify the occur source causing hop count variation
by looking to nodes positions (line 4,10) and speeds
(line 6,12). Node speeds are compared with adaptive

Fault category Fault source
Mobility Bj is moving far from Ba

B> is moving far from By
B; and By are moving

Load load of the P/S system -
load of an external applicatio threshold updated using the EWMA formula.
Others obstacle, noise 2) If latency and load distributions are significatively and

positively correlated, then we can notice that load
variation is one among the factors that causes QoS
degradation.

Otherwise, if correlation between all these parameters
distributions is not significative, we can deduce that
degradation is caused by other sources as described in
Table 2.

The key idea of source degradation identification is to study
the dependency to any statistical relationship between two
random variables or two sets of data. Doing this, we use the3)
correlation method [12] towards studying the relation kestw
latency value variation and parameters affecting latenmh s
as hop count variation or overload variation.

Correlation method requires two steps. The first one cansist
in computing the Pearson correlation coefficiént'C' value
studying the dependency between two distributions X1 and X2
as described in the following equation.

1. EVALUATION

This section shows the performance evaluation of our ap-
PCC = cov(X1,X2)/y/(var(X1) — var(X?2) proach using simulations with various settings.




A. Simulation Setup

To simulate dynamic network environment, we use
JiIST/SWANS simulator (Java in Simulation Time/Scalable

- . Time detection 7880 s
Wireless Ad hoc Network Simulator) [8]. We resort also to Number of successive violations 3
the content based publish/subscribe system named SIENA :ateﬂcy Va:ue at t-2 ggngguS
e ; : ; atency value at t-1 13.0us
[9](Scalable Interpet_Event Not|f|cat[on Archltecture)wmgh latency value at t 81567 015
we add our monitoring and analysis modules. In all simula- hop count at t-2 50
tions, we use 802.11b as the medium access control protocol hop count at t-1 5.0
and AODV (Ad hoc On-demand Distance Vector) as routing hop g‘():“gt att 096é(c))27
protocol which is a reactive one. During simulation, we PCC theoretical value r = 0.9877
measure the latency between two neighboring brokers called failure category A mobility
H cause op count variation
B :_;md Bg_ at each gvent dehver_y. _ Brokers is moving
Simulation experiments consist in two parts. Part 1 pro- Brokers speed is high

TABLE Il

SCENARIO)

LOG FILE DESCRIBING SOURCE DEGRADATION IDENTIFICATIOKFIRST

vides an explanation of how monitoring and analysis modules
succeed in detecting failures and identifying the occura®u
of failure. In part 2, we estimate our analytical frameworkhe simulator. Besides, we consider that the tolerated risk
overhead. proposed by the user is equal@®1%. Thus, we obtain :
Planystate — LV] = 0,118
With P[LOK] = 0,74,

To evaluate the performance of the proposed modules, wepP[LV] = 0, 236,
consider a network of 200 broker nodes, equipped with 802.11P[LOK — LV] = 0,127,
radio interfaces, roam in 2000« 3000m? area. The model for and P[LV — LV] = 0,104
mobility is continuous random walk with pause time equal to ConsequentlyN > 2.2. Thus, N must at least be equal to
30s and max speed equal 80m/s. Size of event notifications 3.
is aboutl20 Bytes. The radio transmission range of each nodeAt ¢ = 6350 s in simulation time, we inject a failure by
is approximately300 meters. Each simulation spans abouhoving quickly brokerB; far from his neighbors frequently.
9000 seconds of simulation time. A first scenario consists iThis causes a high latency values varying fré6519u s to
highlighting the monitoring module results. So, we trigtee 75610 s. Another failure is injected at t= 7820 s in simulation
nodes mobility with a low speed varying from 1m/s up to %ime, This causes also latency variation fr&9029, s to
m/s. The traces files describing QoS parameters issued fremi67, s. As shown in Figure 3, latency oversteps the max
monitoring module allow us to draw the curve depicted bthreshold value for three consecutive times. Consequenily
Figure 2. In fact, in this figure, our system works well.i.e. failure detector generates alarms.
failure free one.

B. Part 1: Efficiency of our approach

—=— Latency (us)

+—Max_Threshold_values

—+— Mean_Threshold_values
: || ——Threshold_value

Latency (ps)
%

simulation time (s)

Fig. 3. Reactive analysis
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The following log generated by our analysis algorithm
describes source degradation identification (Table3).

In second scenario, we inject failure in the system by
overloading the brokeB;. This causes also latency variation

We start our evaluation by computing the N value (seeom 8235us to 9503 us.
section 2), in order to estimate after how much successiveAs shown in Figure 4, latency oversteps the max threshold
violations our analysis module triggers an alarm. The usedlue for three consecutive times. Consequently, our riilu
values and probabilities are deduced from experimentsrundetector generates alarms. The following log generateduby o

Fig. 2. latency function of simulation Time



e system. The noticed overhead represents the time needed to

-y o execute the added framework. We can see for instance, as
= = Threshold_value represented in Figure 5, that the latency is about 584,47
e v and 4310,4ks with and without additional components, re-
”""'1;; spectively, when message size . Thus, this overhead stills

Latency (ps)

relatively low compared to the execution time.

IV. RELATED WORK

Failures are inevitable in a distributed system built over
a mobile ad hoc network. So that, they should be detected
instantly to avoid the whole system failure and to ensure the
system survivability. In the following, we present worksatle
Fig. 4. Reactive analysis ing with failures detection techniques and diagnosis nmagho
used to locate failures.

AR
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Simulation time (ps)

TABLE IV . . .
LOG FILE DESCRIBING SOURCE DEGRADATION IDENTIFICATIOKSECOND Several StUd|es_addressed the Issue of QoS analysis for
SCENARIO) pub/sub systems in order to detect failures. Researches on
failure detection (FD) approaches for pub/sub systems are
Time detection 256's concentrating on two main topics: FD based on specific
Number of successive violations 3 9 pics: . P
latency value at t-2 8235 s messages exchange and FD based on fixed threshold. In the
latency value at t-1 8460 us first category, each node sends a specific message such as
latency value at t 9503 s PING and Heartbeat to its neighbors. If the latter doesn't
load at t-2 164 msg/s ) . ; .
load at t-1 191 msg/s receive the message within a fixed timeout, then the target
loaC(i:(a:tt 2?639?53/5 node is considered failed. [11] [13] use PING message and
P .987 : . )
PCC theoretical value [ = 0.9877 [14] [15] rely on I—!eartb_eat message to identify node failure
failure category load However using a fixed timeout is not adapted to MANET and

so can lead to false detections. Moreover, these techniques
don’t deal with link failure.

analysis algorithm describes source degradation ideatific =~ Contrary to the above techniques, our approach doesn’t rely
(Table 4). We notice from experiments that our algorithran specific messages but rather uses pub/sub messages to
detects QoS degradations and identifies its cause which igeject system failure.

hop count variation in the first scenario and load variation In the second category, the idea consists in comparing QoS
in the second scenario. This illustrates the efficiency af ogarameter value with a fixed threshold. If QoS parameter

approach. exceeds the threshold value then an alarm is triggered. In
. [?], authors propose a messaging system called Harmony.
C. Part 2:Analytical framework overhead Separately, for each message topic, Harmony specifieciaten

requirements. Therefore, this restrained applying thgegch

in content based systems. Our approach, however, is not
limited to a specific subscription language and is consitlere
as a generic approach. Contrarily to the explained appesach
we use adaptive threshold according to the requirements of
applications and the variation of the network. After detert

a failure, we need to reason about source failure which define
diagnosis methods.

Diagnosis methods have been increasingly developed espe-
cially for dynamic systems. These methods concern the task
to identify and isolate faults in such systems. In the liier,
there are two main categories of diagnosis methods: a model
based diagnosis and a free model based diagnosis.

Model based diagnosis methods can be categorized into

Fig. 5. Overhead introduced by the analytical framework two subclasses: Diagnosis based on quantitative model from
the FDI Community [1] relaying on mathematical model

This part aims to estimate the overhead of the monitorimtescribing the behavior of the system, and diagnosis based
and the analysis modules. on gualitative model.

To reach this goal, we perform simulations experiments In the second subclass, qualitative models are used such as
with and without the proposed framework and we measugeaphs or if-then rules to describe the system'’s behaviwsé
the execution time when sending periodically messagesen thpproaches are suitable for systems with qualitative $galt

Execution time (us)

18 130 156 188 204

Message size (Bytes)

W Execution time without decisional module Execution time with decisional module




like discrete-event systems, hybrid systems. Althoughmthg10] M. Kim and K. Karenos and F. Ye and R. Fan and H. Lei and Kagih,

advantages, model based diagnosis are not usable in soméfficacy of techniques for responsiveness in a wide-arelighiffubscribe
system Proceedings of the 11th International Middleware Comfege

applications where it is difficult or even impossible to abta  |15,trial track, 2010.
the system model. Indeed, only free model based diagnogig A. Marco and V. Alessio and T.Giovanni Gross-Layer Approach for
are operational in such applications. Publish/Subscribe in Mobile Ad Hoc Networl&pringer Berli,2005.
. . . . 12] http://www.nvce.edu/home/elanthier/methods/etation.htm.
Free model based diagnosis are based on information frh@] M. Mirco and M. Cecilia and H. StepheEMMA: Epidemic Messaging
previous experience and they generally use artificial lintel  Middleware for Ad hoc network$ersonal Ubiquitous Comput,2005.

gence [3] and statistical methods [4] to identify faults.our [14] D. Ben Khedher and R. Glitho and R.Dssou, Novel Overlay-
- . h Based Failure Detection Architecture for MANET Applicatpl5th IEEE
approach, it's impossible to establish a model that refldwts International Conference on, 2007.

behavior of the system due to applications requirements gms| H. Jafarpour and S. Mehrotra and N.VenkatasubramariaRast and
the variation of the network. Thus, we refer to the free model Robust Content-based Publish/Subscribe ArchitectBeventh IEEE In-
. . ternational Symposium on, 2008.

based d|agn03|s. [16] M. Lucas and S. Saccucci and Jr. Baxley and V. Robert and/ébdall
and D. Maragh and W. Faltin and W. Fedrick and J. Hahn and Tkéruc

V. CONCLUSION and William T. and Hunter and J. Stuart and F. MacGregor ahidainas

. . . J., Exponentially weighted moving average control schemespeties
This paper proposes a generic and dynamic framework for and enhancementsmerican Society for Quality Control and American

QoS aware pub/sub systems deployed on MANET. Different Statistical Association,Alexandria, Va, USA,1990 .

. i : 7] P.Eugster and P.Felber and R.Guerraoui and A.Kermailfee many
from traditional approaches utilizing a fixed threshold folt faces of publish/subscribe\CM CompLt, Surv, 2003,

topics, our framework dynamically update thresholds usings) H.Ben Halima and K.Guennoun and K.Drira and M. Jmaktp-
statistical methods in order to bypass link failures andease viding Predictive Self-Healing for Web Services: A QoS Mtwirig

the chance of delivering messages within the delay require- and Analysis-based Approaclournal of Information Assurance and
Security,2008.

ment. Our study focused on QoS aware pub/sub system§ r.RakotomalalaTests de normalite : Techniques empiriques et tests
by providing monitoring and analysis modules allowing to statistiques 2008.

continuously supervising the system, detecting QoS degra-
dations and reasoning about source failure. Our approach is
evaluated using simulations with various network settiagd

is shown to present a reasonable performance. Work is also
underway to incorporate other QoS parameters to maintain
good system performance, while still providing connetyivi
between brokers. Parallel efforts to evaluate the propQsesl
based framework in a real deployment using android are under
development as well.
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