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Abstract
With the increase in current densities, electromigration has

become a critical concern in high-performance designs. Typically,
electromigration has involved the process of time-domain simula-
tion of drivers and interconnect to obtain average, RMS, and peak
current values for each wire segment. However, this approach can-
not be applied to large problem sizes where hundreds of thousands
of nets must be analyzed, each consisting of many thousands of RC
elements. In this paper, we propose a static electromigration analy-
sis approach. We show that under conditions that are typically met
by VLSI interconnects, the charge transfer through wire segments of
a net can be calculated directly by solving a system of linear equa-
tions, thereby eliminating the need for time domain simulation.
Also, we prove that under these conditions the charge transfer
through a wire segment is independent of the shape of the driver
current waveform. From the charge transfer through each wire seg-
ment, the average current is obtained directly, as well as approxi-
mate RMS and peak currents. We account for the different possible
switching scenarios that give rise to unidirectional or bi-directional
current by separating the charge transfer from the rising and falling
transitions, and also propose approaches for modeling multiple
simultaneous switching drivers. The results on a number of indus-
trial circuits demonstrate the accuracy and efficiency of the
approach.

1.   Introduction and Previous Work
Wire widths have been reduced to deep sub-micron dimensions

in recent years, while their currents have not been scaled propor-
tionally. This has resulted in very high current densities in wires
which has made them susceptible to electromigration failures. Elec-
tromigration is the process of metal-ion transport due to high current
density stress in metal and has been studied extensively [1-3]. As
the metal-ions migrate, metal buildup or depletion occurs at loca-
tions in the wires where there is a divergence in the metal-ion flux.
Build up of excessive metal produces so-called hillocks which can
result in shorts between wires, while excessive metal depletion can
result in changes in the metal wire resistance or even catastrophic
disconnections.

The failure probability of metal wires is typically characterized
using test structures that are stressed with DC currents under accel-
erated electromigration conditions. During normal circuit operation,
the signal interconnects in a VLSI design are actually stressed with
pulsed DC currents, rather that with continuous DC currents. How-
ever, it has been shown that, in the absence of Joule heating, the
mean time to failure of metal interconnect under pulsed DC currents
can be expressed as a function of the average DC current [3][4]
using Black’s equation: [1], 

where A and n are empirically determined variables, javg is the aver-

age current density, Q is the activation energy, and kT is the thermal
energy. A simple approach to electromigration analysis therefore
checks that each individual metal interconnect meets a specified
mean time to failure. In this approach, simple design rules are for-
mulated that express the maximum permissible DC current in a

metal interconnect as a function of the metal wire width. Although
this approach is commonly used in industry, it does not consider the
failure probability of the interconnect system as a whole. Therefore,
a so-called statistical electromigration budgeting (SEB) [5]
approach has also been proposed. In this model, the expected life-
time of the overall system of interconnects is determined from the
failure probability of the individual wire segments. In either
approach, the electromigration computation requires knowledge of
the average or DC current in each metal interconnect. This current
can be obtained by performing a time domain simulation of a transi-
tion of an interconnect and integrating the current through the inter-
connect over the simulation time, as follows: 

where T is the clock cycle period, i(t) is the time varying current,
and the switching factor s represents the average number of times
that a signal net is expected to transition in a clock period.

In addition to DC current stress induced failure, interconnect can
also fail due to excessive Joule heating. High currents in a metal
interconnect can generate significant heat due to resistive energy
dissipation of the wire and such Joule heating was found to be a
function of the RMS and peak currents in a wire segment. Typically,
metal failure due to Joule heating is checked using simple RMS and
peak current limits. The RMS current, needed for Joule heating
checks, is computed as follows: 

The peak current is simply the maximum current at any point in
time during the signal transition. 

A current is said to be unidirectional if it flows in the same direc-
tion through a metal segment during both the rising and falling tran-
sition of the signal as shown for segment x in Figure 1. In this case,
the Idc current value is non-zero and the likely failure mechanism

will be due to DC current stress. On the other hand, if the current
flows in one direction during the rising transition and in the other
direction during the falling transition, the current is said to be bi-
directional, as for example the current through segment y in
Figure 1. For this wire segment, Idc is close to zero and the likely

failure mechanism is due to Joule heating. In this case, the Irms and

Ipeak currents will determined the lifetime of the segment. Of

course, a wire segment may have both significant Idc and Irms/Ipeak

under different driver configurations. In general, the current limits
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Figure 1. Unidirectional and bidirectional current flow
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for Irms and Ipeak are much higher than for Idc, and therefore, failure

due to Joule heating is much less common in a design. Hence, the
accuracy required of the Irms and Ipeak current calculation is lower

than that for Idc.

A dynamic approach to circuit-level electromigration analysis
uses simulation of the interconnect with a Spice-level simulation
tool to obtain time-varying current waveforms for each interconnect
segment, based on which, average, RMS and peak current values
are easily computed. These tools incorporate detailed electromigra-
tion models and compute the electromigration degradation level of
the design. The SPIDER [9] and BERT [10] tools are based on
Spice-level simulation. The iTEM tool [8] is based on a fast transis-
tor level simulator using piece-wise quadratic transistor models and
also accounts for Joule-heating. The tool presented in [11] is based
on an approximate timing simulator. These approaches, however,
are limited in that they only apply to small circuit structures. A
number of methods for filtering out nets from the analysis using a
conservative criteria have been proposed. In [7], a filtering method-
ology using the so-called ‘critical threshold’ due to stress induced
backflow is presented, and in [6] an approach based on lumped
capacitance approximations is proposed. However, for large micro-
processors, hundreds of thousands of nets must be analyzed, each
consisting of many thousands of RC elements. Therefore, even after
filtering small nets with a conservative filtering criteria, the remain-
ing critical nets will be to numerous to allow Spice-level simulation.
Note also that reduced-order modeling techniques cannot be used
for electromigration analysis, since the currents for each element in
the net list must be obtained individually. 

The analysis is further complicated by the fact that each signal
net often has multiple drivers. In order to determine the worst-case
driver transition, a dynamic simulation based approach must simu-
late all possible rising and falling driver transition combinations
(called switching scenarios) for an interconnect, and incurs a high
run time cost. It also requires the user to perform the laborious and
error-prone task of writing simulation vectors.

In this paper, we propose a new static approach for electromigra-
tion analysis for large circuits. We compute the average, RMS and
peak currents for each metal interconnect statically, without requir-
ing the specification of simulation vectors. First, we prove that
under conditions that are typically met by VLSI interconnects, the
charge transfer through interconnect elements can be expressed as a
set of linear equations derived directly from the nodal formulation
of circuit. Hence, we can compute the exact charge transfer through
all interconnect elements by solving a single system of linear equa-
tions, avoiding time-consuming time domain simulation which has
typically been used [6]. We also prove the important property that
for a linear circuit, the charge transfer through an element is depen-
dent only on the total charge conducted from the driver circuit(s)
and does not dependent on the shape of the driver current. From the
charge transfer through a wire segment, we directly obtain the exact
Idc current value. We also propose methods for finding approximate

Irms and Ipeak currents based on the charge transfer of the signal net

and show how the proposed method can be used in the presence of
multiple simultaneous acting drivers.

Finally, we show how different switching scenarios are effi-
ciently evaluated by separating the charge transfer for the rising and
falling transitions of the net. This allows the computation of the
worst-case current values among all switching scenarios in a time
linear with the number of independently-controllable drivers. The
proposed algorithms were implemented in an industrial electromi-

gration analysis tool. We demonstrate the accuracy of the proposed
approach by comparing the analysis results with Spice simulations.
We also show the efficiency of the analysis for a number of large
blocks, including a large processor core. 

The remainder of this paper is organized as follows. Section 2
presents the new linear system formulation for directly calculating
charge transfer. Section 3 presents the approach for finding the
worst current values among all switching scenarios. Section 4 pre-
sents our results and in Section 5 we draw our conclusions. 

2.   Calculation of the Charge Transfer
In this Section, we present a formal derivation of the charge

transfer and the conditions under which it can be obtained by solv-
ing a simple system of linear equations. We consider a general inter-
connect circuit with nodes N = {n1,…nm}, resistors rij and capacitors

cij connected between nodes ni and nj and one or more driving gates

and load gates. Each resistor in the network represents a metal seg-
ment or a via between metal layers. Each capacitor represents a load
or self-loading of the interconnect, including possible self-coupling
capacitors or capacitors in series. The resistors and capacitors are
extracted using an extraction tool. A simple example circuit is
shown in Figure 2(a). Our goal is to find the net amount of charge

that is transferred through each metal segment or resistor in the
interconnect during either a rising or falling transition of the net,
which we refer to as the charge transfer qij. It is clear that the charge

transfer is simply the integral of the current iij(t) through an element

over time as defined below.

Definition 1.   The charge transfer qij though a resistor rij con-

nected between nodes i and j is:

where iij(t) is the time varying current through resistor rij.

To calculate the charge transfer qij without performing a time

domain simulation, we first construct a linearized version of the cir-
cuit, as shown in Figure 2(b), by replacing the load gates with
capacitors and the driver gate(s) with time varying current sources
I(t), such that the behavior of the circuit is unchanged. In other
words, the current I(t) is exactly equal to the current produced by
the driver gate at each point in time and therefore mimics the driver

Figure 2. Circuit and linear model for electromigation analysis
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perfectly without changing the behavior of the circuit. Note that
although the example in Figure 2(b) has only one driver, in general
a circuit may have multiple simultaneous switching drivers. After
linearizing the circuit, we can represent it with the following stan-
dard nodal differential equation:

where G is the conductance matrix, C is the capacitance matrix, V(t)
are the node voltages and I(t) are the current sources corresponding
to the driving gates. We now define the following two useful volt-
ages.

Definition 2.

Voltage  is the voltage at node i at the start of the transition, and

 is the steady-state voltage at node i after the transition is com-

pleted. We now observe that for all signal interconnects that are of
interest to us, there is no DC path from the signal net to the power
supply or ground. This means that at the end of the transition, when
the driver gate has reached its steady-state voltage, there is no cur-
rent through any of the resistors in the circuit. We therefore restrict
ourselves to circuits that meet the following condition:

Condition 1. If in the circuit two nodes i and j exist, such that

, then the conductance gij = 0.

VLSI interconnect circuits satisfy condition 1, since there is no
current from the driver gate at the end of the transition when the cir-
cuit reaches a stable state. This means that the charge transfer from a
driver gate d to the interconnect is finite and is calculated as fol-
lows:

where Qd is the driver charge transfer, and Id(t) is the driver gate

current as a function of time. In the Section below, we show how to
compute the charge transfer through a wire based on the driver
charge transfer Q. Then in the subsequent Section, we discuss meth-
ods to compute the driver charge transfer.

2.1  Wire Charge Transfer Formulation
In the following Theorem and proof, we show that the charge

transfer qij through a wire segment can be computed by solving a

single system of linear equations formulated using the driver charge
transfer Qd, without knowledge of the time varying behavior of the

driver currents Id(t).

Theorem 1. Given a linear circuit that satisfies condition 1, and
the following linear system of equations:

where Q is the vector of driver charge transfer (8), G is the conduc-

tance matrix, C is the capacitance matrix, and  and  are the
vectors of initial and final node voltages (6) and (7), then, the charge
transfer qij through element rij is defined as follows:

This theorem therefore states that if we solve the linear system

(9) for , we can directly calculate the charge transfer through an

element rij as the difference of the  at the two nodes of ni and nj

multiplied by the conductance of rij. As shall be come clear,  can

be thought of as the area under the voltage curve of node ni relative

to its final voltage  and  is the vector of such voltage areas for

all nodes.

Proof.  We define  as the difference between the voltage

value  at node i and its stable, final value :

We then substitute the voltage vector V(t) in the first term of the sys-

tem of nodal equations (5) with  and obtain the follow-
ing linear system of equations:

Since G is a conductance matrix, for every row i the matrix/vector

multiplication  can be expressed as . From

Condition 1 it follows that all terms in this summation are zero,

since either gij = 0 or  and therefore .

After simplifying (12) accordingly and then integrating over time,
we obtain:

and examine each term in turn below:

1. For the first term, , we define a new vari-

able . Since the node voltages wi are 

exponential decaying functions of time, the integral  is 

finite and therefore the first term becomes 

.

2. For the second term, we get the following: 

.

3. Finally, for the third term, we get: 

 which is the same as (8).

From (14), (15) and (16) we obtain: ,

where we solve for . At the same time, from (1) and (8) we
obtain:

From condition 1 it again follows that , and

therefore,  which proves the theorem. 

Note that Theorem 1 is completely general and holds for any
number of current sources and all types of capacitors, including
coupling capacitors and capacitor dividers, provided Condition 1
holds. As formulated, the linear system (9) will be singular in that
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qij gij ŵj ŵi–( )= 10( )

Ŵ
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the values  can have an arbitrary offset for each set of nodes

belonging to a DC-connected component (DCCC). Each DCCC is
only connected to “charge” sources, such that the sum of the total
charge injected into and out of the DCCC is zero. Therefore, the val-

ues  of the nodes of the DCCC can have an arbitrary offset,

which leads to a singularity of the matrix. This problem can be eas-
ily remedied by setting one of the nodes in each DCCC in the sys-
tem as a reference. Since qij in (10) depends only on the difference

of  between two nodes, the reference node in a DCCC and its
value do not affect the value of qij and can be arbitrarily chosen.

From (9) and (10) we can observe that qij is independent of the

shape of the current waveform Id(t), and is only dependent on its

total charge Qd. We therefore have the following Corollary:

Corollary 1: For a linear circuit satisfying Condition 1, and hav-
ing one or more current sources Id(t), all current source waveforms

Id,j(t) with total driver charge transfer Qd will result in the same

charge transfer for each element in the circuit. 

2.2  Wire Charge Transfer Computation
Based on Theorem 1, we propose the procedure shown below in

Procedure 1 for calculating the charge transfer through all wire seg-
ments of a signal interconnect. Assume we have one or more driver

gates d, switching from an initial voltage  (typically, but not

necessarily, GND or VDD) to a final voltage . 

The above procedure requires a DC solution in Steps 1 and 2.
Due to condition 1, there is no current through any resistor in Step 2
and the DC solutions becomes trivial through shorting resistors and
removing capacitors. In most cases, the DC solution in Step 1 is
similarly trivial. Step 4 requires one linear solution. However, since

G is a sparse matrix,  can be computed very efficiently, even for
very large circuits. Therefore, the overall computation of the charge
transfer is extremely efficient, compared to performing a non-linear
simulation of the original circuit (such as shown in Figure 2(a)),
while the accuracy of the analysis is not compromised.

2.3  Driver Charge Transfer Computation.
Step 3 in the above procedure requires that the total charge trans-

fer from each switching driver is known. If there is only a single
driver, its charge transfer Q can be computed through charge conser-
vation from the charge transfer through each of the capacitors:
However, if there are multiple drivers that switch at the same time,

as is often the case, then this total charge Q is divided between these

drivers in some manner: . In Figure 3(a), we show an

example of a 2-input NOR gate and the associated linearized circuit,
where the n-type transistors are folded in the layout. The n-type
transistors connected to input b are off and can be modeled as
capacitive loads. When input a switches high, its two NMOS tran-
sistors turn on, while its PMOS transistor turns off. We therefore
model these three transistor connections with current sources and
need to determine their charge transfer Qd as shown in Figure 3(b). 

We propose two approaches for determining the charge transfer
distribution between multiple simultaneous switching drivers. The
most accurate approach is to perform a non-linear simulation of the
gate, with a pi-model [12] representing the interconnect loading.
During the non-linear simulation, we compute the integral of the
current through each driver output to obtain its charge transfer
which is then used in Step 4 of Procedure 1. Although this requires a
non-linear simulation of the transistors, this simulation is relatively
fast since it involves only a small number of non-linear device
belonging to the driver gate and a small pi-model representing the
entire interconnect. 

A faster, more approximate approach that avoids this non-linear
simulation makes the simplifying assumption that   the short-circuit
current is negligible (meaning I3(t) = 0 in the example in

Figure 3(b)). We then divide the total charge Q computed through
charge conservation (18) between the remaining current sources

according to their transistor sizes: , where Wi is the

size of transistors i and Wd is the size of the transistor for which we

are computing the charge transfer Qd. This simple approach,

although not exact, was found to yield results with less than 3%
error in practice, as shown in Section 4. This is due to the fact that
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the simultaneous switching drivers are, most often, different fingers
of a folded device that have identical structure and inputs.

3.   Average, RMS and Peak Current
In the previous Section we presented an approach to efficiently

compute the charge transfer through a wire segment in response to a
rising or falling transition. In this section, we show how to use the
charge transfer computation to determine the worst-case average,
RMS, and peak currents for a metal segment. In order to guarantee a
repeatable transition pattern, we base our worst-case current calcu-
lation on the maximum charge transfer during two clock periods
where the first period contains a rising or charging transition of the
interconnect and the second period contains a falling or discharging
transition. Two problems need to be addressed: First, given a partic-
ular charging and discharging driver pair we need to compute Idc,

Irms, and Ipeak from the charge transfers. Second, among all possible

charging and discharging driver combinations, we need to deter-
mine the worst-case pair for each type of current in a metal segment. 

In order to efficiently approach this problem, we separately
record the charge transfer for rising and falling transitions through
an interconnect. The drivers connected to the interconnect are
divided into clusters of simultaneously switching drivers, where
each cluster is assumed to be independently controllable. Each clus-
ter is simulated in turn for both rising and falling transitions, while
recording the minimum and maximum charge transfer in each direc-
tion through an interconnect element. The procedure is shown
below:

Note that these charge transfers are unsigned quantities and equal
to zero if no transfer exists in the specified direction. Also, each
charge transfer quantity can be associated with a different driver.
Since we simulate each drive only twice (once for the rising transi-
tion and once for the falling transition of the net), the run time com-
plexity is linear with the number of drivers. Based on the maximum
and minimum charge transfer in each direction through a wire seg-
ment for both rising and falling transitions, we now calculate the
average, RMS, and peak currents, as shown below.

1) Average current:

The average current is defined in equation (2):

, where s is the switching factor and T is the

clock period. Typically, the switching factor is obtained from simu-
lations with a cycle based simulator, or through propagation of
switching probabilities in the circuit. We evaluate Idc over two clock

periods - one with a rising, and one with a falling transition. If there
is non-zero charge transfer in a particular direction for both the ris-
ing and the falling transitions, the worst-case charge transfer is the
sum of both these maximum charge transfers. If there is a zero
charge transfer for either rising or falling transition in this direction,
the worst-case charge transfer is the maximum charge transfer in
that direction subtracted with the minimum charge transfer in the
opposite direction. We divide the worst-case charge transfer by 2 to
account for the two transition periods and account for the clock
period T as follows:

2)RMS and Peak current:

The RMS current of a wire segment is defined with the integral

(3): , and hence requires information about

the waveform shape of the time varying current i(t) and not only the
total charge transfer. In our approach, we analytically estimate the
RMS current by approximating the waveform i(t) with a triangular
waveform with identical rise and fall times. The charge transfer
maxQcharge is defined as the maximum rising/falling charge transfer

in either direction: maxQcharge = Max (maxQf
charge, maxQr

charge)

and maxQdischarge = Max (maxQf
discharge, maxQr

discharge). The

transition time Tr is the duration of the current pulse for the
transition and corresponds to the transition time of the signal.
Without a transient simulation of the entire interconnect, we can not
obtain the exact width of the triangular current waveform Tr at each
resistor. In our approach, we use the transition time at the output of
the driver as an approximation of the transition time at all the wire
segments. Since the transition time at the wire segments will be
larger than that at the driver output, our estimation of peak and RMS
current will tend to err on the side of pessimism. The transition time
at the driver output can be obtained from a static timing analyzer or
through non-linear simulation of the driver gate using a pi-load
model. Given Tr, we calculate the peak and RMS current under the
triangular current waveform assumption analytically as follows:

For the falling transition, the peak and RMS currents Ipeak,discharge,

Procedure 2:
1. For all wire segments define a reference direction.
2. For (all driver clusters) {
3.    For (each driver d in a driver cluster) compute charging 

driver charge transfer Qd.

4.    Compute charge transfer through each wire segment using 
Procedure 1.

5.    For (all wire segments i) 
6.       If (charge transfer is in reference direction) update max       

Qf
i,charge and minQf

i,charge

7.       else update maxQr
i,charge and minQr

i,charge

8.    Repeat for discharging transition and update maxQf
i,discharge, 

minQf
i,discharge or maxQr

i,discharge, minQr
i,discharge

9. }     

Idc
s
T
--- i t( ) td

0

T

∫=

Procedure 3:

1. if (maxQf
i,charge > 0 && maxQf

i,discharge > 0) 

      maxQf
i = maxQf

i,charge + maxQf
i,discharge

2. else maxQf
i = Max ((maxQf

i,charge - minQr
i,discharge), 

      (maxQf
i,discharge - minQr

i,charge))

3. if (maxQr
i,charge > 0 && maxQr

i,discharge > 0) 

      maxQr
i = maxQr

i,charge + maxQr
i,discharge

4. else maxQr
i = Max ((maxQr

i,charge - minQf
i,discharge), 

      (maxQr
i,discharge - minQf

i,charge))

5. maxQi = Max(maxQf
i, maxQr

i)

6. Ii,dc = s/(2T) maxQi    

IRMS
1
T
--- i

2
t( ) td

0

T

∫=

Ipeak ch earg,

2maxQch earg

Tr
--------------------------------=

Irms ch earg,
s
T
--- 2 4maxQch earg Tr

2⁄( )t td
0

Tr
2

------

∫⋅= =

4s maxQch earg( )2

3TrT
-------------------------------------------
5



and Irms,discharge are calculated separately using maxQdischarge.

The total peak and RMS currents are computed as follows:

After the average, RMS and peak currents for all wire segments are
computed, the electromigration analysis is performed using either
simple current limit checks, or using statistical electromigration
budgeting [5].

4.   Result
The proposed electromigration analysis approach was imple-

mented in an industrial electromigration checker and was applied on
a number of industry circuit designs. A commercial extraction tool
was used to extract parasitic RC data including the metal width and
layer information and the electromigration analysis tool is applied
on this data without performing reduction on the RC data.

Table 1 shows the accuracy of our current calculation by compar-

ing it to the result obtained from explicit transient simulations of the
interconnect and driver gates using Spice for several large industrial
signal net. Our approach estimates average current with a maximum
error of 2.9%. Since the formulation for charge transfer is exact, the
observed deviation is due to error in the modeling of the gate loads
with linear capacitors and the distribution of charge transfer
between the driver gates. Our approach for RMS and peak current
has a maximum error of 16.7% and 8.7% respectively. This error is
primarily due to the fact that the actual current waveform is not pre-
cisely triangular. However, the observed error is well within the
required accuracy for an industrial electromigation analysis tool.

Table 2 shows statistics from our analysis on several circuit
designs. Due to the number of nets, the number of R/C elements,
and the number of possible drivers, it would be impractical to apply
simulation based approaches. The proposed approach successfully
analyzed these circuits with very modest run time. Note that in order
to demonstrate the efficiency of the proposed approach, a detailed
analysis is performed on all the nets in the design and no nets were
filtered from the analysis.

5.   Conclusion
In this paper, we have proposed a static electromigration analysis

approach. We showed that the charge transfer through wire seg-
ments of a net can be calculated directly by solving a linear system,

derived from the nodal formulation of the circuit. We avoid the need
for time consuming time domain simulation. We showed how aver-
age, RMS, and peak current values for each wire segment can be
obtained using the computed charge transfer. We also account for
the different possible switching scenarios that give rise to unidirec-
tional or bi-directional current by separating the charge transfer
from the rising and falling transitions. We implemented the pro-
posed static analysis approach in an industrial electromigration
analysis tool that was used on a number of industrial circuits,
including a large processor core. Experimental results were pre-
sented to demonstrate the accuracy and efficiency of the approach.
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Element
Spice (mA) Proposed Static Approach (mA)

Idc Irms Ipeak Idc (%error) Irms (%error) Ipeak (%error)

R1 0.19  0.50  1.38 0.19 (0.0%) 0.43 (-14.0%) 1.46 (8.7%)

R2 0.06  0.15  0.41 0.06 (0.0%) 0.13 (-13.3%) 0.44 (2.4%)

R3 0.17  0.44  1.23 0.17 (0.0%) 0.39   (-2.3%) 1.32 (7.3%)

R4 0.08  0.20  0.56 0.08 (0.0%) 0.17 (-15.0%) 0.59 (5.6%)

R5 9.15 23.24 68.38 9.34 (2.1%) 21.29   (-8.4%) 72.78 (6.4%)

R6 5.30 13.52 39.80 5.44 (2.6%) 12.38   (-8.4%) 42.34 (6.4%)

R7 1.53  3.89 11.40 1.56 (1.9%) 3.56   (-8.5%) 12.20 (7.0%)

R8 3.94  9.99 19.43 4.01 (1.8%) 9.16   (-8.3%) 31.31 (6.1%)

R9 0.35  0.90 2.58 0.34 (-2.9%) 0.79 (-12.2%) 2.69 (4.3%)

R10 0.05  0.12 0.35 0.05 (0.0%) 0.10 (-16.7%) 0.35 (0.0%)

Table 1. Comparison of proposed approach with Spice 
simulation for wire segments of industrial interconnects

Ipeak Max Ipeak ch earg, Ipeak disch earg,,[ ]=

Irms
1
2
--- I

2
rms ch earg, I

2
rms disch earg,+( )=

circuit #nets

Total
#RC
elem.

Largest net max #
drivers

run 
time
(min)

#R #C

Arith 622 73K 347 1,820 38 1.8

Add1 1,923 268K 10,014 29,840 1,088 8.5

Dp1 2,104 319K 10.287 19,624 799 5.0

Add2 4,172 606K 22,294 67,710 2,384 14.8

Dp2 4,598 636K 18,245 46,795 1,509 20.0

uPcore 295K 21.3M 3,766 6,629 511 21.7h

Table 2. Run time statistics on example circuits.
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