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Abstract— As we scale toward nanometer technologies,
the increase in interconnect parameter variations will bring
significant performance variability. New design methodolo-
gies will emerge to facilitate construction of reliable systems
from unreliable nanometer scale components. Such method-
ologies require new performance models which accurately cap-
ture the manufacturing realities. In this paper, we present a
Linear Fractional Transform (LFT) based model for intercon-
nect Parametric Uncertainty. This new model formulates the
interconnect parameter uncertainty as a repeated scalar uncer-
tainty structure. With the help of generalized Balanced Trun-
cation Realization (BTR) based on Linear Matrix Inequalities
(LMI’s), the new model reduces the order of the original in-
terconnect network while preserves the stability. This paper
also shows that the LFT based model even guarantees passivity
if the BTR reduction is based on solutions to a pair of Linear
Matrix Inequalities (LMI’s) which generalizes Lur’e equations
.

1 Introduction

With decreasing MOS transistors for DSM (Deep Submi-
cron) technologies, the influence of fluctuations in process
parameters during manufacturing becomes increasingly im-
portant. Typically, the effect of process variations are cap-
tured by a set of worst-case device model parameters , and
the circuit performance is evaluated at these worst-case cor-
ners. However, the context-dependent interconnect in DSM
technologies complicates the feasibility of worst-case cor-
ner method by increasing the dimensionality of the problem.
Moreover, the worst-case corner methods are known to cre-
ate overly pessimistic results. Thus, the worst-case corner
methods need to be replaced by more accurate methods that
evaluate the uncertain nature of the system performance.
Because of the need to obtain accurate interconnect models
with parametric uncertainty, interconnect variational analy-
sis based on model order reduction has been an active re-
search field in nanometer design automation over the past
several years. Liu et al. in [1] studied the effect of in-
terconnect parameter variations on three projection-based
model order reduction techniques: Krylov subspace based,
PACT [2] and PRIMA [3]. The paper basically combines
the matrix perturbation theory [9] and the model order re-
duction methods. Heydari and Pedram in [8] proposed a
BTR based interconnect variational analysis method. The
BTR based method offers a weighted error bound.
Recently, it has become apparent that the methods in [1]
and [8] directly approximate the projection matrices as per-

turbed matrices from the nominal ones. The reduced system
is unable to preserve stability. As a result, subsequent anal-
ysis with nonlinear devices can cause instability [6].
In this paper, we discuss TBR-like LFT based interconnect
uncertainty models that can preserve the stability and even
the passivity. The new models have computable error bounds,
and, unlike the existing variational analysis methods, pose
no constraints on the internal structure of the state-space
model. With LFT technique, We model the uncertain in-
terconnect system as a repeated scalar uncertainty structure.
We then reduce the original uncertain systems relying on the
solution of two linear matrix inequalities (LMI’s) with guar-
anteed error bounds.
The paper is organized as follows. In Section II, we briefly
present the relevant Concepts, review balanced Realizations
and recall available error bounds for the truncation of the
models. In Section III, we discuss the uncertainty systems
we will be treating. Section IV, we present a TBR-like meth-
ods that guarantee stable and even passive reduced models.
In Section V, we show examples that illustrate the relevance
of the algorithms presented in the paper. Finally, in Section
VI, conclusions are presented.

2 Background

2.1 State-Space Models

Given a state-space model in descriptor form

E
dx
dt

= Ax(t)+Bu(t) (1)

y(t) = Cx(t)+Du(t) (2)

whereE, A∈ R n×n, B∈ R n×p, C∈ R p×p, D ∈ R p×p, y(t),
u(t) ∈ R p, model reduction algorithms seek to produce a
similar system

Ẽ
dx̃
dt

= Ãx̃(t)+ B̃u(t) (3)

ỹ(t) = C̃x(t)+ D̃u(t) (4)

whereẼ, Ã ∈ R q×q, B̃ ∈ R q×p, C̃ ∈ R p×q, D̃ ∈ R p×p, of
orderq much smaller than the original order n, but for which
the outputsy(t) andỹ(t) are approximately equal for inputs
u(t) of interest. To simplify the notation, in this paper, we
setE = I . And we useM to denote the system matrices:

M =
[

A B
C D

]
. The transfer functions

H(s) = D+C(sI−A)−1B (5)
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H̃(s) = D̃+C̃(sĨ − Ã)−1B̃ (6)

are used as a metric for approximation: if‖H(s)− H̃(s)‖<
ε, in some appropriate norm, for some given allowable error
ε and allowed domain of the complex frequency variables,
the reduced model is accepted as accurate.

2.2 Passivity

When modeling passive systems, those that cannot produce
energy internally, it is desired that the reduced models also
be passive. Otherwise, the reduced models may cause non-
physical behavior when used in later simulations, such as
by generating energy at high frequencies that causes erratic
or unstable time-domain behavior. Passivity is implied by
positive-realness of the transfer function. The functionH(s)
is positive-real(PR), if

H̄(s) = H(s̄) (7)

H(s) is analytic in {s : Re(s) > 0} (8)

H(s)+H(s)H ≥ in {s : Re(s) > 0} (9)

2.3 BTR based Model Reduction Techniques

i. Balanced Truncation Realization (BTR):
The BTR procedure is centered around information obtained
from the controllability GrammianWc, which can be ob-
tained from solving the Lyapunov equation

AWcA
T −Wc +BBT = 0 (10)

for Wc, and the observability GrammianWo, which can be
obtained from the dual Lyapunov equation

AWoAT −Wo +CCT = 0 (11)

for Wo. Under a similarity transformation of the state-space
model

A→ T−1AT B→ T−1B C→CT (12)

the input-output properties of state-space model, such as the
transfer function, are invariant (only the internal variables
are changed). The grammians, however, vary under the rules
Wc → T−1WcT−T andWo → TTWoT and so are not invari-
ant. The BTR procedure is based on two observations about
Wo andWc. First, the eigenvalues of the productWcWo are
invariant. These eigenvalues, the Hankel singular values,
contain useful information about the input and output be-
havior of the system. In particular, ”small” eigenvalues of
WcWo correspond to internal sub-systems that have a weak
effect on the input-output behavior of the system and are,
therefore, close to nonobservable or noncontrollable or both.
Second, since the Grammians transform under congruence,
and as any two symmetric matrices can be simultaneously
diagonalized by an appropriate congruence transformation,
it is possible to find a similarity transformationT that leaves
the state-space system dynamics unchanged, but makes the
transformed̂Wc andŴo equal and diagonal. In these coordi-
nates, witĥWc = Ŵo = Σ, we may partitionΣ into

Σ =
[

Σ1 0
0 Σ2

]
(13)

whereΣ1 describes the ”strong” sub-systems to be retained
andΣ2 the ”weak” sub-systems to be deleted. Conformally
partitioning the transformed matrices as

Â =
[

Â11 Â12

Â21 Â22

]
B̂ =

[
B̂1

B̂2

]
Ĉ = [Ĉ1 Ĉ2] (14)

and truncating the model, retaininĝA = Â11, B̂ = B̂1 and
Ĉ = Ĉ1 as the reduced system, therefore has the effect of
deleting the ”weak” internal subsystems.
One of the attractive aspect of BTR methods is that com-
putable error bounds are available. If the i-th diagonal en-
try of the matrixΣ is given byσi , and theσi is ordered as
σ1 ≥ σ2 ≥ ·· · ≥ σN, then the error in the transfer function
of the order-q reduced model is bounded by

‖H(s)− Ĥq(s)‖∞ ≤ 2ΣN
k=q+1σk (15)

ii. Passivity-preserving BTR like procedure
In [7], a BTR based procedure that can assess the positive-
realness of a state-space model in a global manner was pre-
sented. The authors proved thatH(s) is positive-real if and
only if there exist matricesXc = Xc

T ≥ 0, Jc, Kc such that
the Lur’e equations

AXcA
T −Xc +KcKc

T = 0 (16)

XcC
T −B+KcJc

T = 0 (17)

JcJc
T = D+DT (18)

and its dual
AXoAT −Xo +KoKo

T = 0 (19)

XoC
T −B+KoJo

T = 0 (20)

JoJo
T = D+DT (21)

are satisfied. It is easy to verify thatXc andXo transform
under similarity transformation just asWc andWo. Their
eigenvalues are invariant. And by Theorem 2 in [7], the
reduced order system is positive-real if the original system
is positive-real.

3 Interconnect Parametric Uncertainty

Characterization of the interconnect geometry variation is
an important issue in deep-submicron VLSI technology. In
order to accurately assess the performance of an intercon-
nect system, it is essential to characterize the interconnect
geometry, which in turn specifies the interconnect parasitics.
From a designer point of view, one important source of the
IC performance variability is the physical source of vari-
ability. For the purpose of design performance evaluation,
we are concerned with two possible cases here. The first
one includes the case where the interconnect parameters are
constant within a die but vary within a wafer or a lot. In the
second case, the interconnect parameters vary within a die.
The inter-die variability can be minimized by using several
techniques and corrections during the fabrication process.
Due to its relatively low spatial frequency and smoothness,
simple linear models can be used to describe the wafer level
variations. As a result, for a given metal wire, if we know
there is a width variation ofw1 and a height variation ofw2,

2
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then the resistance and capacitance of that particular metal
wire are

r(w1,w2) = r0 + r1w1 + r2w2 (22)

c(w1,w2) = c0 +c1w1 +c2w2 (23)

or in general, for the conductance and capacitance/susceptance
matrices of the interconnect system that are exposed to the
process variations, we have:

G(w1,w2) = G0 +G1w1 +G2w2 (24)

C(w1,w2) = C0 +C1w1 +C2w2 (25)

In this paper, we derive the equations for RC circuit. RLC/RL/LC
circuits can have the similar results. The MNA equations for
RC circuit can be written as

(G(w1,w2)+sC(w1,w2))x = Bu

y = Cyx+Dyu (26)

We can rewrite the above equation as

sx=−C−1(w1,w2)G(w1,w2)x+C−1(w1,w2)Bu

thus, the system matrices are

Ā = −C−1(w1,w2)G(w1,w2) B̄ = C−1(w1,w2)B
C̄ = Cy D̄ = Dy (27)

whereĀ∈R n×n, B̄∈R n×p, C̄∈R p×p, D̄∈R p×p, x∈R n,
y andu∈ R p. Ā is a function ofw1 andw2. So isB̄. If we
denote

dC= [C1 C2], dG= [G1 G2], w = [w1 w2]T

we can write the Taylor series expansion atw = 0 (mean
value) as

Ā(w) = −C−1
0 G0− (−C−1

0 dCC−1
0 G0

+ C−1
0 dG)w+(C−1

0 dCC−1
0 dCC−1

0 G

− C−1
0 dCC−1

0 dG)w+ · · · (28)

Similarly:

B̄(w) = C−1
0 B0 +(−C−1

0 dCC−1
0 B0

+ C−1
0 dG)w+(C−1

0 dCC−1
0 dCC−1

0 B0

+ · · · (29)

Both Ā and B̄ have infinite number of terms. The transfer
function is

H(s) = D̄+C̄(SI− Ā)−1B̄ (30)

For efficiency and accuracy reasons, existing variational model
order reduction methods only approximate the the impact of
parametric variations to the first or second order and ignore
higher order terms. The resulting system matrices become

Āt =−C−1
0 G0− (−C−1

0 dCC−1
0 G0 +C−1

0 dG)w

B̄t = C−1
0 B0 +(−C−1

0 dCC−1
0 B0 +C−1

0 dG)w

C̄t = C̄ D̄t = D̄ (31)

And the transfer function becomes

Ht(s) = D̄t +C̄t(SI− Āt)−1B̄t (32)

The physical meaning of this procedure is that we first ap-
proximate the uncertainty system described from Eq(26) to
Eq(30) as first order system in Eq(31) and Eq(32), them we
apply model order reduction on the approximated uncertain
system. The projection based transform matrix is estimated
as:

T(w1,w2) = T0 +T1w1 +T2w2 (33)

Unfortunately, the first-order variational admittance macro-
model is not a congruence transformation which is essen-
tial for macromodel passivity. This fact can be verified by
following PRIMA algorithm and computing the first order
variational admittance matrix for a single parameter as:

Gr(w1) = TT(w1)G(w1)T(w1) (34)

Gr(w1) = (T0 +dT1w1)T(G0 +dG1w1)(T0 +dT1w1) (35)

Gr(w1) = TT
0 G0X0 +w1∗ (dTT

1 G0T0+

+TT
0 dG1T0 +TT

0 G0dT1 +h.o.t

The main problem of the loss of passivity is because of the
truncation of higher order terms. Therefore, unlike the nom-
inal case, the previous variational reduced order models do
not preserve the passivity and stability. Hence, their inter-
faces with general transistor-level analysis tools have poten-
tial divergent behavior.

4 LFT based uncertainty presenta-
tion

In this section, we will show, by means of RC circuits with
2 variation variable, that the Linear Fractional Transform
(LFT) can represent the uncertain system in a ”compact”
way without ignoring the higher order terms.
Over the past decade, the LFT paradigm has been widely
used as a mathematical representation for uncertainty in sys-
tem models [4] [5]. This paradigm is represented pictorially
in Figure 1. In LFT, M represents the nominal system model

M =
[

A B
C D

]
(36)

∆ represents the uncertainty. Because each perturbation source
i.e. wi as ith geometry perturbation, is likely to enter the
real system at a different location, collecting these into one
uncertain block results in∆ have a diagonal block struc-
ture. Furthermore, the perturbations are often assumed to
be norm-bounded operators. The input/output (I/O) map-
ping fromu to y is given by the LFT as

y = (∆∗M)u (37)

where
∆∗M := D+C∆(I −A∆)−1B (38)

Because of the use of the feedback loop, we are able to rep-
resent the uncertain system with any number of higher order
terms without storing all the high order coefficient matrices.

3
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Figure 1: LFT presented uncertain system

For 2-D process variation cases, we collect the uncertain
sources into one uncertain block

∆̄ =
(

w1In×n 0
0 w2In×n

)

where∆̄ ∈ R 2n×2n. This means we consider the uncertain
sourcesw1 andw2 will affect each internal statex∈ R n. To
form the feedback loop, we introduce two new variablesz
andw̄, and

w̄ = ∆̄z=
(

w1I 0
0 w2I

)
z

wherez and w̄ ∈ R 2n. Thus, Eq(26) and Eq(27) can be
reorganized as

sx= Āx+ B̄1w̄+ B̄2u

z= C̄1x+ D̄11w̄+ D̄12u

y = C̄2x+ D̄21w̄+ D̄22u (39)

where

C̄1 =
(

C−1
0 C1Ā0 +C−1

0 G1

C−1
0 C2Ā0 +C−1

0 G2

)

B̄1 = ( I I )

D̄11 =
(

C−1
0 C1 C−1

0 C1

C−1
0 C2 C−1

0 C2

)

Ā =−C−1
0 G0 B̄2 = C−1

0 B0

C̄2 = Cy D̄21 = 0 D̄22 = Dy

The Cy and Dy are defined in Eq(26). We can usēM to
represent the system matrices,

M̄ =




Ā B̄1 B̄2
C̄1 D̄11 D̄12
C̄2 D̄21 D̄22


 (40)

Figure 2 shows the LFT paradigm of the new presentation.

∆ =
[

I/s 0
0 ∆̄

]

Theorem 1.The uncertain system described by Eq(39)
is equivalent to the uncertain system described by Eq(26).
By substituting the LFT definitions of system matrices into
Eq39), we can easily prove Theorem 1. For example, sub-
stitute

∆̄z= ∆̄C̄1x+ ∆̄D̄11w̄+ ∆̄D̄12u

x

M

z

y
u

w

I/s
x

Figure 2: LFT presented uncertain system of 2-D process
variations

into w̄ of
sx= Āx+ B̄1w̄+ B̄2u

we have

sx= Āx+ B̄1(∆̄C̄1x+ ∆̄D̄11w̄+ ∆̄D̄12u)+ B̄2u

We get the first order terms i.e.w1x andw2x. If we continue
this substitution process, we are going to getw1

2x andw2
2x

and all the other higher order terms.
Recently, major progress has been made in the model or-
der reduction techniques for LFT represented uncertain sys-
tems. The following theorems and algorithm have been proved
by two of the most important papers [4] [5] in this area.
Theorem 2.The system defined by the pair (∆, M) is stable
if (I −A∆) is invertible.
It is easy to show that our LFT represented uncertain sys-
tem satisfies ”(I −A∆) is invertible” condition. Therefore,
the system (∆, M̄) is stable.
Theorem 3. (∆, M) is stable if and only if there existY ≥ 0
andX ≥ 0 which satisfy theLyapunov inequalities

AYAT −Y +BBT ≤ 0
ATXA−X +CTC≤ 0 (41)

For a stable uncertain systems, the existence of balanced
realization is guaranteed by Theorem 3. However, the ma-
tricesY andX are nonunique. We refer to theseY andX
matrices asGeneralized Graminans. We get the unique
pair of X andY by finding the minimality of the reduction
through ”minimize trace(XY)” as in Algorithm 1.
Theorem 4. Given a stable system representation (∆, M),
there exists a reduced, stable representation, (∆r ,Mr ) if and
only if there existY ≥ 0 andX ≥ 0 which satisfy theLya-
punov inequalities

AYAT −Y +BBT ≤ 0
ATXA−X +CTC≤ 0 (42)

Truncating a balanced stable uncertain system realization
results in a lower dimension realization that is balanced and
stable which is easily seen by considering the system Lya-
punov Inequalities. We now state the balanced truncation
model reduction error bound theorem for uncertain and mul-
tidimensional systems. The difference between the origi-
nal transfer function (realization) and the reduced order sys-
tem’s transfer function(∆∗M)−(∆r ∗Mr) can be quantified

4
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by using the Structured Induced 2-norm (SI2-norm).
Theorem 5. Suppose (∆r ,Mr ) is the reduced model ob-
tained from the balanced stable system (∆, M), then

‖(∆,M)− (∆r ,Mr)‖SI2 ≤ 2Σi ∈ Iσi (43)

hereI indicates the indices of neglected eigenvalues andσi
indicates the square roots of the valueXY defined in Algo-
rithm 1.
Algorithm 1. Balanced Truncated Realization for Struc-
ture Uncertainty
1) Solve LMI equations

minimum trace(XY)
such that X≥ 0

ATXA−X +CTC≤ 0
Y ≥ 0

AYAT −Y +BBT ≤ 0 (44)

2) Compute Cholesky factorsX = LxLT
x , Y = LYLT

Y ,
3) Compute SVD of Cholesky productUΣV = LT

x LY where
Σ is diagonal positive andU ,V have orthonormal columns,
4) Compute the balancing transformationsT = LYVΣ−1/2,
T−1 = Σ−1/2U−TLT

x ,
5) Form the balanced realization asÂ = T−1AT,B̂ = T−1B,
Ĉ = CT.
From the above procedure, it is obvious that we use LMI
for generalized BTR to get the transform matrices for the
uncertain system. Similarly, we can also change the Lur’e
equations Eq(16)-Eq(21) to inequality and use LMI to get
the transform matrices. The later one will lead to passive
reductions as proved by [7] theorem 2 on page 6.

5 Experiment Results

In this section, we show examples that illustrate the appli-
cability of our new algorithm presented in this paper. The
first example is an RLC circuit. Figure 3 shows the dia-
gram of the circuit. We set the variation percentage to 20%.
We achieve 66.6% reduction. Figure 4 shows the far end
waveform compared with SPICE result. From Figure 5, we
observe that the frequency response of the reduced order
system obtained by our new algorithm closely follows the
frequency response of the original system.
Figure 7 shows a clock tree routed using the TSMC 0.25µ
technology. The clock tree is an H-tree clock distribution
with tapered buffers [8]. Table 1 shows that we predict the
50% delays at the fanout end as accurate as SPICE results.
We implemented algorithms in [1] and [8]. Our results are
compared with those from [1] and [8]. In order to further
demonstrate the accuracy of our model, we performed 50
tests. In each test, a set of normal distribution numbers is
generated as the width variations of three metal layers. We
compared the difference between the poles of our model and
those in [1]. The distribution of error in the poles is shown in
Figure 6. Even though the poles vary by as much as 300.7%
to 0.85%.

6 Conclusion

In this paper, we present a Linear Fractional Transform (LFT)
based model for interconnect Parametric Uncertainty. This

Vi Vout

C1 1pF C2  1pF

40pF
C4 

C3 1pF

L3 100nHR3 0.01L2 10nHR2 .01L1 10nHR1 25

Figure 3: An RLC circuit with parametric variations
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Figure 4: An RLC circuit with parametric variations

new model formulates the interconnect parameter uncertainty
as a repeated scalar uncertainty structure. With the help of
generalized Balanced Truncation Realization (BTR) based
on Linear Matrix Inequalities (LMI’s), the new model re-
duces the order of the original interconnect network while
preserves the stability. This paper also shows that the LFT
based model even guarantees passivity if the BTR reduction
is based on solutions to a pair of Linear Matrix Inequalities
(LMI’s) which generalizes Lur’e equations .
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