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Abstract power dissipation results in reduction of die temperature which further

reduces the leakage current exponentially [4]. The resulting reduction in
In this paper we present a methodology for systematically optimizigémperature will improve the performance and can compensate for the per-

the power supply voltage for maximizing the performance of VLSI ciformance degradation due to lowering\ifp. In Section 7 we show that
cuits in technologies where leakage power is not an insignificant fracti@yucing the supply voltage slightly results in an improvement in perfor-
of the total power dissipation. For this purpose, we develop simplifiggance for 90 nm and 65 nm nanometer technology nodes.
empirical equations which describe the transistor behaviour as a functiofy, this work, we develop a methodology to estimate the optimal sup-
of power supply and temperature. We use these models to calculategij@oltage which maximizes circuit performance. For this purpose we
full-chip power dissipation as a function of power supply and tempergyst develop simplified empirical models for device equivalent resistance,
ture. We then solve the power and chip thermal equations simultaneoyslyasitic capacitance and output capacitance as a function of temperature
to calculate the chip temperature and power dissipation at a given PO\, which results in a model for circuit performance as a function of
supply. By varying the power supply voltage we determine the optimug, and temperature (Section 3). We use the temperature dependence of
Vpp value which minimized delay per unit length in global interconnecifie |eakage current and threshold voltage to derive the temperature depen-
and therefore maximizes performance. We show that for 90 nm and f¥hce of total power dissipation as a function of temperature (Section 4).
nm technologies where leakage power represents a significant fractiogpko|ying the power dissipation equation and the package thermal equa-
the total power dissipation, optimulbp is lower than the ITRS speci- tion, we find the die temperature, power dissipation and delay per unit
fied supply voltage. This is due to the fact that redudibg results in a |ength for a givetvpp. By varyingVpp we find the optimal supply voltage
large reduction in total power dissipation and therefore the chip tempgich maximizes performance. We consider two typical cases in global
ature which improves performance. This improvement in performanc@ggerconnect optimization (1) when the buffer insertion can be optimized
greater than the performance penalty incurred due to reductidiitin  for the targeW/pp and temperature and (1) when buffering scheme is fixed

and is designed to be optimal at nominal supply voltage and at tempera-
1 Introduction ture of 105C. We show that the optimal supply voltage which reduces

power dissipation is smaller than the nomikgb for 90 nm and 65 nm
As the channel lengths of MOS devices scale below 180 nm, leakaggnnology nodes.

current becomes non-negligible and off-state current and power dissipa-
tion have become important. With technology scaling, the supply voltage :
needs to be scaled in order to maintain reliable operation of the transis?grs. Previous Works

This forces the threshold voltage of the transistors to be scaled in order t&everal techniques have been proposed for reducing the off-state cur-
maintain performance. Off-state leakage current increases exponentig!jt [5, 6]. These include reducing power supply [7, 8], using non-
as the threshold voltage is scaled. It has been projected that the trapgigimum channel length transistors [9], using stacked transistors [10, 11]
tor off-state current per micron of transistor width increases-t8x per and reverse body bias [12]. A comprehensive analysis of the effective-
generation [1]. As a result, in the current technology generation, leaka@s of these techniques was presented in [1] but the authors did not take
power has become a significant fraction of the total power dissipation afgh account the change in temperature due to reduction in power dissi-
this fraction is projected to increase with technology scaling [2]. pation and therefore the improvement in performance. They concluded
Increasing power dissipation increases the cost of the package and tRayincreasing the effective channel length and stacking transistors is the
cause reliability concerns and even failures of the chip. In a leakage dombst effective method for reducing leakage power. However, these power
nant technology, power dissipation is extremely critical. For a given pagkinimization techniques did not consider the temperature effect which is
age, die temperature is linearly proportional to the total power dissipatig@aing to be crucial for nanometer scale technologies where subthreshold
However, leakage current and therefore leakage power increases expo@gRage can be significant. It has been recently shown that strong elec-
tially with temperature. As shown in Section 5 if the thermal conductangethermal couplings between supply voltage, frequency, power dissipa-
of the package is not large enough, for a leakage dominant technola@ and junction temperature exist in leakage dominant nanometer scale
the exponential dependence of leakage power on temperature will cagg@nologies, mainly due to the exponential dependence of subthreshold
thermal runaway where the die temperature increases unbounded angetiléage current on temperature, which can significantly impact various
chip fails. Even if thermal runaway does not occur, the operating tempgswer-performance-reliability-cooling cost optimization schemes [13]. In
ature of the chip may be larger than the designed value, which will eithals work we consider the reduction in temperature due to reduction in
increase the package cost or degrade the performance as well as thgdier dissipation and hence the subsequent improvement in performance
liability of the chip. Therefore, in leakage dominant technologies, it gue to reduction in power supply voltage and unlike [1] we show that for
essential to control the leakage power and the temperature of the die. |eakage dominant technologies, reducing power supply voltage to some
One viable method for optimizing the performance of VLSI circuits iextentimproveshe performance.
leakage dominant technologies is to vary the power supply. Reduction
in power supply degrades performance but also results in a quadraticge- | nter connect Dd ay M oddl
duction in switching power [3] and an exponential reduction in leakage
current and therefore leakage power, due to reduction in drain-induce€onsider a uniform interconnect of resistamgeer unit length and ca-
barrier lowering (DIBL) [4]. Furthermore, for a given package, reducingacitancec per unit length buffered by identical repeaters as shown in

YF]',F.
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for values ofWy,, for various technology nodes) in between each stage

I was simulated. The interconnect lengind inverter size were varied to
obtain the minimum stage delay per unit lengty.co andc, were calcu-
lated from these values fpt, lopt and (ll)opt for a given supply voltage

and temperature. Figure 2 plats co andcy as the power supply is varied
(a) Schematic representation. +20% from the nominal value and the temperature is varied frotnQ5
to 125 C. Note that, as expected, the dependenag oh Vpp and tem-
perature is very weak. Using curve fitting, we generate the expressions of
R rl r's, Co andcp in terms of supply voltage and temperature.

4 Power Modd

VSt Vtr CP cl CL
In this work we will consider two cases (I) global interconnects are op-

timally buffered for the targeted power supply and temperature and (Il)
global interconnects are optimally buffered for operation at the nominal
(b) EquivalentRCcircuit. power supply and temperature. For scenario (I), changing the tempera-
ture and supply voltage will changgp: andlopt which, not only changes
Figure 1: Interconnect of lengtrbetween two identical inverters.  the power dissipation of each repeater, but also changes the number of re-
peaters. We therefore separate the full-chip power consumption into two
Figure 1. Assume that for a minimum sized repeater, the input capdts
tance isco, the output parasitic capacitancecisand output resistance is Potal = Plogic + Prepeater

; f _r
rs. Therefore for a repeater of sisgthe total output resistandgr = 3, wherePrepeaterdenotes the total power dissipated in the buffers and global
the total output parasitic capacitar€g= cpsand the total input capaci- jhierconnects driven by these buffers aRghic is the remaining power.

tance isC = cos. If the line segment is of lengthand the repeater size iSgqr this work we assume that for each technology node, 30% of total
s, then the time-constant of that segment is [14] power dissipation is repeater power.

s 1, The power consumption of both logic circuits and repeaters can be ex-
T=rs(Co+Cp) + cl+rlsco + Srel (1)  pressed as the following [8],
and the latency or the delay of that sectionlisg 2. P = Pswitching+ Pshort circuit + Pleakage

Now consider a long interconnect ofjiavenlengthL which is uniformly
buffered with inter-buffer interconnect lengthTherefore the total num- We need to determine the switching, short-circuit and leakage power for
ber of segments i%. The total delay through that line is given by logic circuits and repeaters. We assume that for logic blocks, the load
capacitance is dominated by input capacitance of logic gates whereas the
load capacitance of repeaters will have both interconnect capacitance and
input capacitance of other repeaters. Therefore the percentage of switch-
ing, short-circuit and leakage power will be different for logic gates and
repeaters. We also need to determine how each of the above three compo-
rs nents of power change as temperature and supply voltage is varied.
T TrS(CO +Cp)+ oIS+ 5“3' The switching power of a repeater in Figure 1(a) is given by [3]

IExrlogZDlI

where} is the delay per unit length which is given by

delay=

Note that optimizing the delay of the interconnect of a fixed length is Pswitching= a(S(Cp + Co) +1e)Vi3p fei
equivalent to optimizing . This delay per unit length is optimal when [14]
whereVpp is the power supply voltagég is the clock frequency aralis
2rs(co+Cp) rsC the switching factor (or activity factor), which is the fraction of repeaters
lopt = e Sopt = v/ o @ ona chip that are switched during an average clock cyclean be taken
as 0.15 [8]. For optimally sized and placed buff&@s, is given in [2],
and is given by
CL= Sopt(CO + Cp) + Clopt

G)Opt =2,/rsCorc <l+ % <1+ zz)) (3)  which is a function of supply voltage and temperature sigeand|qpt
are functions of supply voltage and temperature.
For the logic blocks, we assume that the load capacitance does not vary
with temperature an¥lpp. It is a valid assumption since the fan-outs of
gates of the functional blocks are usually greater than one in general. The

rametersrs, g andcp, and interconnect parametarsind c, which, in . . - . . .
loading capacitance, therefore, is dominated by gate capacitance, which
turn, depend on supply voltage and temperature. Thersfggeopt and
hgllsr a very weak dependence on temperaturé/gpd

I3 re functions of ly volt nd temperature. The interconn - ; "
(T)Optae unctions of supply voltage and temperature. The interconne he clock frequencyk is inversely proportional to the delay of critical

resistance per unit length is given by path of the circuit. It has been shown in [16, 17] that the performance is
F = ro(14+K(T — Thom)) dominated by globa_l interconnects._ Therefofg_]k can be_ assumed to
be inversely proportional té}) which in turn is a function of supply
whererg is the resistance per unit length at nominal temperdigyig K is ~ voltage and temperature.
the temperature coefficient with unit of ohms/kelvin, anés the operat-  The second component is the short circuit power. This power consump-
ing temperature. Interconnect capacitant®assumed to be independention is incurred when both pull up network and pull down network are
of Vpp and temperature. simultaneously on. Consider the simplest static CMOS logic circuit, an
Repeater parameters at various temperatures and supply voltages imgegter, which is shown in Figure 3(a). When the NMOS transistor turns
extracted using SPICE simulations similar to [15]. A five stage ring oscidn due to a rising waveform at the input and the PMOS transistor continues
lator with a given length of global interconnect of widkfi, (see Table 2 to conduct current until the input voltage becomes greatethgn- [, |,
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Note that the optimal size of repeatgp, optimal inter-repeater length
lopt and optimal delay per unit Iengtﬂ"}[»)opt are functions of repeater pa-
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Figure 3: Voltage and current waveforms of a CMOS inverter.

both transistors are on simultaneously. Hence, there is a DC current flow-
ing from supply to ground, and is called short circuit current. Note that
the current not only depends on the input voltage, but also depends on the
output voltage. The input and output voltage waveform, and the current
waveform are shown in Figure 1(b). The short circuit current waveform
can be approximated as triangular wave [18]. The total charge that flows
in this period can be found by calculating the area of this trianglet,Let
denote the time for the input voltage to rise frdgpto Vpp — |V, |. As-
suming symmetric high-to-low and low-to-high transitions for both input
and output of the logic gate, the total short circuit power for a single logic
gate is given by

Pshort circuit = 0trVoblpeakfcik = Ot VoD Why, Slshort circuit feik

wherea is the same switching factor as in the switching power expression.
Ishort circuit 1S the peak current per transistor width. Assuming that the
output waveform is a single time constant exponentiag given by [2]

Voo — M
tr:TIOQe<7DDVt‘ t”‘)

wheret is the time constant for the output node, which is defined in Sec-
tion 3. For repeaterg, is given by (1). For logic blocks, since the inter-
connect delay is very smatl,for these circuits can be expressed as

n

Tiogic ~ I's(Co +Cp)

Note thatlshort circuit for both logic circuits and buffers is the same and is
temperature dependent since the mobility and threshold vary with temper-
ature.

The threshold voltage is given by [4],

E V/4esigN
\/t:__g+(pB+M (4)
2q Cox

Figure 2: Temperature and supply voltage dependence of buffer paramieerees; is the permittivity of siliconN is the doping concentration, is

ters for 130 nm technology.
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the single electron charg€yy is gate-oxide capacitancEg is band-gap
energy, which has the following temperature dependence [19]

4.73x 107412
o= 1160~ g
COMPUTER
SOCIETY



Eg in the above expression is in the units of g¥.is defined as logic blocks repeaters
Tech.node (nm) 130 | 90 | 65 | 130 | 90 | 65

(pB:k_nge(ﬂ):"lmge N ) switching [ 0.874] 0.791] 0.445] 0.811] 0.763] 0.551
q i q 4.66x1015T1<5exp<—7Ele> short-circuit | 0.092 | 0.087 | 0.062| 0.170| 0.167 | 0.152
leakage | 0.035| 0.123 | 0.493 | 0.018 | 0.069 | 0.297

Table 1: Relative contribution of the three components of overall power

wherek is the Boltzmann constant amdlis the doping concentration in

-3
cm e, N . :
The last component is leakage power. In our model, we are only Cghs_smatlon for logic blocks and repeaters at nomifg) and temperature.
cerned with the sub-threshold leakage power which is given by [2] Tehip
1 +
Iqeakage: VDDlleakage: Vbp P (lofanVn + |ofprp) Potal Tambient
whereloﬁn(loﬁp) is the leakage current of NMOS (PMOS) transistor per -
transistor width, which is given by [1] = =
Figure 4: Package thermal model.
W (kT2 RVER
lof = HeftCox (—) exp(1.8) exp(%) 6)
eff \ 4 Mg whereL is the chip edgeS is the global interconnect spacing and

wheren is the DIBL coefficient anah s the transistor sub-threshold swing € the total number of global interconnect levels.

coefficient. The temperature dependence of mobility is given by [20] .
5 Chip Thermal Model

~057 12501, 233 . . . o
Hneff = 88T, + n o = 0.8a7. 0146 We saw in the previous section that power dissipation is a strong func-
126x 107724 2 E%m 7) tion of temperature. The chip temperature, however, is linearly dependent
407,238 of the total power dissipation of the chip. The thermal equivalent circuit

-057
Hp.eft = 54.3T, + of the chip and the package is shown in Figure 4, whgkg is the chip

temperatureTampientS the ambient temperatur is the package thermal
whereNa andNg are bulk doping concentrations affig— %WhereT is coefficient andP,g is the total chip power consumption. In this model,

the temperature in Kelvim is assumed to be independent of temperatufa€ total power consumption of a chip corresponds to the value of the cur-
andVpp and is taken to be 50 mV/V for all technologiescan be related rent source, the temperature corresponds to the node voltage value, and the
to temperature as follows package thermal coefficient corresponds to the resistor value. Therefore,

for a given package

/ €siaN
48 Tehip = Tambient+ 9 Potal (8)

Cox This model assumes that the whole chip is at a uniform temperature.
wheregs is a function of temperature (see (5)). Figure 5 plots the total power dissipation at various supply voltages as
Note that the leakage current per unit transistor width is the same &xunction of temperature and (8) for 130nm and 65nm technology nodes.
both logic circuits and buffers. In additiomy is a strong function of Note that the total power consumption of 65nm node is a stronger function
temperature. Therefore, temperature reduction can result in large savisigeémperature than that of 130nm node. This is due to that fact the leakage

Ng ~0.146
1+ 35010774 > 0.88Th

n=1+

in leakage power. power is a more significant fraction of total power dissipation for 65 nm
To summarize, for each technology node, node. These curves predict that reduction in temperature results in signifi-
e Assuming\,,, = %VDDnom' N, andNy are calculated using (4) andcant amount of power savings in future technology. The chip temperature
(5). and the actual total power consumption of the chip with a given supply
e pandlyy are calculated at nominal temperature ¥ using (6) vqltage are c_iet_ermined _by the_intersection of tot_al power d_issipation_ curve
and (7). with (8). This intersection point can be numerically obtained by simul-

. . . . taneously solving (8) and the power equation using Newton-Raphson'’s
o foiis assumed.to be inversely propOrt|onaI(tb)Op.t._ At nominal method.yWhen t%e( s)upply voltsge " Zg% higher thgn the nomm;,l
Voo andT, feik i assTumed to be the ITRS specified clock speedyio 1 those two curves do not intersect for either of the technology
Thls value offei. and(T)OPt are used to determine the proportlonalhodes_ This shows that the package is not adequate to maintain the die
ity constant. temperature and.2Vpp,,,, and this results in thermal runaway and failure
¢ Switching, leakage and short-circuit power are calculated using @¥ehe chip.
above assumptions for logic circuits for a minimum-sized inverter
driving a fan-out of 4 identical minimum sized inverters at nomin® ~ Optimization M ethodology

Vpp and temperature. This determines the fraction of switching, . . )
It was shown in the previous section that each component of power con-

leakage and short-circuit power for the logic blocks at nomifag 22 i .
and temperature (see Table 1). sumptlorlhls ahfurlcttloln of temperaturet.‘ Red#ctr:ondof thetiupphly \ioltage
. . reduces the chip total power consumption which reduces the chip temper-
° ASIS umlngdthathS Oo/z)power IS gonsurged bylthT rer;:;ters_ athe_ach t%?ﬁ'r_e. As the chip temperature reduces, the leakage power reduces dramat-
{;‘;Eggem;nz tsh%ﬁ-:i\r/(?uztatpl:)\ll\?el:sfir }ggﬁi (l;LIJo?:tlfts Tfl\i,!tics Iunsge; q '{(c:’ally. It has t_)een empirically obsv_srved from SPICE simulation that th_e
back-calculate W andW- for each technolo ’ node performance improves as the device temperature is reduced. Reduction
Liogics VN p AR 9y o of supply voltage, however, reduces the on-state current which degrades
e Total repea_ter power and the power dissipation of a §|n_gle repeatghis performance. Therefore, as the power supply is increased from a very
used to estimate the number of repeat®fgfeate. This is used 0 gma| value, initially the performance will improve but beyond a certain

determine the fractiop of global lines which are optimally buffered ajye of\Vpp, the power dissipation and therefore the chip temperature

at nominaMpp and temperature as follows will increase rapidly which will degrade performance. We therefore want
L L to determine theptimalvalue ofVpp where the performance will be max-
Mrepeater= Py ——<— X + X G imum, i.e., the delay per unit length will be minimum.
Wint +Snt | ' ! yp 9 @
IEEE ®
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| Tech.node (nm) 130 | 90 | 65 |
140 ‘ ‘ ; ; W (nm) 335 [ 230 | 145
- T (hm) 670 | 483 | 319
e ‘ R Eins 31| 28| 25
ool R S N | Vob (V) 11| 1 | 065
Telkyom (GHZ) 1.68| 3.99| 6.74
S aof ] loft,,,, (A/m) 0.42 | 2.68 | 17.39
T P loff o, (A/M) 0.21| 2.20| 8.55
ool - ] Fsom (KQ) 88 | 63| 20.1
COnom (FF) 0.94 | 0.59 | 0.60
a0 A Cprom (FF) 229 | 1.75| 0.48
: - Vopron Potal (W) 61 | 85 | 104
201 ‘ T AT Table 2: Interconnect parameter and nominal supply voltage for different
technology nodes based on ITRS.
o20 40 60 éO 160 . léO 14%0 1(’30 180 Case | Case ||
Temperature ( C)
Tech. T .
node M Popt Vobopt (T)OP‘ Popt Vooopt
(a) Power consumption vs temperature for different supply voltages for ( T )nom From Vodnom ( T )nom Phom VbDnom
130nm technology (nm)
130 | 0.9996| 1.0468| 1.015 | 0.9993| 1.0619| 1.02
90 0.999 | 0.9331| 0.98 | 0.9988| 0.9189| 0.975
400 ‘ ‘ ~ 65 | 0.9776| 0.7393| 0.965 | 0.9772| 0.7315| 0.96
asol f O'::::m'""m S Table 3: The ratio of total power consumption and delay per unit length
S L2V o / with optimal supply voltage and with nominal supply voltage for various
300} o AT=PY S 1 technology nodes.

250 supply voltage, we can find the chip temperature by solving the following

equation

Power (W)
N
o
o
T

T = Tnom+ 3 (Plogic(T) + Prepeate(T))

whereRogic(T) andPrepeate(T) are nonlinear functions &f. 9, the pack-
age thermal resistance, is chosen such that the total power dissipation is
ITRS predicted power at the nominal supply voltage and® 005

[

a

o
T

[N

o

o
T

50

7 Results

Figure 6 shows the delay per unit length as a function of power supply

20 40 60 80 100 120 140 160 180
Temperature ( C)

(b) Power consumption vs temperature for different supply voltages
for 65nm technology

Figure 5: Chip power dissipation and temperature

voltage for the 130 nm, 90 nm and 65 nm technology nodes. Note that the
optimal supply voltage for both Case | and Case Il is slightly higher than

the nominal supply voltage for the 130 nm node. This is due to the fact that
the leakage power only contributes approximately 3.5% of the total power

consumption for this node (Table 1). As leakage power becomes a sig-

As pointed out earlier, we consider two cases: (I) chip design is f#icant portion of the total power consumption, this optimum point shifts
complete and therefomg, andlop: can chosen for optimal delay per unito the left. Itis found that the optimal supply voltage is only 96% of the
length at the desiredpp and temperature and (1l) the chip has been deominal supply voltage for case | and case Il of 65 nm technology node.
signed and optimally buffered usirsgy andlopt calculated for the nomi- This implies that as leakage power becomes dominant, decreasing the sup-

nalVpp and temperature of 108, but its power supply can be externallW'y voltage from the nominal value improves performance. This also has
varied for optimal performance. the added benefit of decreasing the power dissipation and chip tempera-

The power consumption of logic blocks and the repeaters are ture and therefore improving the reliability of the chip. These results also
suggest that even if the chip is optimized for operation at nomipgl

Plogic = k1 ongic+ kors(co+cp) EWn +ks [loﬁn ZVVn +loff, ZWp} and temperature, operating ?t at a lower supply voltage can improve per-
formance. Note that the optimum valuesofire very similar for case |

and case Il for every technology node.

The interconnect parameters and the nominal supply voltage are based

on ITRS [16], and are shown in Table 3 is assumed to be the equal

to the minimum width of the global interconnect. The absolute value of

M, and\;, are assumed to be the same and are equ%aw[g@ at nominal

(

supply voltage and temperature of 205 Table 3 showss )°”’, i.e., the

Prepeater= Mrepeater(kl(s(co +Cp) +1¢) + KaS(loff, Whyyin 4 loff prmin)

+ks (rs(CO +cp) + %Scl +rlsco+ %rcl 2) s\/\Amm>

ke = and k3 =

VDD’W‘p'
Vi

3
5Vob loff, Whiin

For case Il, we assume

where ki = aV3pfek, 9.
ratio of delay per unit length at optimufyp and the delay per unitlength
at the nominal/pp and temperature, aq%;ﬁ, i.e., the ratio of total power
the buffer scheme is designed to be optimal at nominal supply voltag@sumption at the optimuivpp and the total power consumption with
and at temperature of 106 and thereforéMrepeates S @and| are fixed. the nominaMpp and temperature. Note that both performance and total
For case |, we generate expressionssgf, lopt and (%)opt in terms  power consumption improve at the optimal supply voltacge for 90nm and

of supply voltage and temperature by SPICE simulation. For a giv&nm technology.
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Figure 6: Performance vs supply voltage for various technologies.
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8 Conclusions

In conclusion, we have developed a methodology for calculating the
optimal supply voltage which minimizes the delay per unit length while
considering the total chip power dissipation and temperature rise in a con-
sistent manner. The methodology is demonstrated for two cases (I) the
design can be optimally buffered for the tarygb and temperature and
(I1) when the design is buffered for a fix&ghp and temperature. Using
this methodology, we have computed the optimal operating voltage for
130 nm, 90 nm and 65 nm technology node for both cases. Furthermore,
we have shown that as the technology is scaled beyond 130nm technology,
the supply voltage at which the performance is optimakkwthe nomi-
nal supply voltage. This is due to the fact that leakage power is becoming a
significant fraction of the total power consumption. As the supply voltage
reduces to the optimal point, the chip’s temperature is reduced, which re-
sults in reduction of the leakage power and improvement of performance.
Itis also shown that increasing the supply voltage beyond a certain thresh-
old for a given package results in thermal runaway and failure of the chip.
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