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ABSTRACT

In this paper, we consider the problem of underdeterminiedi bl
source separation using modal decomposition. Indeedpaudi
signals and, in particular, musical signals can be well appr
imated by a sum of damped sinusoidal (modal) components.
Based on this representation, we propose a two steps ajpproac
consisting of a signal analysis (extraction of the modal gom
nents) followed by a signal synthesis (pairing of the congois
belonging to the same source) using vector clustering. Gux ¢
tributions in this paper are a new separation method witixes
assumption and reduced computational cost compared to othe
existing algorithms. Simulation results are given to asshe
performance of the proposed algorithm.

1. INTRODUCTION

The objective of blind source separation (BSS) is to extifaet
original source signals from their mixtures using only the i
formation within the observed mixtures with no, or very lim-
ited knowledge about the source signals and the mixing raatri
BSS problem arises in many fields, such as noise reductidar, ra
and sonar processing, speech enhancement, separatidatef ro
ing machine noises, biomedical signal processing and aven i
optical tracking system [1]. This problem has been intezigiv
studied in the literature and many effective solutions Hasen
proposed so far [1]. In the particular case where the number o
sources is larger than the number of observed mixtures funde

Complex conjugation.
Transpose.
Transpose conjugate.
Frobenius norm.
Identity matrix.

2. DATA MODEL

The blind source separation model assumes the existente of
independent signals (¢), . . ., sy (t) andM observations:; (),

..., zn(t) which represent the mixtures. These mixtures are
supposed linear and instantaneous, i.e.

N
xi(t)ZZaijsj(t) ’L'Il,.u?M . (1)
=1

This can be represented compactly by the mixing equation

x(t) = As(t) )

wheres(t) €of [s1(2),...,sn(t)]" isaN x 1 column vec-
tor collecting the source signals, vectoft) similarly collects

the M observed signals, and thed x N mixing matrix A def
[a1,...,an] With a; = [a1;,...,an;]" contains the mixture
coefficients. We assume that for any pairj) with i # j, the
vectorsa; anda; are linearly independent. It is known that BSS
is only possible up to some scaling and permutation [6]. We
take advantage of these indeterminacies to assume withssit |
of generality that the column vectors Af are of unit norm i.e.

determined BSS case (UBSS)), the separation can be achieve(ﬂaiH —1for1<i<N.

only if side information about the sources is available {spa
ness, W-disjointness, finite alphabet sources, etc). ledke of
non-stationary signals (including the audio signals)taierso-
lutions using time-frequency (TF) analysis of the obséovet

and the sources TF-orthogonality exist for the underdeterth
case [2, 3].

In this paper, we propose an alternative approach using Imoda
decomposition (MD) of the received signals [4]. More prebis

we propose to decompose the signal into its various modes. Th
audio signals and more particularly the musical signalsten
modeled by a sum of damped sinusoids [5] and hence are well
suited for our separation approach. We propose here toiexplo
this last property for the separation of audio sources bynmea
of modal decomposition. To start, we review the MD-UBSS ap-
proach presented in [4], then we propose an improved akgorit
that reduces the computational cost and relax some of thie-wor
ing assumptions.

In this paper, we use bold upper and lower case letters fai-mat
ces and vectors, respectively. The remaining notationatao
tions and major symbols are listed as follows:

The considered source signals are supposed to be decortgosab
in a sum of modal components$(¢), i.e:

@)

The usual source independence assumption is replacedyhare b
quasi-orthogonality assumption of the modal componerds, i

()

———— =0 (ivj) # (ilyj,) 4)
e lllel |l
where
. .’ -T71 . .’
AR WAL AON (5)
t=0
and
I |I” = (clel) . (6)



3. MD-UBSSALGORITHM wherea; represents thé" column vector ofA. We can then
associate each componﬂﬁtto a space direction (vector column
Based on the previous model, we propose an approach in twoof A) that is estimated by
steps consisting of:

e An analysis stepin this step, one applies an algorithm 5k = <X|5f>
of modal decomposition to the sensor outputs in order to (e
extract all the harmonic components from them.

e A synthesis stefihis is to group together the modal com- Two components of a same source signal are associated to the
ponents corresponding to the same source in order to re-Same column vector 04&_. Therefore, we propose to gather these
constitute the original signal. This is done by observing Components by clustering the vect@sinto N classes One
that all modal components of a given source signal 'live’ will be able to rebuild the initial sources up to a constant by
in the same spatial direction. Therefore, the proposed 2dding the various components within a same class.
clustering method is based on the component’s direction
evaluated by correlation of the extracted (component) sig- 3.3. Existing MD-UBSSalgorithm [4]

nal with the observed antenna signal.
g This algorithm applies the previous analysis and syntteteiss

to each signal output(t). By doing so, one obtaina/ esti-
mates of each source signal with an estimation quality waryi
The source signal and hence the observations are modeled asignificantly from one sensor to another. Indeed, this fatée

3.1. Parametric signal analysis

sum of damped sinusoids: pends strongly on the mixing matrix coefficients and, inipart
L lar, on the signal to interference ratio (SIR) of the desgedrce.
() = Re Z - @) Consequently, a bllnd. selec.tlon method.to choqse a’'godd’ es
— mate among tha/ available is proposed in [4]. First, the source
B estimates are paired together by associating each sogma si
wherea,, . represents the complex amplitude and= e 7! extracted from the first sensor to th&/ — 1) signals extracted
is thel*" pole whered, is the negative damping factor ang is from the (M — 1) other sensors that are maximally correlated
the angular-frequencyRe(-) represents the real part of a com- with it. The correlation factor of two signals ands: is evalu-
plex entiy. ated byy 2y

For the extraction of the modal components, we propose to use
the ESPRIT-like (Estimation of Signal Parameters via Rotat
Invariance Technique) technique that estimates the pdlgeo

Once, the source pairing achieved, the source estimatexf ma
mal energy is selected, i.e.

signals by exploiting the row-shifting invariance propest the T—1
e (1) — i _ N2 i —

D x (T— D) data Hankel matrif(zx )y ny % 25 (n1 +n2), Si(t) = argmax{E] = Y _[&())* j=1,---,M} (10)
D being a window parameter chosen in the rafig8 < D < 5@ t=0
27/3. ; :
We use Kung's algorithm given in [7] that can be summarized in WhereE; represents the energy of tifé source extracted from
the following steps: thej"" sensof (t).

1. Form the data Hankel matri¥{ (zs).

2. Estimate the2L-dimensional signal subspadé®) = 3.4. Proposed MD-UBSSalgorithm

[uy ...uzz] of H(zx) by means of the SVDW; . .. uzr We propose here to improve the previous algorithm w.r.t the

are the principal left singular vectors Bf(xy,)). computational cost and the estimation accuracy when Assump
3. Solve (inthe least squares sense) the shiftinvariane@-eq tion 4 (Equation (4)) is poorly satisfiédFirst, in order to avoid
tion repeated estimation of modal components for each sengmrtout

UEL)\I/ = U%L) S U= UEL)#U%) (8) we use all the observed data to estimate (only once) the pbles
where¥ = ®A®~L, & being a non-singula2, x 2L the source signals. Hence, we apply the ESPRIT-like tecteniq
matrix andA = diag(z1, 2, ..., 21, 23). ()* denotes on the averaged data covariance malttfix) define by:

the pseudo-inversion operation and arrgvesxdT denote M
respectively the last and the first row-deleting operator. H(x) = Z H(m;)H(m;)H (11)
4. Estimate the poles as the eigenvalues of maftrix =

5. Estimate the complex amplitudes by solving the leastregua

fitting criterion and we apply steps 1 to 4 of Kung’s algorithm described in Sec-

) “ tion 3.1 to obtain all the poles;, i = 1,..., L. This way, we
min||xy — Za|” & a = Z7x; 9) reduce significantly the computational cost and avoid thd-pr
lem of 'best source estimate’ selection of the previousrigm.

wherex; = [zx(0) ... zx(T — 1)]T is the observation  Now, to relax Assumption 4, we can re-write the data model as:
vector,Z is a Vandermonde matrix constructed from the

estimated poles and is the vector of complex ampli- Iz(t) = x(t) (12)
tudes.

wherel' &' Yo YL YE]L v = Bie’®ib;, whereb;

3.2. Signal synthesisusing vector clustering is a unit norm vector representing the spatial directiornefit"

component (i.eb; = ay/||ax|| if the i*" component belongs to

For the synthesis of the source signals one observes thdtstha

. . . th ; def ¢ *\t t A\ T
to the quasi-orthogonality assumption, one has: the k™ source signal) and(t) = [z1, (21)", -+, 21, (21)]"
_ (z1]cl) 1in the simulation, we have used the k-means algorithm in ¢8] f
(x]c]) der 1 . L vector clustering.
HCJ_' 2 - HCJ_' 2 : ~a 2This is the case when the modal components are closely spaced
K2 K2

(xpr |Cf> for modal components with strong damped factors.



The estimation of" using the least-squares fitting criterion leads
to:

mrin||x—rz”2 er=xz# (13)

whereX = [x(0), -+ ,x(T' —1)]andZ = [z(0), - ,z(T —
1)]. After estimatingl’, we estimate the phase of each pole as:

arg(’yg’ygi, 1)
2

The spatial direction of each modal component is estimaged b

bi = (14)

vi= ’72%167]4” + 722_61%1 = 20:b: (15)

Finally, we group together these components by clustelieg t
vectorsv; into N classes. After clustering, we obta classes
with NV centroidsa;, ..., ay corresponding to the estimates of
the column vectors of the mixing matrix. If the polez; be-
longs to thejt” class, then according to (15), its amplitude can
be estimated by:

al'v;

o= (16)

One will be able to rebuild the initial sources up to a conisbgn
adding the various modal components within a same dass

follow:
;o t
E ﬂj€J¢J P

Jec;

(17

4. NON-DISJOINT SOURCESCASE

We consider here the case where a given compoazf’e(m) can
be shared by several sources. This is the case, for exarople, f
certain musical signals such as those treated in [9]. Tol#ynp

we suppose that a component belongs to at most two sources.

Thus, let us suppose that the compongﬁ(lt) is present in the
sourcess;, (t) ands;, (t) with the amplitudesy;, anda;,, re-
spectively. It follows that the spatial direction assoethatvith
this component as estimated by (15), is given by:
Vi R oy 8, + 08y, (18)
It is now a question of finding the indicgs and j» of the two
sources associated with this component, as well as the ampli
tudesa;, andaj,. With this intention, one proposes an ap-
proach based on subspace projection. Let assumelthat 2
and matrixA is known and satisfies the condition that any triplet
of its column vectors are linearly independent. Consedyen¢
have:

Pzvi =0, (19)

if and only if A = [a;, a;,], A being a matrix formed by a
pair of column vectors oA and Pi represents the matrix of
orthogonal projection on the orthogonal range spac&,dfe.

PL=T1-A (A“ﬂ&)f1 Al (20)

In practice, by taking into account the noise, one deteats th
columnsj; andjz by minimizing:

{IPxwill A=faranl}. @

(J1,J2) = argmin
(I,m)

OnceA found, one estimates the weightings andc;, by:
B

In the simulation, the optimization problem of (21) is salve
using exhaustive search. This is computationally traetd

Qjy
Qjo

(22)

small vector array sizes but would be prohibitiveMf is very
large. In this paper, we treated all the components as baing a
sociated to two source signals. If ever a component is ptesen
only in one source, one of the two coefficients estimated 2) (2
should be zero or close to zero. Also, in what precedes, tke mi
ing matrix A is supposed to be known. This means, it has to
be estimated before applying a subspace projection. Thisris
formed here by clustering all the spatial direction vectord.5)

as for the preview MD-UBSS algorithm. Then, tHé column
vector of A is estimated as the centroid 6f assuming implic-

itly that most modal components belong mainly to one source
signal. This is confirmed by our simulation experiment shown
in Figure 2.

5. SSMULATION

We present here some simulation results to illustrate thi@pe
mance of our blind separation algorithms. For that, we d@isi

a uniform linear array with\/ = 3 sensors receiving the signals
from N = 4 audio sources. The angles of arrival of the sources
are chosen randomly. The sample size is sé&t te 10000 sam-
ples (the signals are sampled at a rate of 22 kHz). The olzserve
signals are corrupted by an additive white noise of covagan
oI (02 being the noise power). The separation quality is mea-
sured by the normalized mean squares estimation errors &yMS
of the sources evaluated over 200 Monte-Carlo runs and define
as:

N. ~
def 1 Hozs”—siIIQ)
NMSE; = min <7 (23)
Nr; lIs:ll?
S SH 2
NMSE; = 1- ( o ) (24)
N, Z IISe.rllllsill
NMSE = NZNMSE (25)

wheres; [5:(0),...,s:(T — 1)], Si,» ( defined similarly)
represents the'" estimate of source; andc is a scalar factor
that compensate for the scale indeterminacy of the BSSqmubl

. In Figure 1, we compare the separation performance obtained

—&— Modified MD-UBSS
MD-UBSS with energy-based selection
—6— MD-UBSS with optimal selection

NMSE (dB)

-10

15
SNR (dB)

0 10 20 25 30

Fig. 1. NMSE versus SNR for 4 audio sources and 3 sensors:
comparison of the performance of MD-UBSS algorithms with
and without quasi-orthogonality assumption.

by existing MD-UBSS algorithm and the new MD-UBSS algo-



rithm. We observe a performance gain in favor of the new MD-
UBSS due mainly to the fact that it does not rely on the quasi-
orthogonality assumption. This plot also highlights thelpem

of 'best source estimate’ selection related to the MD-UBSS a
we observe a performance loss between the results givereby th
proposed energy-based selection procedure and the optinel
using the exact source signals. Figure 2 illustrates thmatbn

NMSE (dB)

15

20
SNR (dB)

25 30 35 40

Fig. 2. Mixing matrix estimation: NMSE versus SNR for 4
speech sources and 3 sensors.

performance of the mixing matriA using proposed clustering
method. The observed good estimation performance trasslat
the fact that most modal components belong 'effectivelyone
single source signal. In Figure 3, we compare the performahc

-4 T

Modified MD-UBSS
—&— Modified MD-UBSS with Subspace Projection
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Fig. 3. NMSE versus SNR for 4 audio sources and 3 sensors:
comparison of the performance of modified MD-UBSS algo-
rithm and the same algorithm with subspace projection.

new MD-UBSS algorithm and the same algorithm with subspace
projection. One can observe that using the subspace porject
leads to a performance gain at moderate and high SNRs. At low
SNRs, the performance is slightly degraded due to the ndise e
fect. Indeed, when a given component belongs 'effectividy’

3Clearly, the optimal selection procedure is introduceckhest for
performance comparison and not as an alternative seleunttinod since
it relies on the exact source signals that are unavailabbeiirtontext.

only one source signal, equation (22) would provide a non zer
amplitude coefficient for the second source due to noiseteffe
which explains the observed degradation.

6. CONCLUSION

This paper introduces a new MD-UBSS algorithm of audio sesirc
The main advantages over the proposed MD-UBSS algorithm
are, areduced the computational cost and relaxed a quasiger
onality assumption. Moreover, this algorithm is extendethe
non-disjoint sources case using an approximate subspajeepr
tion technique. Simulation results illustrate the effestiess of
our algorithm compared to the one [4].
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