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Abstract—More and more software practitioners are tackling
towards industrial applications of artificial intelligence (AI) sys-
tems, especially those based on machine learning (ML). However,
many of existing principles and approaches to traditional systems
do not work effectively for the system behavior obtained by
training not by logical design. In addition, unique kinds of
requirements are emerging such as fairness and explainability. To
provide clear guidance to understand and tackle these difficulties,
we present an analysis on what quality concepts we should
evaluate for AI systems. We base our discussion on ISO/IEC
25000 series, known as SQuaRE, and identify how it should
be adapted for the unique nature of ML and Ethics guidelines
for trustworthy AI from European Commission. We thus provide
holistic insights for quality of AI systems by incorporating the ML
nature and AI ethics to the traditional software quality concepts.

Index Terms—machine learning, artificial intelligence, software
quality, SQuaRE, ethics

I. INTRODUCTION

There has been increasing effort for industrial applications

of artificial intelligence (AI) systems. This is particularly

driven by technical advance in machine learning (ML) tech-

niques including deep learning. Quality, dependability, or trust

of such AI systems has been attracting wide attention both

from the technical and social aspects.

Traditionally, the ML community has focused on accuracy

over the whole data set (often just given). However, it is

necessary to have more granular and specific evaluations in

terms of requirements, to be reflected to data design, as well

as consideration on a variety of other quality aspects.

We naturally consider adopting existing principles for tra-

ditional systems. The ISO/IEC 25000 series provides a frame-

work or set of models for evaluation of software product

quality, known as SQuaRE (System and Software Quality

Requirements and Evaluation) [1]. Although SQuaRE provides

useful insights, it will not be directly applied to ML-based

AI systems as it is. The essential difference is that ML

components, such as deep neural networks (DNN), consist

of enormous parameters and are constructed from training

data. The resulting component is black-box and unexplainable,

implementing a large fuzzy function such as image recognition

and anomaly detection. Such functions implemented by ML

components often directly constitute the core functions of

the whole system, quality of which is thus affected by the

nature of ML. In one survey, more than 40% of the survey

participants answered existing approaches do not work for

quality assurance of ML-based AI systems [2].

On the other hand, new requirements are emerging given

the advance of AI systems as shown in Ethics guidelines for

trustworthy AI published by European Commission (hereafter

just “Ethics guidelines”). Unique requirements have been

discussed including human rights under AI autonomy, fairness,

and explainability given the high impact of AI systems on

human activities as well as the unique ML nature.

Industrial practitioners are required to holistically examine

the whole picture of quality evaluation for emerging AI

systems. Our objective in this paper is to support them by

identifying the necessary updates on SQuaRE at its conceptual

level (called quality characteristic and sub-characteristic) for

AI systems. Our analysis is conducted from two viewpoints:

what should be modified and what should be added. The

first point is investigated by checking which existing concepts

in SQuaRE are invalidated by the unique nature of ML.

The second point is investigated by checking how the Ethics

guidelines should be reflected to SQuaRE. We thus provide

holistic insights incorporating the ML nature and AI ethics to

SQuaRE from traditional software engineering.

The remainder of this paper is organized as follows. We

first introduce the targets of our analysis, SQuaRE and the

Ethics guideline, and also discuss related work in Section II.

After presenting the methodology of our analysis in Section

III, we present the results of our analysis from two approaches

in Section IV. We conclude the paper with remarks for future

perspective in Section V.

II. BACKGROUND

A. SQuaRE

The standard series of ISO/IEC 25000 or SQuaRE provides

a framework or set of models for evaluation of software

product quality. The core of SQuaRE is hierarchical (tree-

structured) definition of quality models, characteristics, and

sub-characteristics, which defines the concepts or terminology

about what we should evaluate in systems. Quality mea-

sures define how to quantitatively evaluate each quality sub-

characteristic in the form of a mathematical formula. An

example branch of a quality model, a characteristic, a sub-

characteristic, and a quality measure are Product quality,
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Reliability, Maturity, and Mean time between failure (MTBF).

The MTBF measure is defined as a rate of Operation time

and Number of system/software failures that actually occurred.

Here these two elements of the measure are called Quality

measure elements (QMEs).

In this paper, we discuss two of the top-level quality models

about evaluating systems, specifically, Product quality model

and Quality in use model. These two models consider the

development-time and run-time evaluation of systems, respec-

tively. We use abbreviations for product and for use when

we want to clarify which quality model a (sub-)characteristic

belongs to, i.e., Product quality or Quality in use, respectively.

B. Ethics Guidelines for Trustworthy AI

Ethics guidelines for trustworthy AI (Ethics guidelines)

were written by High-Level Expert Group on AI (AI HLEG),

an independent expert group that was set up by the European

Commission (EC) in June 2018. The guidelines were published

on April 8th, 2019, following the first draft released on De-

cember 18th, 2018. The guidelines have four ethical principles:

1) Respect for human, 2) Prevention of harm, 3) Fairness,

and 4) Explicability; and seven key (ethical) requirements.

The guidelines also have a pilot assessment list that includes

concrete assessment items associated to requirements.

The list has a tree structure and the top-level requirements

are 1) Human agency and oversight, 2) Technical robustness

and safety, 3) Privacy and data governance, 4) Transparency,

5) Diversity, non-discrimination and fairness, 6) Societal and

environmental well-being, and 7) Accountability, as illustrated

in Fig. 1. The list also defines subcategories of the require-

ments. We call them as sub-requirements. Boxes with thick

lines and those with thin lines in Fig. 1 represent requirements

and sub-requirements, respectively.

Each sub-requirement includes a hierarchical check-list that

consists of assessment items in the form of questions. An

example branch of a requirement, a sub-requirement, and an

assessment item is Technical robustness and safety, Resilience

to attack and security, and “Did you assess potential forms of

attacks to which the AI system could be vulnerable?”

C. Related Work

Leading companies such as Google have published prob-

lem statements and guidelines based on their experience re-

garding testing (quality evaluation) or maintenance (technical

debts) [3]–[5]. The ML community summarized challenges

in the data-centric nature, e.g., data management [6] and

security [7]. There have been notably active discussions for

explainability [8], adversarial examples [9], and fairness [10].

The research community of software engineering has been

actively moving towards principles and techniques for ML-

based AI systems. However, the initial outcome is almost

limited to testing and verification techniques [11].

The industrial practitioners need to work holistically on

various aspects of quality. The objective of this paper is

to provide clear guidance from this viewpoint, which will

complement the above focused studies and support planning,

decision making, and management activities in the industry.

III. ANALYSIS METHODOLOGY

We analyze the latest standards of SQuaRE series to identify

how we should adapt them for ML-based AI systems, and how

they cover Ethics guidelines for trustworthy AI. Specifically,

we analyze what should be modified and what should be

added, respectively, as depicted in the following research

questions.

RQ1 How should we extend the existing (sub-

)characteristics in SQuaRE when applied to

ML-based AI systems?

RQ2 What quality (sub-)characteristics should we add to

SQuaRE for AI ethics?

For RQ1, we exhaustively check the existing QMEs, at the

concrete level, to discover metrics that are not useful or that

are not applicable when we consider ML-based AI systems. By

focusing on the concrete metrics, we try to identify the gaps

even though the quality characteristics or sub-characteristics

are defined to be generic with abstract, broad terms.

For RQ2, we exhaustively check the assessment items in the

Ethics guidelines. We attempt to map all the sub-requirements

to the quality (sub-)characteristics, thus identifying what are

essentially missing in SQuaRE.

IV. ANALYSIS RESULTS

A. Modifying Existing (Sub-)Characteristics in SQuaRE

We first present the results of analysis on the unique nature

of ML for RQ1. We identified two kinds of driving forces to

adapt SQuaRE and discuss each of them in Sections IV-A1

and IV-A2, respectively.

1) Metrics with Large Fuzzy Evaluation Targets: One driv-

ing force for adapting SQuaRE is that large fuzzy functions are

implemented with ML, such as image recognition for detecting

different kinds of objects in a variety of situations. This point

is different from traditional software systems where functions

are originally decomposed and given different logical (case-

by-case) specifications and implementations. Due to the differ-

ence, QMEs that count “successful” elements do not work in

a straightforward way for ML-based AI systems (specifically,

functions, tasks, and contexts). Some examples of the QMEs

that are affected by this point are illustrated in Table I.

Now we particularly focus on an example sub-characteristic

Functional completeness that is the fraction of 1) Number

of functions missing and 2) Number of functions specified,

as illustrated in Table I. The following discussion can be

generalized to other (sub-)characteristics using number of

successful functions, tasks, and contexts. Being evaluated for

ML-based AI systems, we interpret that functions “missing”

are the functions that were not successfully trained, even

though developers specified to train them. In other words, an

ML-based AI system under evaluation fails on these missing

functions, even though developers specified the training or test

data sets for the ML components used in the system so that

the data sets include such functions. On the other hand, we

interpret that functions “specified” are the functions that are

included in such data sets, as well. Then, in order to measure



Requirement

Sub-requirement

Human agency 
and oversight

Fundamental 
rights

Human agency

Human oversight

Technical 
robustness and 

safety

Resilience to 
attack and security

Fallback plan and 
general safety

Accuracy

Reliability and 
reproducibility

Privacy and 
data 

governance

Respect for 
privacy and data 

Protection

Quality and 
integrity of data

Access to data

Transparency

Traceability

Explainability

Communication

Diversity, non-
discrimination 

and fairness

Unfair bias 
avoidance

Accessibility and 
universal design

Stakeholder 
participation

Societal and 
environmental 

well-being

Sustainable and 
environmentally 

friendly AI

Social impact

Society and 
democracy

Accountability

Auditability

Minimising and 
reporting negative 

Impact

Documenting 
trade-offs

Ability to redress

Fig. 1. Seven Key Requirements in Ethics guidelines for trustworthy AI

TABLE I
SQUARE MEASURES USING NUMBER OF SUCCESSFUL TASKS, FUNCTIONS, AND CONTEXTS (PARTIAL)

Quality
Model

Quality
Characteristic

Quality
Sub-characteristic

Quality
Measure

Quality Measure Element (QME)

Product
quality

Functional
suitability

Functional
completeness

Functional
coverage

Number of functions missing
Number of functions specified

Maintainability Testability
Test function
completeness

Number of test functions implemented as specified
Number of test functions required

Quality
in-use

Effectiveness N/A
Tasks

completed
Number of unique tasks completed
Total number of unique tasks attempted

Context
coverage

Context
completeness

Context
completeness

Number of contexts with acceptable usability and risk
Total number of required distinct contexts of use

Functional completeness, we must count such functions in a

data set. However in an ML-based AI system, a large fuzzy

function is specified by a large data set for the ML components

used in the system, e.g. a function to detect any objects in

a data set with a certain dataset wide accuracy. Measuring

Functional completeness does not make sense for such a fuzzy

large function.

In order to measure such QMEs for a large fuzzy function

trained in a data driven manner, we decompose it into fine-

grained functions [12] by splitting a data set into partitions that

include small functions. The decomposition must be done in an

application-specific way, greatly incorporating domain experts

and their domain knowledge. ML-based AI systems will be

evaluated for each partition, and the functions associated with

that partition are counted for quality measurement. In the case

of pedestrian detection, we can consider more meaningful

evaluation by splitting the data set to capture specific types

of pedestrian and weather condition (functions and contexts).

Extension A1: Decomposition of Evaluation Target

(Sub-)characteristics to measure number of successful

tasks/functions/contexts, i.e, a characteristic Effectiveness

(Quality in use) and sub-characteristics Functional com-

pleteness, Functional correctness, Functional Appropri-

ateness, Testability (Product quality), Context complete-

ness, Flexibility (Quality in use), should be extended

to consider application-specific decomposition of a large

fuzzy task/function/context implemented by ML compo-

nents.

Second, if a large fuzzy function is decomposed by splitting

data sets, then selection of data sets to split is important.

In the current practice, an ML components is evaluated as

the total performance on a test data set. However, Functional

completeness is not the accuracy for a given test data set but

for a given specification, and it should be extended to connect

data sets and specifications. Collecting training, test, and oper-

ational data are (part of) designing, building requirements, and

investigating actual usage of ML components, respectively.

Thus, the functions specified by design specifications and those

specified by requirements specifications should be included in

the training and the test data, respectively. Those counted for

use should be included in the operational data. For example in

a measure Task completed, unique tasks completed and those

attempted are the successful tasks and the tasks attempted both

in operational data, respectively.

Extension A2: Quality Measure and Data Set

(Sub-)characteristics to measure successful

tasks/functions/contexts should be extended to consider

the relationships to training, test, and operational data



sets that have different roles for ML components.

Third, we need to count “successfully trained” functions.

It is not simple for ML-based AI systems, because ML

components normally do not achieve 100% accuracy. ML

components can success or fail on the same function, i.e.,

we must handle the uncertainty of measurement, even if we

get fine-grained functions. The behavior of ML components,

DNN in particular, changes unstably, because they are highly

nonlinear. It should be considered that uncertainty indices such

as bias and variance are added for each quality measure.

Extension A3: Handling of Uncertainty

(Sub-)characteristics to measure number of successful

tasks/functions/contexts should be extended to consider

the uncertainty of measurement.

Extension A1-3 address the following inabilities of an ML

component: 1) It does not have specification and functions

are not explicitly specified; 2) It is highly nonlinear and the

behavior is not robust even within a small function. These

properties are important for quality measurement for conven-

tional software. First, we implement conventional software

based on specifications, and thus, we are able to identify

functions based on them. Then, conventional software can be

evaluated for each function. Second, robustness is prerequisite

for quality evaluation based on specifications. In conventional

software, the behavior of a function is robust, therefore it can

be treated as a single unit of quality evaluation.

2) Metrics with Missing Techniques: The other kind of

driving force to adapt SQuaRE is that there are sub-

characteristics for which effective measurement technique has

not been established in the case of ML-based implementation,

especially DNN.

A quality sub-characteristic Operability has a measure Mon-

itoring capability. Explainable AI (XAI) [8] is a rapid growing

area in the artificial intelligence research, and techniques to

explain or interpret ML components are proposed in recent

years [13], [14]. They can be used for monitoring capacities

for ML-based AI systems, but XAI research is still in the very

early stage. Recommended techniques of XAI have yet to be

developed.

Extension A4: Investigation of Monitoring Capacity

A sub-characteristic Operability (Product quality) that has

a measure Monitoring capacity should be extended with

recommended monitoring (XAI) techniques.

It has been reported that image recognition models incor-

rectly infer classes or objects with high confidence, due to

small noise that cannot be recognized by humans. Such noise

is called adversarial examples (AEs) [9], and can be a new type

of data corruption for ML components. Corruption prevention

methods against AEs are studied in recent years, but we do not

have the established or recommended techniques until now. A

sub-characteristic Integrity that has a measure Internal data

corruption prevention should address such AEs in addition to

the conventional data corruption.

Extension A5: Investigation of Data Integrity

A sub-characteristic Integrity (Product quality) should

be extended to evaluate the impact of ML specific data

corruption such as adversarial examples.

SQuARE defines a characteristic Maintainability that has

a measure Coupling of components. However, coupling of

ML components is not well studied, that is, we do not

know whether a component has no impact on others. If an

ML component is trained along with specific surrounding

components and systems, then, it is tightly fit them and cannot

be decoupled. However, we cannot measure such modularity

with current technologies.

Extension A6: Investigation of Modularity

A sub-characteristic Modularity (Product quality) should

be extended to evaluate the expected ML components’

independency from surrounding components and systems.

Work time to make a specific type of modification is

also an important aspect of maintainability, and that is de-

fined as a measure Modification efficiency in a characteristic

Maintainability. That work time for ML-based AI systems

should include the training time to make a specific type of

modification for ML components. However, expected work

time, i.e., expected training time is generally unknown in

advance to training with current technology.

Extension A7: Investigation of Modifiability

A sub-characteristic Modifiability (Product quality)

should be extended to evaluate the expected training time

of ML components used in ML-based AI systems, without

actually conducting training.

The complexity of systems is one of key factors of maintain-

ability. In SQuARE, cyclomatic complexity score is used in

a measure Cyclomatic complexity adequecy. It is represented

by the number of linearly independent execution paths, and

is not suitable for ML components, because they have only

one linearly independent path and the score always equals to

a constant. ML components can show different complexity

in other manners. Number of parameters and layers, numer-

ical precision like 8-bit unsigned integer and 16-bit floating

point, or simply number of multiply-accumulate operations

(MACs) performed can be used to measure the structural (or

computational) complexity of ML components. In addition to

such structural complexity, we need the behavioral complexity,



i.e. robustness, for ML components. ML components with the

same structure (architecture) but with different parameters can

behave differently; a component can show highly nonlinear

behavior but another can show robust behavior.

Extension A8: Investigation of Complexity

A sub-characteristic Maintainability (Product quality)

should be extended to evaluate both structural complexity

and behavioral complexity (robustness) of ML compo-

nents.

B. Adding New (Sub-)Characteristics in SQuaRE

We present the results of the second analysis on the Ethics

guidelines for RQ2. We exhaustively checked all the sub-

requirements in the Ethics guidelines, map all them items

to the quality (sub-)characteristics in SQuaRE, and identified

extensions to SQuaRE for AI systems.

1) Autonomy and Human: The sub-requirement of Funda-

mental rights includes assessment items on negative impacts

on fundamental rights, unintended interference on human de-

cision making, and notification about existence of non-human

agents. This sub-requirement basically reflects the respect on

human autonomy.

There are four sub-requirements about interaction between

human and AI systems in the Ethics guideline. Specifically,

Human agency and Human oversight mention prevention of

overconfidence and appropriate control by human, respec-

tively. The sub-requirement of Explainability is about user un-

derstanding the decision and outcome by AI systems. The sub-

requirement of Communication also mentions similar points

but put more focus on clarification for the target audience,

feedback cycles, and psychological aspects.

Among the characteristics for use in SQuaRE, the quality

characteristic of Freedom from risk matches with this aspect.

Currently, sub-characteristics regarding economic risk, health

and safety risk, and environmental risk are included. It is

natural to add a sub-characteristic about risk on human rights.

Extension B1: Risk on Human Autonomy

A sub-characteristic Mitigation of risk on human auton-

omy should be added in the Freedom from risk character-

istic (Quality in use).

Regarding the characteristics for product, we interpret all

of the above aspects are extending the traditional notion of

usability; now human not only use systems by their commands

but allow and rather expect autonomous systems to run proac-

tively but still under control and understanding. We therefore

propose to extend the characteristic of Usability to incorporate

this change.

Extension B2: Collaboratability

A characteristic Usability should be extended to Collabo-

ratability to reflect autonomous roles of AI systems. Ad-

ditional sub-characteristics should include Controllability

and Explainability as well as Collaboration Effectiveness

(Product quality).

2) Fairness: The sub-requirement of Unfair bias avoidance

mentions the demand for avoiding unfair bias or considering

diversity of users. As this point has been one of the key issues

for ML-based AI systems [10], we extend SQuaRE to include

it. In the Ethics guideline, one description of fairness refers to

equal and just distribution of both benefits and costs as well as

freedom from unfair bias, discrimination, and stigmatisation.

This point is included in parallel with the Extension B1 as a

different kind of risks.

Extension B3: Fairness

A sub-characteristic Mitigation of risk by unfair bias

should be added in the Freedom from risk characteristic

(Quality in use).

3) Accuracy: The requirement Technical robustness and

safety describes technical points that have been basically

common for dependable systems. Differences in AI systems

are the focus on Accuracy (one of the sub-requirement).

Capturing this point has been discussed as one of the core

topics in Section IV-A regarding evaluations of functionality,

e.g., completeness and correctness.

4) Privacy: The sub-requirement Respect for privacy and

data protection mentions data protection, minimal use of

sensitive or personal data, control over personal data, and

other similar issues. Surprisingly, SQuaRE did not include

specific items for privacy though some parts are covered by the

Security characteristic. This is probably because the demand

for privacy recently emerged given increasing use of data.

We should naturally extend SQuaRE to include privacy

concerns, probably not limited to targeting AI systems.

Extension B4: Privacy

The Security characteristic should be extended to Se-

curity and Privacy, to incorporate an additional sub-

characteristic of Privacy (Product quality).

5) Accountability: The sub-requirement of Reliability and

reproducibility includes, among the common concepts of re-

liability, the concept of reproducibility, that is, whether the

same behavior can be exhibited in experiments with the same

condition. This is a point attracting wide attention in AI

research where outcomes may be affected by randomness and

configuration parameters.

The sub-requirement of Traceability mentions documenta-

tion of how the system is constructed, e.g., algorithms and

testing methods. This sub-requirement suggests the demand

for responsibility in algorithmic decisions, as already included



in GDPR (General Data Protection Regulation). The concept

is different from the traditional notion of “traceability” in

software engineering, which was about management of (of-

ten internal) deliverables for the purpose of maintainability.

Indeed, traceablity appears as a note for the Reusability sub-

characteristic in SQuaRE.

The sub-requirement Auditability, in the requirement Ac-

countability, mentions traceability and logging of processes

and outcomes as well as separated auditability for each aspect.

Given the increasing demand for accountability, as in

GDPR, we note the significance of these aspects. However,

we interpret these aspects come at the meta-level of SQuaRE

(sub-)characteristics, rather than a (sub-)characteristic.

Meta-Level Consideration: Accountability

There is increasing demand for accounting the evidences

that justify the evaluation results for (sub-)characteristics.

This point should be noted when evaluation activities are

planned and conducted.

6) Other Requirements: The sub-requirement of Fallback

plan and general safety mentions fallback plans and safety

risks. The sub-requirement of Reliability and reproducibility

also mentions general aspects of reliability assessment, except

for the reproducibility part. These aspects have been covered

in the Reliability and Security characteristics for product as

well as the Freedom from risk characteristic for use.

The sub-requirements of Quality and integrity of data and

Access to data mention data management, monitoring, access

control, and so on. These aspects have been partially covered

in the Security characteristic but are most assessment items are

about the internal implementations, which is out of the scope

for this paper. Data quality of SQuARE may cover them.

The sub-requirement of Accessibility and universal design

mentions consideration of disabilities and people from differ-

ent backgrounds. This is included in the Accessibility sub-

characteristic for product.

The sub-requirement of Stakeholder participation was con-

sidered as out of the scope. This is rather a recommendation

on the process, not evaluation of the system itself, and such an

aspect has not been included in SQuaRE. We also exclude the

sub-requirements of Social impact and Society and democracy

about social impacts of the AI systems.

In the analysis, we have excluded assessment items re-

garding organizational activities, such as insurance policy.

For the same reason, the sub-requirements of Minimising and

reporting negative impact, Documenting trade-offs, and Ability

to redress are out of the scope.

V. CONCLUDING REMARKS

In this paper, we have presented our analysis on how

to adapt SQuaRE for ML-based AI systems. Obviously, the

current version of SQuaRE did not take ML-based implemen-

tations into consideration as at that time ML was almost in lab-

oratory. Nevertheless, not limited to the specific nature of ML,

SQuaRE could take updates to reflect the increasing impacts

of systems on human activities, for example to consider risks

for human rights and privacy. We also reviewed the coverage

of Ethics guidelines for trustworthy AI with SQuaRE, which

revealed most part of the Ethics guidelines are not covered by

SQuaRE. We believe this preliminary work provides proper

guidance for industrial practitioners without waiting for the

long-lasting update process of the standards.

Our focus in this paper has been so-called external quality of

systems, not about internal quality about intermediate activities

and deliverables through the process of development and op-

eration. We will continue our investigation to consider internal

quality aspects so that guidance is provided for concrete

activities on training data, specification documents, test design,

runtime monitoring, and maintenance.
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