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Abstract—This work considers reliable transmission of gen-  In [6] Shamai and Verdu considered the availability of

eral correlated sources over the multiple-access relay cha correlated side information at the receiver in a PtP scenari
nel (MARC) and the multiple-access broadcast relay channel 5nq showed that source-channel separation is optimal. The

(MABRC). In MARCs only the destination is interested in a ilability of ) ide inf i bles tranimi
reconstruction of the sources, while in MABRCs both the relg avallability ol receiver side Iniormation enables lrarksimg

and the destination want to reconstruct the sources. We asme the source reliably over a channel with a smaller capacity
that both the relay and the destination have correlated sidénfor- compared to the capacity needed in the absence of receiver
mation. We find sufficient conditions for reliable communicdion sjde information.

based on operational separation, as well as necessary cotiois Unfortunately, optimality of source-channel separation i

on the achievable source-channel rate. For correlated sooes the Sh d t lize t I twork
transmitted over fading Gaussian MARCs and MABRCs we find € shannon sense aoes not generalize o mulliuser Networks

conditions under which informational separation is optima. [7], [8], [9]. Therefore, in general the source and channel
codes must be jointly designed for every particular source

. INTRODUCTION and channel combination. Source-channel coding over the

The multiple-access relay channel (MARC) is a networkroadcast channel was considered by Tuncelin [10]. Tuncel
in which several users communicate with a single des“”aﬂaistinguishes between two types of source-channel séparat
with the help of a relay([1]. Examples of such a network ar@formational separatiorrefers to classical separation in the
sensor and ad-hoc networks in which an intermediate rel@annon senséperational separatiorrefers to statistically
can be added to assist communication from the sources to i‘i"i@ependent source and channel codes that are not nebessari
destination. Achievable regions for the MARC were derived ithe optimal codes for the underlying source or the channel. |
[2], [3] and [4]. In [2] Kramer et al. derived an achievabléera [10] Tuncel showed that for a broadcast channel in which each
region for the MARC with independent sources. The codingceiver has a different side information, operationahsation
scheme employed in|[2] is based on decode-and-forward (OE)optimal, while informational separation is not.
relaying, and uses regular encoding, successive decotlihg a  Optimizing source coding along with multiuser channel
relay and backward decoding at the destination. In [3], la10t coding in a general setting is a very complicated taskiTj [11
DF-based coding scheme for the MARC was presented. THg et al. showed the optimality of operational separatin
work [3] also showed that, in contrast to DF for the classige following two scenarios: a) arbitrarily correlated sms
relay channel, for the MARC different DF schemes yieldyer orthogonal links; b) independent sources over a génera
different rate regions (backward decoding can yield larg&s network with some restrictions on how many messages can
than sliding window decoding). Outer bounds on the capaciy decoded at each destination.[Th [9] Giindiiz et al. obdain
of discrete memoryless (DM) MARCs were obtainedlin [4].necessary and sufficient conditions for the optimality of in

The previous work on MARCs considered independef§rmational separation for the multiple-access channéh wi
messages at the terminals. In contrast, in the present vevek heorrelated sources and side information. Gundiiz et ab al
we allow arbitrary correlation among the sources that showWptained necessary and sufficient conditions for the opitina
be transmitted to the destination in a lossless fashion. of operational separation for the compound multiple-asces

In [5] Shannon showed that a source can be reliabhannel with correlated sources and side information. In
transmitted over a memoryless point-to-point (PtP) chhrihe [12] Gunduz and Erkip showed that operational separaton
and only if its entropy is less than the channel capacity.déen gptimal for the cooperative relay-broadcast channel. by
a simple comparison of the rates of the optimal source aggld sufficient conditions for reliable transmission of arseu

channel codes for the respective source and channel suffigggr a relay channel when side information is availableeeith
to conclude if reliable communication is feasible. Thisafied 0n|y at the receiver, or On|y at the re|ay or at both the re|ay

the separation theorem. The implication of the separatigfd the receiver were established|in|[13].
theorem is that independent design of the source and channeh this paper we shall also consider MARCs and MABRCs
codes is optimal. subject to independent and identically distributed (j)ifdd-

_ o ___ing, for both phase and Rayleigh fading. Phase fading models
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key impairments. Phase fading is also the major impairmeinction (p.d.f.) of a continuous RX on €. For brevity we

in communication systems that employ orthogonal frequennyay omit the subscripX when it is the uppercase version
division multiplexing , as well as in some applications ofala of the sample symbok. We usepx |y (z|y) to denote the
communications. Rayleigh fading models are very common aonditional distribution ofX givenY. We useX’ to denote
wireless communications and apply to mobile communicatiothe vector(X1, X»,..., X;). We denote the empty set with
in the presence of multiple scatterers without line-ohsig ¢, and the complement of the sBtby B¢. We useAZ‘(")(X)
The key similarity between the two models is the uniformlyo denote the set of-strongly typical sequences with respect
distributed phase of the fading process. The phase fadidg a8 distributionpy (z) on X', CA/(a,02) to denote a proper,
Rayleigh fading models differ in the behaviour of the fadingircularly symmetric, complex Normal distribution with are
magnitude component, which is fixed for the former but variesand variancer?, and[E{-} to denote stochastic expectation.
following a Rayleigh distribution for the latter. The MARC consists of two transmitters (sources), a receiver
Main Contributions (destination) and a relay. Transmittenas access to the source

it o RS :
In this paper we establish a DF-based achievable Soursgguencesy , fori = 1,2, The receiver is interested in the

channel rate for the WARC win comelald souces arlo% EOnSULCIOnof he sotce seunces cboepco b
with side information at the relay and the destination. The ‘ ) y

. . . ; receiver decode the source sequences. It is also assumed tha
scheme uses irregular encoding, successive decoding at [he . T .
relay and the receiver have side information correlated

. S t
relay and backward decoding at the destination. We show tha .
for the MARC with correlated sources and side informa\tior\{\,/Ifh the source sequences. For the MABRC both the receiver

iregular encoding yields a higher achievable source-nbbnand the relay are interested in a lossless reconstruction of
rate than the rate achieved by regular encoding. This rate alihe source sequences. Figlife 1 depicts the MABRC with side

applies directly to the MABRC. We then derive necessarlgformatlon setup. wm
3

conditions on the achievable source-channel rate of MARCs
(and MABRCSs) with correlated sources and side information.
Next, we consider transmission of correlated sources over Relay (573, 57)
fading MARCs and MABRCs with side information at the xp Ye m
relay and at the destination. Using the necessary conditiof _ Xr - i
on the achievable source-channel rate of the MARC that W MARC | ym .6
derive here, the capacity region of the MARC obtained ign Xz |p(y¥sle1,22,3) 1
[2, Thm. 9], and the results presented [inl[14, Section I|I.C]
we find C(.)ndltlons for Cprrelz.ﬂed. sources transmitted OVE@ 1. Multiple-access broadcast relay channel with dated side infor-
phase fading MARCs with side information, under Whlcm]ation.(ginyg%) are the reconstructions @5, 57" at the relay, and
informational separation is optimal. Optimality conditiare (gm 31y are the reconstructions at the destination .
also obtained for Rayleigh fading MARCs with correlated
sources and side information. Additionally, we find coratit
for the optimality of separation for fading MABRC3his is

The sources and the side information sequences,
{S1,%, S2.k, Wi, W3 1}, are arbitrarily correlated according

the first time the optimality of separation is shown for thf® & Joint distributionp(sy, s2,w, ws) over a finite alphabet

MARC and the MABRC modelSiote that these models are>t = 52 X W x W, and independent across different sample
0 [2, Remark 33]indexesk. All nodes know this joint distribution.

not degraded in the sense bf [15], see als F o di I h | with §
The rest of this paper is organized as follows: in Section or transmission, a discrete memoryless channel with sput

[ the model and notations are presented. In Sedfidn IlI th;&}’/X?’X3 ?vgrf|n|te mputlaLphbabewl,Xg_,Xg, a_lndb:)utp}ruhts
separation based achievable source-channel rate is prdsen P71 3 °‘|"?r Inite OTtpUt_a% abety/, ys, is available. The
well as necessary conditions on the achievable sourcenehaf@NNel Is memoryless in the sense
rate. The optimality of separation for correlated sourcass- k=1 k=1 _k _k kY _

) . ) , e P(Yk, Ys,kly" " ys 21, 25, 23) = P(Yk, Y3,k |1k, T2, T3,0)-
mitted over fading Gaussian MARCs is studied in Sedfioh IV. s P

[1. NOTATIONS AND MODEL
In the following we useH(-) to denote the entropy o

An (m,n) source-channel code for the MABRC with cor-
frelated side information consists of two encoding function

a discrete random variable and-;-) to denote the mutual &t the_transmn_tersfi(m’") St e Afd = 1,2, and t;/vo
information between two random variables, as defined_in [1%,eCOdIng functions at the(nclierzgtlnanon and the refgy:" :

ch. 2, ch. 9]. We denote the set of real numbers with " X W™ = S" X 83, g3 = Vi x Wi = ST" X 53",
and we use¢ to denote the set of complex numbers. wkinally, there is a causal encoding function at the relay,
denote random variables with upper case letters, &gy, 3.k = A ET  wgy),1 < k < n. Note that in the
and their realizations with lower case lettarsy. A discrete  MARC scenario the decoding functi(yém’") does not exist.
random variableX takes values in a set. We usepx(xz) Let S‘;” denote the reconstruction &f!",i = 1,2, respec-

to denote the probability mass function (p.m.f.) of a digeretively, at the receiver. Leé‘;jg denote the reconstruction of
RV X on X, and fx(z) to denote the probability density SI,i = 1, 2, respectively, at the relay. The average probability



of error, P™™, of an (m,n) code for the MABRC is defined H(S1|S2, W3) < wI(X1; Y3 X2, Vi, X3) (2a)

as PI™" 2 Pr ((ST",55%) # (S1",S5) or (877, S5%) # H(S2|S1, W) < kI(X2; Y3 X1, Vo, X3) (2b)

F 5 ()ji e s L\"?R((E ghega")erigép“;ba;))”“x of H(S1, S2|Ws) < kI(X1, Xo: Y[V, Vo, Xa)  (20)
! ! e T =PT 159" 155")). .

source-channel rateis said to be achievable for the MABRC, H(51]82, W) < 6I(X1, X5; Y | X2, V2) (2d)

if for every e > 0 there exist positive integers,, mo such H (52|51, W) <kl(X2, X35;Y|X1, V1) (2e)

that for alln > ng, m > mg,n/m = k, there exists afm, n) H(S1, S:|W) < kI(X1, X5, X3;Y), (2f)

m,n)

code for which P! < e. The same definition applies tofor an input distribution that factors as

the MARC.
. . . p(s1, 52, w3, w)p(v1)p(w1|v1)p(v2)p(w2|v2)p(3|V1, V2).
For fading Gaussian MARCs and MABRCs, the rece'Velgroof outline: The achievability is established by using

signals at timek at the receiver and at the relay are given bXNO independent Slepian-Wolf source coding scheriies [16

(see Figuré12) . ) .=
Section 14.4], and a channel coding scheme similar to the one
Yi=Hui X6+ Hoi 1, Xo g + H31 1, X3 + Z, (18) | N

detailed in [3, Sections Il, Ill]. The channel coding scheme
Yap = Hizx X1k + Haz x Xok + Zs g, (1b) employs a DF code with irregular block Markov encoding,
sp A1 successive decoding at the relay, and backward decoding at
Transmitter | the destination. Detailed proof is provided in [17]. [ ]

B. Discussion

In Thm.[d, boundd (2a)=(Rc) are constraints for decoding at
@érép the relay, while bound$ (2d]=(2f) are constraints for déugd
at the destination. The source-channel achievable rate of
Thm.[1 is established by using two different Slepian-Wolf
coding schemes: one for the relay and one for the destination
This requires an irregular encoding scheme for the channel
code. In regular encoding, the codebooks at the source and
Fig. 2. Transmission of correlated sources over the fadingsSian MARC the relay hav? the same size, _See for example [3] Applyl_ng
with side information at the relay and at the destinatiorditae noises are regular encoding to MABRCs with correlated sources and side
not depicted). information leads to merging some of the constraint§in|¢2).
kE = 1,2,...,n, where Z and Z3 are independent of particular [2h) and (2d) will be combined into the constrain
gj;l\(/:(hooltr)1e_:_,h|.|.dH C|rCL:I§1rIy tsy.mmeltrlc, combple>§ tl\lorméMsR ol max { H(S1[S2, W3), H(S1|S2, W)} <

,1). The channel input signals are subject to per-symbo . _ _

average power constraint&{|X,|*} < P;,i = 1,2,3. In H_HHD{I(X”Y?’D_Q’Vl’XB)’I(Xl’X?”Y|X2’V2)}'
the following it is assumed that the destination knows the FOr irregular encoding, bounds {2a) aidl(2d) need not be
instantaneous channel coefficients from Transmittee= 1,2, combined, since the transmission rates to the relay anceto th
and from the relay to itself, and the relay knows the instafi€stination can be different due to different quality of see
taneous channel coefficients from both transmitters tdfitsenformation. We conclude that for MABRCs with correlated
This is referred to as receiver channel state information (RSOUrces and side information, irregular encoding yields a
CSI). Forphasefading channels the channel coefficients ar@igher source-channel achievable rate than the one achieve
given by Hy; = aj;ei®ix, wherea; € R are constants by regular encoding. When the relay and destination have the
representing the attenuation aBg ;. are uniformly distributed Same side informatio{’ =) then the irregular and regular
over [0, 2), i.i.d., and independent of each other and of th¢¢hemes obtain the same achievable source—channel rates.
additive noisesZ; and Z. For Rayleighfading channels the ~We note that when usingegular encodingfor MARCs,
channel coefficients are given B¥; , = ai;Up. , ai; € R are there is a single Slepian-Wolf code, hence, in the schem use
constants representing the attenuation, &ng. are circularly in Thm. 1 it is not required to recover the source sequences
symmetric, complex Normal RV&[j; » ~ CA'(0,1),i.i.d., and & the relay and the right-hand side (RHS) of the constraints

independent of each other and of the additive no&eandz. (28)-{2f) can be combined. For example.](22) dnd (2d) will
be combined into the constraint

Receiver

Transmitter 2

Ill. SOURCE-CHANNEL CODING FORDISCRETE .
H I(X1:;Y3| X X
MEMORYLESSMARCS AND MABRCS (81182, W) < s min {I(Xy; Y| X2, V1, Xa),

A. Operational Separation-Based Achievable Rate N (X, )_(3; Y|X2,Va)}
In this subsection we present an achievable rate for MAREs Necessary Conditions on the Achievable Source-Channel

and MABRCs with correlated sources and side informatioRRate . -
based on operational separation. In this subsection we present necessary conditions on the

Theoreml. For DM MARCs and DM MABRCs with relay achievable source-channel rate for MARCs and for MABRCs

and receiver side information as defined in Sedfibn I, seurcWIth correlated sources and side information at the relay an

channel rates is achievable if, at the destination.



Proposition 1. Consider the transmission of arbitrarily cor-is through the bin indices of the transmitted sequencescélen
related sourcess; and S, over the DM MARC with relay Thm.[2 implies that informational separation is optimal.

side informationiWs and receiver side informatiol”. Any Next, we consider sources transmission over Rayleigh fad-
achievable source-channel ratenust satisfy the constraints:ijng MARCs.

H(51]52, W) < wI(X1, X3; Y[ X2) (32)  TheorenB. Consider the transmission of arbitrarily correlated
H(S:]S1, W) < kI(X2, X3;Y|X1) (3b) sourcesS; and S, over a Rayleigh fading Gaussian MARC
H(S1,S:|W) < kI(X1, X2, X5;Y), (3c) Wwith receiver side informatio?” and relay side information
for some input distribution(z1, 22, x3). Ws. Let the channel inputs be subject to per-symbol power
I 9 . 2 .
Proof: A detailed proof is provided if [17]. m constraintsE{|.X;|"} < P;,i = 1,2,3, and let the channel
Remarkl. SettingX, = S, = ¢, Propositiori]L specializes tocoefficients and the channel input powers satisfy
2.P
the converse ol [12, Thm. 3.1] for the relay channel. 14+ a2, P+ a2, Py < : ai3 (7a)
Proposition2. Consider the transmission of arbitrarily corre- 3P [ 1
H H € 1\ aZ.P
lated source$; and.S; over the DM MABRC with relay side ) 1371
informations and receiver side informatidrV. Any ach_iev-_ 1+ a2, Py + a2 Py < — ags P (7b)
able source-channel rate must the satisfy the constraints in e3Pz [ (2;)
(3) as well as the following constraints: ) ) ) o232
H (1182, Wa) < KI(X1: V3] Xo, X3) (42)  PTonfiron Bt s
H(S5181, W) < £I(Xa; Y| X1, X) (4b) a3 P> — ajs Py 70)
1 _ 1 ?
H(S1, Sa|Ws3) < kI(X1, Xa; V3| X3), (4c) <ea53p2 B (ﬁ) TR, (ﬁ))
for some input distribution(z1, zo, z3). 272 st
Proof: A detailed proof is provided in_[17]. B where E(z) £ f°° Le—adq. A source-channel rate is

i . 9=z q
IV. OPTIMALITY OF SOURCE-CHANNEL SEPARATION For ~ achievable if
FADING GAUSSIAN MARCSs AND MABRCs H (51182, W) < kEg{logy(1 + a3, |Un1|* Py

We beg_in by con_sidering source-channel separation f(_)r 4 a§1|U31|2P3)} (8a)
phase fatjmg Gaussian MARCH] (1). The result is stated 'rH(SQ|S1,W) < n]Eg{logQ(l + a2, |Usi 2Py
the following theorem. 5 9
Theoren2. Consider the transmission of arbitrarily correlated + a3 [Usi[*P5) ) (8D)
sourcesS; andS, over a phase fading Gaussian MARC with H (S1, S2|W) < kEg{logy(1 + ai,|Un1|*Pi+
receiver side informatiotV and relay side informatiofl’s. a3, |U1|*Py + a2, |Us1|*P3)}, (8c)

Let the channel inputs be subject to per-symbol power con- o .
straints B{|X;’} < P.i — 1,2,3, and let the channel whereU = (U1, Uss, Uz, Uzs, Usy). Conversely, if source-

coefficients and the channel input powers satisfy \?vri‘tinze:ersr:zel(sj g;ﬂmvable, then conditioris] (8) are satisfied

4P+ a3, Py <alyP 5a
aél L agl ’ = aé?’ ! (°a) Proof: The proof used [14, Corollary B.1] and follows similar
, agng + aglp3 < a§3P2 , (5b)  arguments to those in the proof of Thd. 2. [ ]
an Pyt ag Py + ag Py < ag P+ agg Py (5¢) ' Remarkd. The source-channel ratein Thm.[3 is achieved by
A source-channel rate is achievable if using X; ~ CN(0, P;),i € {1,2,3}, all i.i.d. and independent
H(S1|S2, W) < klogy(1 + a3, P + a3, P3) (6a) of each other, and applying DF at the relay.
H(S2]S1, W) < klogy(1 + a5, Py + a3, P3) (6b) A. Achievability Proof of Thni 2

H(Sy, S2|W) < klogy(1 +af, Py + a3, P, + a3, P3).(6c) 1) Code constructionFori=1,2, assign everg; € S/ to
Conversely, if source-channel rateis achievable, then con- 2"€ of2™ " bins ind%asndently according to a uniform distri-
ditions [8) are satisfied witk replaced by<. bution on{1,2,...,2™"}, Denotg these assignments By
Proof: See subsectioris IVIATVIB. A channel code based on DF W|th_ rath .and Ry, _and a

blocklengthn, is constructed as detailed in |14, Section III.C].
Remark2. The source-channel ratein Thm.[2 is achieved by Tyansmitteri has2”?: messages, thus we requ'mé?i = R;.
using X; ~ CN(0, P),i € {1,2,3}, all i.i.d. and independent 2y Encoding: Consider a source sequence of lendth,
of each other, and applying DF at the relay. sPm e SPm i = 1,2. Partition this sequence intB length-
Remark 3. The achievability scheme of Thnll 2 uses the: subsequences,;,b = 1,2,..., B. Similarly partition the
channel code construction and decoding rules detailed4n [side information sequence®™ < WP5™, into B lengthn
Section 11I.C]. The decoding rules detailed in_[14, Sectiosubsequences. We transmit a totalfi source samples over
[11.C] imply that the destination channel decoder does re® uB + 1 blocks ofn channel uses each. If we set= xm, by
any information provided by the destination source decodércreasingB we obtain a source-channel rdt@+1)n/Bm —
The only interaction between the source code and channel cagm = x as B — oo.



In block b,b = 1,2,...,B, source terminal,s = 1,2, the maximum achievable source-channel ratsatisfies [(B).
observess;;, and finds its corresponding bin index;, € The same statement holds for Rayleigh fading MABRCs with
{1,2,...,2mf} Each transmitter sends its corresponding biff]) replacing [(5) and{8) replacinfl(6).
index using the channel code described in [14, Section]ll.(Remark5. Conditions [I1L) imply that for the scenario de-

Encoding at the relay: Assume that at tifne relay knows gcrined in Thm[R regular encoding and irregular encoding
(U1,b—1,U2,6—1)- The_ relay sends the_se bin indices using trS‘f?eld the same source-channel achievable rates (see siisous
channel code described in_[14, Section I11.C]. in Sectior(1I[=B), hence the channel code constructior d@f [1

3) Decoding and error probability:Conditions [[5) imply Section 111.C] can be used.

that the achievable channel rate region for decoding aetlag r
contains the achievable channel rate region for decoditigeat
destination. Hence, reliable decoding of the channel cade
the destination implies reliable decoding of the channdkcat
the relay. When the channel coefficients and the channet in
powers satisfy conditiongl(5), the RHS of constraihis (@hés
capacity region of the phase fading Gaussian MARC, (see
Thm. 9]). Hence, the transmitted bin indicé€s p, ua s},
can be reliably decoded at the destination if

Rl S IilOgQ(l —+ a%lpl —+ aglpg) (9a)
Ry < klogy(1 + a2 Py + a2, Ps) (op) M
Ry + Ry < rklogy(1+a?, Py + a3, Py + a3, P3). (9c)

Decoding the sources at the destinatidrhe decoded bin [2]

indices, denoted,; ;,i=1,2,b=1,2,..., B, are then given to
the source decoder at the destination. Using the bin indicds [3l
the side informationw;, the source decoder at the destination
estimatess; ;,s2,. More precisely, given the bin indices [4]
U1 p, Uz,p, it declares(s; p,82,5) to be the decoded sequences
if it is the unique pair of sequences that satisffess; ;) =
U1 b, f2(S2,p) = U2, and (81,p,82,h, Wp) € A:(m)(sl,sz, w).
From the Slepian-Wolf theorem [16, Thm 14.4.0d; 5,S2.)
can be reliably decoded at the destination if

(5]

H(S1|S2, W) < Ry (10a)

.
H(S2|S1, W) < Rq (1op)
H(S1,S82|W) < Ry + Ry. (10c) 8

Combining conditiond (9) an@ {1L0) yieldd (6) and completes
the achievability proof. [9]
B. Converse Proof of Thrl 2

Consider the necessary conditions of Propositibn 1. Frqm
[2, Thm. 8] it follows that for phase fading with Rx-CSl,
the mutual information expressions on the RHS [df (3) et
simultaneously maximized by, X2, X3 independent, zero-
mean complex NormalX; ~ CN(0, P;),i = 1,2, 3 yielding [12]
the same expressions as [d (6). Therefore, for phase fading
MARCs, when conditions[{5) hold, the conditions il (6)13]
coincide with the necessary conditions of Proposifibn I an
the conditions in[(6) are satisfied with instead of<.
C. Fading MABRCs

The optimality of informational separation can be estab-
lished for MABRCs using the results for the MARC with[lS]
additional constraints, as indicated in the following thesn:

Theoremd. For phase fading MABRCs for which the condi

(14]

16
tions in [8) hold together with (el
H(S1[52, W3) < H(S1[52, W) (11a) [17]

H(S2|S1, W3) < H(S2|S1, W) (11b)

H(S1, S2|W3) < H(S1, 52|W), (11c)

Remark6. The proof for MABRCs differs from the achiev-
aepility proof of section[IV-A only due to decoding the
source sequences at the relay. This decoding follows simila

rguments to the decoding of the sources at the destination.
Conditions [[I11) imply that reliable decoding of the souraes
tge destination guarantees reliable decoding of the sewate

e relay, since the relay achievable source rate regiotairen
the destination achievable source rate region.
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