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Abstract—We consider a Gaussian multiple-access channel
(MAC) with an amplify-and-forward (AF) relay, where all nod es
except the receiver have multiple antennas and the direct links
between transmitters and receivers are neglected. Thus, spatial
processing can be applied both at the transmitters and at the
relay, which is subject to optimization for increasing the data
rates. In general, this optimization problem is non-convexand
hard to solve. While in prior work on this problem, it is assumed
that all transmitters access the channel jointly, we propose a
solution where each transmitter accesses the channel exclusively,
using a time-division multiple-access (TDMA) scheme. It isshown
that this scheme provides higher achievable sum rates, which
raises the question of the need for TDMA to achieve the general
capacity region of MACs with AF relay.

I. I NTRODUCTION

In today’s wireless communication systems, the demand for
higher data rates and wide-range coverage is steadily growing.
To meet these requirements, a high density of base stations
is necessary, which entails high costs for installation and
maintenance. Another possibility to increase throughput and
coverage is the use of relay nodes, which have much lower
costs. Relay channels were considered in [1] first, and have
drawn more and more research attention in the last decades.

Depending on how the signals are processed at the relay,
different types of relaying schemes are distinguished. Themost
common ones are amplify-and-forward (AF, also called non-
regenerative relaying) and decode-and-forward (DF, also called
regenerative relaying). While in AF, the relay simply amplifies
the received signals subject to a power constraint, a complete
decoding and re-encoding of the signal is necessary when
using DF. As this yields higher costs and larger delays, we
will restrict ourselves to AF relaying schemes in this paper.

In addition to relays, the deployment of nodes with mul-
tiple antennas helps to further increase the achievable data
rates. The optimal combination of these two paradigms is an
enormous challenge and has been considered in numerous
publications, such as [2]–[4] and the references therein. In
[2] an optimal amplifying matrix for a MIMO relay is found
for the case where the transmit covariance matrices of the
transmitting node is a scaled identity matrix. The general
case with arbitrary transmit covariance matrices is considered
in [3], where the optimal structure of both relaying and
transmit covariance matrix is found. However, this structure
still contains parameters that are subject to optimizationand
the optimal solution of this problem remains unknown.

If multi-user systems are considered, finding the optimal
transmit covariance and relaying matrices becomes even more
complex. Achievable sum-rates for broadcast- [5, 6] and
multiple-access channels (MAC) [6] with relays have been
derived, but the optimal rates have not been found yet.

In this work, we consider aK-user MAC with a full-
duplex AF-relay, where all nodes except the receiver have
multiple antennas. For this system, we first find the optimal
solution for the approach adopted in [6]. Subsequently, we
will introduce a different transmission scheme based on time-
division multiple-access (TDMA), that decomposes theK-
user multiple-access relay channel (MARC) inK orthogonal
single-transmitter relay channels. Thus, the relay only receives
the signal of one transmit station at a time, while, in the
transmission scheme from [6], the relay receives all transmit
signals jointly. Comparing the two schemes, we will show that
the TDMA-based transmit scheme achieves sum-rates that are
always larger or equal than those achieved by joint relaying
of the signals in the considered channel.

This work is structured as follows: In Section II, we intro-
duce the channel model and describe the constraints that have
to be fulfilled while optimizing the sum-rate. Subsequently,
we review a previous solution of this problem in Section III
and optimize it for the model considered here. A different
approach, based on TDMA, is proposed in section IV. After
optimizing the parameters of the TDMA-based solution, its
superiority is established. Subsequently, Section V provides
a quantitative comparison between the solutions by means of
simulation results. Section VI concludes the paper.

II. CHANNEL MODEL

A. Notation

We denote all column vectors in bold lower case and
matrices in bold upper case letters. The trace and the Hermitian
of a matrixA are identified by tr(A) andAH , respectively.
We use‖x‖ to denote the Euclidean norm of a vectorx and
I to describe the identity matrix. Furthermore,λmax(A) and
vmax(A) indicate the largest eigenvalue of a matrixA and
its corresponding eigenvector. A diagonal matrix with entries
a1, . . . , an is denoted by diag(a1, . . . , an).

B. Channel Model

The MARC that we consider is depicted in Figure 1 and
consists ofK transmitting nodes. Userk ∈ {1, . . . ,K} has
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Fig. 1. K-user multiple-access relay channel (MARC)

M (k) antennas, transmits the signalx(k) ∈ CM(k)

to the
relay, and has a channel matrix ofH

(k)
r ∈ CMr×M(k)

for this
transmission. Thus, the signalyr received at the relay can be
written as

yr =

K∑

k=1

H(k)
r x(k) + zr ,

wherezr ∼ CN (0, I) is the additive white Gaussian noise at
the relay andMr denotes the number of antennas at the relay.
The relay amplifies the signals by the matrixF and transmits
the signalxr = Fyr over the channelhH ∈ C1×Mr to the
receiver. For simplicity, it is assumed that the relay receives
and transmits at the same time (full-duplex) and in the same
frequency band1 and that the direct paths between transmitters
and receivers can be neglected. Hence, the received signal can
be written as

y = hHxr + z = hHFyr + z

= hHF

K∑

k=1

H(k)
r x(k) + hHFzr + z,

where z ∼ CN (0, 1) denotes the Gaussian noise at the
receiver. Both the transmitters and the relay are subject to
average power constraints. We useQ(k) = E

(
x(k)x(k)H

)
to

denote the transmit covariance matrix of transmitterk. With
this definition the transmit power constraints are given by

tr
(
Q(k)

)
≤ P (k) ∀k ∈ {1, . . . ,K}

E
(
tr
(
xrx

H
r

))
= tr

(
F

(
I+

K∑

k=1

H(k)
r Q(k)H(k)

r

H

)
FH

)
≤Pr.

(1)

Finally, we assume that perfect channel state information is
available at all nodes.

III. JOINT RELAYING SCHEME

In [6] a transmission scheme was presented, where all
transmitters send simultaneously and the relay amplifies and

1All results in this paper are also applicable to systems withrelays that
transmit at a different time (half-duplex) or in a differentfrequency band by
normalizing the calculated rates with a prefactor accounting for the required
extra time/bandwidth.

forwards the sum of all those signals. Therefore, we will refer
to this scheme as “joint relaying” in the remainder of this
paper. This scheme is briefly introduced in subsection III-A.
In the following subsections, we first find the optimal relaying
matrix F (III-B) and then derive the optimal covariance
matricesQ(1), . . . ,Q(K) (III-C).

A. Previous Results

The achievable sum-rate of the scheme from [6] is given as

RΣ = log2

(
1 +

hHFRFHh

hHFFHh+ 1

)
, (2)

whereR =
∑K

k=1 H
(k)
r Q(k)H

(k)
r

H
, and it can be optimized

with respect toF,Q(1), . . . ,Q(K). ConsideringH as a ma-
trix of size Mr × N , where N is the number of receive
antennas1, its singular value decomposition (SVD) can be
defined byH = UhΣhV

H
h whereΣh = diag(σ1, . . . , σN )

with descending diagonal order. Moreover, we define the
eigenvalue decomposition ofR as R = UrΛrU

H
r where

Λr = diag(λ1, . . . , λMr
) with descending diagonal order.

As stated in [6] and shown in [3], the optimum structure of
F is given by

F = UhΣfU
H
r ,

whereΣf = diag(f1, . . . , fMr
)1/2 andfi ≥ 0 ∀i.

B. Optimal Relaying Matrix

For anyQ(1), . . . ,Q(K), we can reformulate (1) and (2)
with the expressions from above to obtain the following
optimization problem (cf. [6]):

max
f1,...,fMr

RΣ =

min{N,Mr}∑

i=1

log2

(
1 +

σ2
i λifi

σ2
i fi + 1

)

s.t.
Mr∑

i=1

(λi + 1)fi ≤ Pr and fi ≥ 0 ∀i

However, for the setup considered here, we have onlyN =
1, i.e., σ2

1 = ‖h‖2 and σ2 = . . . = σn = 0. As only f1
contributes to the sum-rate, the problem is obviously solved
by f1 = Pr(λ1 + 1)−1, f2 = . . . = fMr = 0 for this case.
Hence, the sum-rate can be expressed as

RΣ = log2

(
1 +

σ2
1λ1Pr

σ2
1Pr + λ1 + 1

)

= log2
(
1 + ‖h‖2Pr

)
− log2

(
1 +

‖h‖2Pr

1 + λmax(R)

)
, (3)

and can now be optimized with respect toQ(1), . . . ,Q(K).

C. Optimal Covariance Matrices

As it can be seen from the last line of (3), the optimal sum-
rate is achieved by maximizing the largest eigenvalue ofR.
As the maximum eigenvalue operation is a convex function,
the maximization is not trivial. To provide a solution, we will
introduce two Lemmas:

1H is referred to ash in case of only one receive antenna (N = 1)



Lemma 1: Let A,B ∈ C
n×n be positive semidefinite

matrices. Then, ifA − B is positive semidefinite (A � B),
we haveλmax(A) ≥ λmax(B)

Proof: The proof is given in Appendix A.
Lemma 2: Let Π ∈ Cn×n be a positive semidefinite matrix

with tr(Π) ≤ P andA ∈ C
m×n . Then, it holds that

AAHP � AΠAH

Proof: The proof is given in Appendix B.
With these two lemmas, we can now formulate:

Theorem 3: The optimal value of the non-convex optimiza-
tion problem

max
Q(k)

λmax(R)

s.t. tr
(
Q(k)

)
≤ P (k) ∀k

is λmax

(∑K
k=1 H

(k)
r H

(k)
r

H
P (k)

)
.

Proof: Define R̃ =
∑K

k=1 H
(k)
r H

(k)
r

H
P (k). Using Lem-

mas 1 and 2, it is directly seen thatλmax(R) ≤ λmax

(
R̃
)

. For
showing the achievability of this solution, let

Q(k) =
H

(k)
r

H
vvHH

(k)
r

vHH
(k)
r H

(k)
r

H
v

P (k) (4)

with v = vmax(R̃). Apparently, tr
(
Q(k)

)
≤ P (k) is satisfied

and we can write

λmax(R) = vmax(R)H

(
K∑

k=1

H(k)
r Q(k)H(k)

r

H

)
vmax(R) (5)

≥ vH

(
K∑

k=1

H(k)
r Q(k)H(k)

r

H

)
v (6)

=

K∑

k=1

vHH(k)
r H(k)

r

H
P (k)v = λmax

(
R̃
)
, (7)

where (6) follows from the Rayleigh quotient and (7) is
obtained by using (4) and writingv andvH inside the sum.
Thus, choosingQ(k) as in (4) leads to the optimal value
λmax

(
R̃
)

.
With this optimal choice of the covariance matrices the

achievable sum-rate for joint relaying can be expressed as

RΣ = log2
(
1 + ‖h‖2Pr

)
− log2



1 +
‖h‖2Pr

1 + λmax

(
R̃
)



 .

(8)

IV. TDMA-B ASED RELAYING

In this section, we will introduce a relaying scheme based on
TDMA. This scheme includes a division of the transmission
in K time slots, where userk occupies thek-th time slot
exclusively. Also the relay incorporates this slot structure, i.e.,
the relaying matrixF(k) in time slot k can be adapted to
the channel of userk only. Thus, the TDMA slot structure
decomposes the channel inK independent single user relay

channels. Therefore, we will first derive the optimal structure
of the transmit covariance- and relaying matrix for the sin-
gle user relay channel in subsection IV-A. In the following
subsection IV-B, we will transfer this scheme to the MARC
with TDMA and optimize the achievable sum-rate. Finally,
in subsection IV-C we will show that this sum-rate is always
larger or equal than the one in (8).

A. Single-User Relaying

In order to describe a single-user relay channel with a
consistent notation, we assume the same channel model as
introduced in subsection II-B and assume there is onlyK = 1
transmitting user. For this scenario, it was shown in [3,
Theorem 1], that the optimal structure of the source covariance
matrix Q(1) and the relay matrixF(1) are given by

Q(1) = V(1)Σ(1)
q V(1)H

F(1) = UhΣ
(1)
f U(1)H ,

where H
(1)
r = U(1)Σ(1)V(1)H is the SVD of H

(1)
r ,

Σ(1) = diag(α(1)
1 , . . . , α

(1)

min{M(1),Mr}
)1/2, Σ

(1)
q =

diag(q(1)1 , . . . , q
(1)

M(1)), andΣf = diag(f (1)
1 , . . . , f

(1)
Mr

)1/2.
With these expressions, the achievable (sum) rateR(1) of

the only user can be derived by evaluating (2), which, together
with the power constraints (1) allows the formulation of an
optimization problem (cf. [3]):

max
f
(1)
1 , . . . , f

(1)
Mr

q
(1)
1 , . . . , q

(1)

M(1)

R(1) =
Ñ∑

i=1

log2

(
1 +

σ2
i α

(1)
i q

(1)
i f

(1)
i

σ2
i f

(1)
i + 1

)

s.t.
Mr∑

i=1

(α
(1)
i q

(1)
i + 1)f

(1)
i ≤ Pr, f

(1)
i ≥ 0 ∀i

M(1)∑

i=1

q
(1)
i ≤ P (1), q

(1)
i ≥ 0 ∀i,

whereÑ = min
{
N,Mr,M

(1)
}

.
In the case ofN = 1 receive antenna considered here, the

problem is even simpler to solve. As in the joint relaying
scheme, we haveσ2

1 = ‖h‖2 and σ2 = . . . = σn = 0.
Thus, the optimal choice ofF(1) is again obtained by choosing
f
(1)
1 = Pr(1 + α

(1)
1 q

(1)
1 )−1, f (1)

2 = . . . = f
(1)
Mr

= 0. Also for

the transmit covariance matrix, onlyq(1)1 has a contribution to
the rate, which makesq(1)1 = P (1), q(1)2 = . . . = q

(1)

M(1) = 0
the optimal solution. Using this solution, the achievable rate
R(1) can be written as

R(1) = log2

(
1 +

‖h‖2α
(1)
1 P (1)Pr

‖h‖2Pr + α
(1)
1 P (1) + 1

)

= log2
(
1 + ‖h‖2Pr

)
− log2

(
1 +

‖h‖2Pr

1 + α
(1)
1 P (1)

)
.



B. TDMA-based Transmission Scheme

In order to decompose theK-user MARC in K single-
user relay channels, we use a TDMA scheme, such that
user k transmits only in a time slot of durationτ (k) with∑K

k=1 τ
(k) = 1. In each time slot, the optimal choice of the

relay matrixF(k) and the transmit covariance matrixQ(k) can
be obtained as in subsection IV-A. The only difference is the
transmit power constraint: As userk only transmits inτ (k)

fraction of the time, it can use a transmit power ofP (k)/τ (k)

and still fulfills the average transmit power constraint (1).
Thus, the rate of userk is given by

R(k) = τ (k)

[
log2

(
1+‖h‖2Pr

)
− log2

(
1+

‖h‖2Pr

1 + α
(k)
1

P (k)

τ (k)

)]
,

and the sum-rate can be calculated asRΣ,TDMA =∑K
k=1 R

(k). This sum-rate can be optimized by the choice
of τ (1), . . . , τ (K), where the optimum is given as follows:

Theorem 4: For the considered TDMA transmission
scheme in theK-user MARC, the optimal durations of the
time slotsτ (1), . . . , τ (K) are given by

τ
(k)
opt =

α
(k)
1 P (k)

K∑
j=1

α
(j)
1 P (j)

. (9)

Proof: Consider the optimization problem

max
τ (1),...,τ (K)

RΣ,TDMA(τ )

s.t. h(τ ) = 1−
K∑

k=1

τ (k) = 0,

where we introduced the vectorτ =
[
τ (1), . . . , τ (K)

]
and

wrote RΣ,TDMA as a function ofτ to be more consistent
with the notation used in optimization theory. First, it is
easy to show that the above problem is convex and thus
the Karush-Kuhn-Tucker (KKT) conditions provide necessary
and sufficient conditions for optimality. For the underlying
problem, the KKT conditions of a solutionτ ∗ to be optimal
can be formulated ash(τ ∗) = 0 and ∇RΣ,TDMA(τ

∗) +
ν∗∇h(τ ∗) = 0, whereν∗ ∈ R can be chosen arbitrarily. If we
chooseτ ∗ as suggested in Theorem 4, the first condition is
obviously fulfilled. For the second condition we can calculate
the derivatives ofRΣ,TDMA andh at the pointτ = τ

∗ as

∂RΣ,TDMA

∂τ (k)

∣∣∣∣
τ=τ

∗

= log2

(
1 +

‖h‖2Pr

S(1 + ‖h‖2Pr) + 1

)

−
log2(e)S‖h‖

2Pr(1 + ‖h‖2Pr)

(S(1+‖h‖2Pr)+1)2
(
1 + ‖h‖2Pr

(S(1+‖h‖2Pr)+1)

)

∂h

∂τ (k)

∣∣∣∣
τ=τ

∗

= −1,

whereS =

(
K∑

k=1

α
(k)
1 P (k)

)−1

. As the derivatives with respect

to τ (k) are the same in all componentsk = 1, . . . ,K, we

can selectν∗ =
∂RΣ,TDMA

∂τ (k)

∣∣∣
τ=τ

∗

and also the second KKT
condition is fulfilled.
Using this optimal time slot durations, the achievable sum-rate
of the TDMA-based transmission scheme is given by

RΣ,TDMA =log2
(
1+‖h‖2Pr

)
− log2


1+

‖h‖2Pr

1 +
K∑
j=1

α
(j)
1 P (j)


.

(10)

C. Comparison with Joint Relaying

The comparison between the proposed TDMA-based and
the previously considered joint relaying scheme is given by
the following theorem:

Theorem 5: In the consideredK-user MARC, the TDMA-
based transmission scheme with optimal time slot durations
τ (k) achieves at least the same sum-rate as the joint relaying
scheme, i.e.,

RΣ,TDMA ≥ RΣ.

Proof: Comparing the rate expressions ofRΣ,TDMA and
RΣ from (10) and (8), respectively, it can be seen that it is
sufficient to show that

∑K
j=1 α

(j)
1 P (j) ≥ λmax

(
R̃
)

. This is
easily obtained by writing

K∑

j=1

α
(j)
1 P (j) =

K∑

j=1

λmax

(
H(j)

r H(j)
r

H
P (j)

)
(11)

≥ λmax

(
R̃
)
, (12)

where (12) follows from the convexity of the maximum
eigenvalue operation.
Note that (cf. [7]) in (12) equality holds only if all eigenvalues

λmax

(
H

(j)
r H

(j)
r

H
P (j)

)
have the same eigenvector. However,

if the matricesH(j)
r are statistically independent, which is

a valid assumption in practical systems, this happens with
probability zero. The consequence of this is that the TDMA-
based approach is strictly better.

A plausible explanation for this is the fact, that in joint
relaying, the relay always has to come to a compromise, such
that not only one but all incoming signals are amplified as
good as possible. In the TDMA system, the relay has only
one incoming signal, which can be optimally amplified by
optimizing the relay matrix just for this signal.

V. SIMULATION RESULTS

In order to confirm the result of Theorem 5, we will evaluate
the achievable rates of the TDMA-based and joint relaying
scheme by some simulations in this section. As stated in the
preceding section, the TDMA-based scheme is strictly better
if the channel matricesH(j)

r are statistically independent.
However, the question for the quantitative gain of the TDMA-
based scheme has to be investigated.

For this purpose, we assume channels with independent
Rayleigh-fading, i.e., all entries of the channel matrices
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are∼ CN (0, 1) and independent from each other. All results
presented in this section are obtained by averaging over 1000
channel realizations.

For a system withK = 8 users, the achievable sum-rates are
plotted in Figure 2. We assumed that all transmitters and the
relay haveM (k) = Mr = 4 antennas, while, as a prerequisite
of this scenario, the receiver is assumed to have a single
antenna. The transmit power of the users is assumed to be
fixed atP (k) = 10 ∀k, while the power of the relayPr and
thus the corresponding signal-to-noise ratioSNRr = Pr is
varied. It can be observed that, especially for high values of
SNRr, the performance of the TDMA-based scheme is up to
10% better than that of the joint relaying scheme. From further
simulations, which are not visualized in this work due to the
page constraint, it could be seen that this gain grows with the
number of antennas at the transmittersM (k), the number of
antennas at the relayMr, and with the number of usersK.

VI. CONCLUSION

We have considered aK-user MARC with AF relaying,
where all nodes except the receiver have multiple antennas.For
this channel, we found the optimal solution for a previously
introduced transmit strategy [6], where all transmitters access
the channel jointly. Contrary to this approach, we proposed
a transmit strategy that is based on a TDMA structure,
where each transmitter accesses the channel exclusively. After
optimizing the transmit covariance and relaying matrices for
this scheme, the optimal time slot durations were found.
Comparing the achievable sum-rates of the two strategies,
it could be shown that the TDMA-based scheme always
performs better in practical systems. For one specific scenario,
a sum-rate gain of up to10% was observed by simulations.

Although these results hold only for MARCs with a single-
antenna receiver, it can be seen that the transmit strategy of [6]
is not generally optimal for the MARC. Hence, for the more
general and unsolved MARC with a multi-antenna receiver,
future research has to answer the question whether TDMA
can help to increase the achievable sum rates.
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APPENDIX A : PROOF OFLEMMA 1

Let vmax be the eigenvector corresponding to the eigenvalue
λmax(B) with ‖vmax‖ = 1. Then, we have

λmax(B) = vH
maxBvmax

≤ vH
maxBvmax+ vH

max · (A−B) · vmax

=
vH

maxAvmax

vH
maxvmax

≤ λmax(A),

where the first inequality is due to the positive semidefiniteness
of A − B and the last inequality can be derived from the
Rayleigh quotient.

APPENDIX B: PROOF OFLEMMA 2

Lemma 2 can be equivalently formulated as

xHA(P I−Π)AHx ≥ 0 ∀x ∈ R
m.

Hence, it is sufficient to show thatP I − Π is a positive
semidefinite matrix. Letλ1, . . . , λn be the eigenvalues ofΠ
with λ1 ≥ λ2 ≥ . . . ≥ λn. Then, we have

P ≥ tr(Π) =

n∑

i=1

λi ≥ λ1,

where the second inequality holds because we haveΠ � 0 and
thusλi ≥ 0 ∀i. Usingλmin(P I−Π) to denote the minimum
eigenvalue ofP I−Π, we can write

λmin(P I−Π) = P − λmax(Π) = P − λ1 ≥ 0,

i.e., P I−Π is positive semidefinite.
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