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Abstract—Reinforcement algorithms refer to the schemes
where the results of the previous trials and a reward-punisiment
rule are used for parameter setting in the next steps. In
this paper, we use the concept of reinforcement algorithmsaot
develop different data transmission models in wireless neatorks.
Considering temporally-correlated fading channels, the esults
are presented for the cases with partial channel state infanation
at the transmitter (CSIT). As demonstrated, the implemen-
tation of reinforcement algorithms improves the performance
of communication setups remarkably, with the same feedback
load/complexity as in the state-of-the-art schemes.

I. INTRODUCTION
In machine learning, reinforcement algorithms refer to t
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reward-punishment signal is used to dynamically adapt the
data transmission rates/powers.

The partial CSIT systems are mainly based on two different
channel state information (CSI) feedback models, nameldy, C
guantization [[111]+[15] and hybrid automatic repeat refues
(HARQ) [14]-[210. with CSI quantization, the channel qual-
ity information is fed back before the codeword transmissio
The HARQ methods, on the other hand, are based on reporting
the decoding status of the previous messages. Here, to empha
size the generally of the reinforcement algorithms, we whars
both the quantized CSI and the HARQ feedback models and

Hie results are presented for different metrics. Spedyicain-

schemes where dynamic parameter adaptation is perfornfiffing the point-to-point communication setups, we assir

based on a reward-punishment strategy [1]. The previo

trial(s) being successful, more aggressive parametengett

ihe following problems:
o Problem 1: Power-limited throughput maximization in

are risked. On the other hand, the parameters of the upcoming the presence of quantized CSl feedback. Here, the reward-

trials are designed more conservatively, if the previous-ga
bling fails. Reinforcement learning differs from the star

supervised learning in that the correct input/output pairs are

never presented, but a reward-punishment signal is used

parameter adaptation, and the goal is to maximize some
notion of the cumulative reward. Due to its generality, the

reinforcement algorithm is applied in different fields, Buas
game theory, control theory, simulation-based optimizaséind
statistics, e.g.[]2]5]5]. However, except some works iasth

last years, e.g.[[4]=[10], the reinforcement concept hats n

been well studied in wireless communication.

In this paper, we elaborate on the performance of com-

munication systems utilizing reinforcement algorithmsieT

problem is cast in form of optimizing the data transmission
efficiency of wireless networks in the cases with partial

channel state information at the transmitter (CSIT). Tiseilts
are obtained for temporally-correlated fading channeld,the
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punishment signal is used for dynamic adaptation of

the data transmission rates such that the throughput is

maximized. The results are compared with the ones in
the static quantization techniqués[11],1[14] which, with
the same feedback load, show more ti6dh throughput
increment for a large range of fading correlations.

o Problem 2: Outage-limited power minimization in the
presence of HARQ feedback. In this scenario, the trans-
mitter uses the HARQ feedback signals to learn about the
channel condition and update the data (re)transmission
powers in a reinforcement-based fashion. As demon-
strated, the proposed scheme improves the power effi-
ciency of the HARQ protocols remarkably. For instance,
consider a communication setup utilizing repetition time
diversity (RTD) HARQ with codewords of rate 1 nats-per-
channel-use (npcu) and outage probability 2. Then,
compared to uniform and the adaptive (non-reinforcement
based) power allocation scheme bfl[21], the implemen-
tation of reinforcement scheme improves the power effi-
ciency by4 and 1 dB, respectively; The result is valid

for

IThroughout the paper, we concentrate on the frequencgidividuplexing
(FDD) communication setups. However, the reinforcemegbrithms are
applicable in time-division duplexing (TDD) systems as Iwel
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for a large range of fading correlations. [1l. POWER-LIMITED THROUGHPUT MAXIMIZATION VIA
The remainder of the paper is organized as follows. In REINFORCEMENTFBASED CSI FEEDBACK

Section I, the system model is presented. Sections Ill andconsidering the static (non-reinforcement based) CSI guan

IV present the results for Problems 1 and 2, respectivelg. Thzation scheme withV quantization regions, an encoding
conclusions are presented in Section V. function

!l SYSTEM MODEL Clg(t) = e, if g(t) € G = [g:-1,9:)i = 1,..., N,
Consider a communication setup where, at time sldhe 9o = 0, g = o0, (5)
power-limited input message(t) multiplied by the fading
coefficienth(t) is summed with an independent and identicallis applied at the receiver and the symbglis fed back
distributed (iid) complex Gaussian nois€t) ~ CN(0,1) to the transmitter[[11],[T14]. Receiving;, the transmitter

resulting in the output sends the data at rate and powerPE If the instantaneous
- channel gain supports the data rate, iez(1 + g(t)P) > r;,
y(t) = h{t)z(t) + 2(t). (1) the data is successfully decoded, otherwise outage odeurs.

We study temporally-correlated Rayleigh block-fading corfl1], [14], it has been proved that, to maximize the power-

ditions where the channel coefficients remain constant inlienited throughput, the optimal rate allocation rule of gtatic

fading block, determined by the channel coherence time, afidantization schemes is given by= log(1 + g;P) where

then change to other values according to the fading prababil - 0 T

density function (pdf). Particularly, the channel changes Ji { 9 €[0,91), if ' (6)

each codeword transmission period according to a firstrorde gi—1, if i # 1.

Gauss-Markov process That is, to maximize the throughput, the channel gain is

assumed to be its worst value within each quantization regio

h(t +1) = Bh(t) + V1= fPee~CN(0,1). (2) except the first one. In this way, using = log(1 + §;P)

Here, 3 is the correlation factor of the fading realizationgind [8), the throughput of the static quantized CSI scheme is

experienced in two successive codeword transmissions, witetermined as

8 = 0 (respectively,5 = 1) representing the uncorrelated

(respectively, fully-correlated) block-fading chann€his is a

well-established model considered in the literature féfedent

SQ — E{Achievable ratels

phenomena such as CSI imperfection, estimation error and ZPr Gn) Pr(g(t) 2 malg(t) € Gu)ra
channel/signals correlation [22[=[25]. In this way, defipithe

channel gain ag(t) = |h(t)|?, the joint and the marginal pdfs - - 1y -

of the channel gains are found as nz:llog (1+n P){ Fo (8"77) = Fyty(9n)

L ep 28V o

N
fg(t)-,g(zﬂ) (z,y) = 11— 526 =52 Bo( 132 Z (1+gnP (e—én _ e_gn,+1)’ (7)
and =t
. where £{.} denotes the expectation operatby,,(.) is the
fow(@) =e %220, 4)  cumulative distribution function (cdf) of the channel gaind
respectively, where,(.) is the zeroth-order modified Bessethe last equality is for Rayleigh-fading channels. Usin}, (7
function of the first kind[[25]. the power-limited throughput maximization problem of dista

In each block, the channel coefficient is assumed to §&S! quantization approach is formulated as
known by the receiver, which is an acceptable assumption in N
block-fading channelﬂ_ll]E[?l]._ However, there is no amst _ _ max Z log(1 4 §nP)(e 9" — e~ In+1)  (8)
taneous channel state information available at the tratemi Vgi,i=1,...N =
except the reinforcement-based feedback signals. Morgali/e
results are presented in natural logarithm basis, the ¢fimout
is presented in npcu and the arguments are restricted
Gaussian input distributions. Finally, we concentrate loa t
continuous data communication models where there is a Iarq
pool of information to be sent to the receiver, and a ne
codeword transmission starts as soon as the previous codlewo e CSIT — max {e 9 log(1 + §1P)} = A(P)e™
transmission ends. 0

In Sections Ill and 1V, we study Problems 1 and 2, respec- 9)
tively. Note that the considered problems are only examples

and the reinforcement algorlthms are appllcable in variou 2As Section lIl studies the effect of reinforcement algarithon the rate
gaptatlon we consider a constant (peak) powelt is straightforward to

setups/problem formulations. extend the results to cases with adaptive power allocation.

and as the problem is complex, the optimization parameters
g;'s are determined via iterative optimization algorithmsy.e
[Iﬁ Algorithm 1], [14, Algorithm 1]. Finally, settingV = 1
and N — oo, the throughput with no and perfect CSIT are
Sspectlvely found as [26, Chapter 1.4.1]

AP) 4



and

0 ) 1 [~ Perfect CSIT
pPerfect CSIT_ / e 9log(1l + gP)dg = e~ PEi(—=), (10) = Reinforcement algorithn=0.9
0 P 25 —Reinforcement algorithn3=0.5

. ; . . e Static quantization [11,14]
with A(.) and E{.) representing the Lambert W function anc —~No CSIT

the exponential integral function, respectively.

Compared to no-CSIT (open-loop) systems, the static quz
tizers increase the throughput considerablyi [11]] [14]wHo
ever, as also demonstrated i (7), the channel temporahdef
dencies are not exploited for throughput increment/feekiba
load reduction. On the other hand, exploiting the tempor
correlations has been previously shown to be crucial fi
practical implementation of many communication systen
2], 277, od

To exploit the temporal dependencies of the channel, \ 4 6 8 10 12
propose a simple reinforcement-based algorithm as sta Transmission SNR, 10iggP (dB)
in Algorithm 1. In words, the algorithm is based on theigure 1. The throughput of different schemes vs the trassion SNR
following procedure. Start the data transmission with ateiin 101og;, P dB, temporally-correlated Rayleigh-fading channel failog (2).
transmission ratégk? and consider an adaptation coefficiént
In each block, depending on whether the channel can support
the data ratek+ &R or not, the receiver sends a reinforcemeritigh. However, the proposed algorithm is based on only 1 bit
signala = 1 or a = 0, respectively. Receiving the reward-feedback per codeword.
punishment signaty, the transmitter updates its transmission AS an example, Fig. 1 demonstrates the throughput of
rate correspondingly (For more details please see Alguritihe reinforcement-based scheme in a Rayleigh-fading eann
1). The throughput is achieved by averaging on the decodafffowing (@). Also, the results are compared with the cases
rates over many codeword transmissions. having perfect and no CSIT and when the static quantization

(B) is implemented. The parametefs and § of Algorithm
Algorithm 1 CSl-based data transmission by a reinforcemept &€ found by exhaustive search such that the throughput
algorithm is maximized in each signal-to-noise ratio (SNR). Also, the
throughput of the static quantization scheme is obtaingd wi
N = 2 quantization regions which leads to 1 bit per codeword
feedback, the same as in the reinforcement-based scheme.
Moreover, Fig. 2 shows the relative throughput gain of the
proposed scheme comps%red to the static CSI quantization
approach, i.e.,A = =%, wheren is the throughput
achieved via the data transmission approach of Algorithm
1. As demonstrated, the system throughput is remarkably
increased by implementation of the reinforcement-basgatal
rithm. For instance, with a correlation factor 6f> 0.5 and
ggnsmission SNR of 8dB, the reinforcement-based scheme
results in> 6% increase in the relative throughput. Also, the
gain of the proposed scheme increases with the SNR.

Finally, to close the section, we should mention that,

As opposed to the static quantization scheme, there are ojfiile the paper concentrates on a single-user setup, the
two optimization parameters in Algorithm 1 which can bgeinforcement-based schemes are of particular intereshwh
determined by, e.g., exhaustive search. Also, in conteeite the number of base stations/users increases. There, thee sam
static quantization scheme, the reinforcement-basedeeloé approach as in Algorithm 1 can be implemented for user
Algorithm 1 follows the channel variations and dynamicallyscheduling, where higher and higher data rates are coesider
updates the transmission rates. Finally, note that to septe for a user as long as it correctly decodes the message,
N quantization region®g, NV feedback bits per codeword isotherwise the scheduler selects another user. Indeedathe g
required in the static quantization scheme which, dependigf the reinforcement-based scheme, over the static qudiatiz
on the number of quantization regions, can be considerald¢hniques, increases with the number of users, because to

achieve the same throughput the reinforcement-based schem

*For instance, the amount of CSIT required for proper implemion yequires less number of feedback bits compared to the cases
of orthogonal frequency-division multiplexing (OFDM) amdultiple-input- . . o . . ..
multiple-output (MIMO) broadcast channels is not pradljcaffordable if with static quantization. This point becomes more Intemgst
temporal and frequency correlations are not exploited, [[E]. when we remember that, since the positive acknowledgement

2,

Throughputn (npcu)

Temporally—correlated
Rayleigh—fading channel

14

Consider an initial transmission rat® and an updating
coefficientd. In each block, do the followings.

I. Feedback report at the receiver

Feeda = 1 back, iflog(1 + ¢g(t)P) > R+ dR.
Otherwise, sendv = 0.

Il. Rate adaptation at the transmitter
R+ R+IR,if a=1
R+ R—JR,if a=0.
Send a codeword with ratB. The codeword is correctly
decoded by the receiver Ibg(1 + ¢g(t)P) > R. Other-
wise, the codeword is dropped and an outage is declar

Il. Go to I




energy isLP,,. If the data transmission stops at the end of the

18 , mth (re)transmission round, the average power, i.e., the rat
16 | “SNR=12d§ of the total transmission energy and the total data trarssamis
— SNR=10 dE time, is P,y = Za=ttfn — L5~ p  Thys, the average
14-|--SNR=8dB power, averaged over many packet transmissions, is oltaine
as

PHARQ — Z ZP ) Pr(A (11)

n=1

where A,,, is the event that the data transmission stops at the
end of roundn. Note thatZﬁ‘,f:1 Pr(4,,) = 1,as a maximum

Relative throughput gain} %

4t Temporally—correlated of M (re)transmissions is considered.

Rayleigh—fading model As the same codeword is retransmitted, the equivalent data
2r rate decreases tg- = £ at the end of themth round.
8 ‘ ‘ ‘ ‘ Also, the implementation of MRC increases the received
S 06 orelameh factorp 0.8 0.9 SNR to Y, g(n)P, in round m. Thus, following the

same procedure as im_[20],_]21], the data is successfully
Figure 2. The relative throughput gaik = S0 %for different correla- decoded aﬁl_tfl\e end of theuth round (and nrlOt before) if
tion coefficients3, temporally-correlated Rayleigh-fading channel follogi 108(1_"’ Yoner 9(M)P) < R < _log(l + D 9(”)_Pn)-
@. This is based on the fact that, with an SNRthe maximum
achievable rate is

n—n-= ’]

is a standard provision of most practical link layers|[16 t Uim) = %log(l + ),
reinforcement signal feedback is not required in each #lst.
a result, the reinforcement-based scheme requires even 138
than one-bit feedback per user/slot.

g he same codeword is retransmittedtimes.
In this way, the probability termBr(A,,) are obtained as

IV. OUTAGE-LIMITED POWER MINIMIZATION VIA <1og(1 + 305 g(n)Py) < R
REINFORCEMENTFBASED HARQ

In contrast to the CSl-based schemes where the partial Cgf N <log(1+320, Q(H)Pn))v m # M
is fed back before the codeword transmission, the HARQ- M-1 o
based schemes are based on reporting the message decoding L= 2o Prdn), m=M
status at the end of each codewdrd|[14],] [16]. Pr (log(l n Zm:11 g(n)Py) < R

In the following, we elaborate on the implementation of "=
reinforcement algorithms in HARQ protocols. The results ar _ <log(1+ ™, g(n)Pn)), m#£ M
presented for the RTD HARQ, also referred to as Type Il "=
HARQ, but the discussions are valid for the other HARQ Pr (log(l +ZM:119(71)P71) < R>, m= M,
protocols, such as the incremental redundafcy [14], [2€], a " 12)
well.

Consider the RTD HARQ with a maximum of\/  and, with the same arguments, the outage probability isdoun
(re)transmission rounds, i.e., the data is retransmittethai- 55 [20], [21]

mum of M —1 times. Also, define a packet as the transmission
of a codeword along with all its possible retransmissions.
Using power-adaptive RTD HARQ) information nats is

encoded into a codeword of lengthchannel uses. Thus, the

codeword rate is? = £ npeu. In themth, m = 1,. Therefore, with an initial raté&, (I1)-(I3) are used to rephrase

(re)transmission round, the codeword is scaled to have povvée outage-limited power minimization problem as

Pr(Outage = Pr <1og (1+ Z g(n)P,) < R> (13)

n=1

P,,. The codewords are (re)transmitted until the receiver m

correctly decodes the data or the maximum permitted retrans min Z Z

mission rounds is reached. Also, in each round of a packet Frm=t M0 n=1

the receiver performs maximum ratio combining (MRC) of M

all received signals. st. Pr(log(1+ Y g(n)P.) < R) = (14)
Considering the non-reinforcement based scheme and the n=1

continuous data communication model, the average power amderec denotes the outage probability constraint. Finally, as
the outage probability are obtained as follows (please(&&k [discussed in, e.g.[ [20][[[21], there may be no closed-form
as well). In themth (re)transmission round, the transmissiosolution for the optimal, in terms of (14), powef3, and,



depending on the fading pdf and the number of retransm
sions, we may need to find the optimal power allocation ruls
numerically.

The drawback of power allocation based bnl (14) is that ti
channel quality information gathered in the previous pack
transmissions is not exploited for parameter adaptation
the next packet. That is, the power terms of a packet ¢
not affected by the message decoding status of the previt
packet transmissions. To tackle this problem, we propose
reinforcement-based algorithm as illustrated in AlgaritB.

In the algorithm, the data transmission starts with son
initial power. Then, in each time slot, depending on wheth:
the message is correctly decoded or not, the transmiss
power decreases or increases, respectively. In this way,
feedback signal makes it possiblelgarn about the channel
quality and update the power based on all previous mess:
decoding status. The initial powétiia and the adaptation
coefficients d,,,,d/,,m = 1,...,M,d,, € (0,1), of the

algorithm are determined by exhaustive search such that ffigire 3. _ :
schemes, RTD HARQM = 2. Correlated Rayleigh fading channel model

%, B = 0.9. For the reinforcement-based scheme, Algorithm 2 is useztevh

average transmission power, averaged over many packst tr

14
—Uniform power allocation

-e-Power allocation based on (14)
-=Power allocation via reinforcement algorithm

12

Temporally—correlated Rayleigh-fading mo

a B=0.9, RTD HARQ, M=2, R=1

Average transmission power 1018|§HARQ (dB)

=2

10 *

10
Outage probability constrairg,

Outage-limited average power for different povedipcation

missions, is minimized for an outage probability constrainthe constantsigia, dim, d.,,, Vm, are optimized, in terms of average power,
Finally, note that to implement the reinforcement algarith for every given outage probability.
we changed the feedback model of the quantized CSI scheme

in Section Ill. However, Algorithm 2 uses the same acknowRlIgorithm 2 HARQ-based data transmission by a reinforce-
edgement/negative acknowledgement (ACK/NACK) signal &agent algorithm

in the standard HARQ to perform parameter adaptation.
As an example, settingt = 1 npcu ands = 0.9, Fig. 3

demonstrates the outage-limited average power of the RTD

protocol with a maximum of\/ = 2 (re)transmissions. Also, |
the results are compared with the cases utilizing uniform
power allocation, i.e.P,, = P,,¥m,n, and when the power

terms are optimized based dn{14). To solyel (14), we have

used the same iterative optimization algorithm as [in| [21,
Algorithm 1]. As it can be seen, remarkable power efficiency
gain is achieved by the reinforcement algorithm. For instan
with an outage probability = 1072, the implementation
of the reinforcement-based algorithm reduces the averag
power, compared to the uniform power allocation and the
power allocation scheme df{114), dyand1 dB, respectively.
Also, the effect of reinforcement algorithm increases as th
outage probability constraint becomes harder, é.égcreases.

I. Foragiven initial transmission rafe, set the initial trans-
mission power taP = Ppija @and consider the adaptation
coefficientsd,,,d.,,m =1,..., M, d,, € (0,1).

Start a new packet transmission with powerand do the
following procedure

1) Form < M,
If the codeword is correctly decoded, get— (1 —
d)P, m + 1 and go to Il.
If the codeword is not decoded, sét«— (1+d,)P,
m < m + 1 and retransmit the codeword.

Form = M,
If the codeword is correctly decoded, get— (1 —
dy)P, m « 1 and go to Il.
If the codeword is not decoded, declare an outage,
setP « (1+dy,)P, m <+ 1 and go to Il.

2)
e

Finally, although not demonstrated in the figure, (almads#) t

same average power reduction is observed for the cases with

B>0.2.

V. CONCLUSION

This paper studied the data transmission efficiency of thg)

communication systems utilizing reinforcement algorithm
Considering temporally-correlated fading channels, tia-r

forcement feedback signals were used for parameter agaptat 3]

in the cases with partial CSIT. As illustrated, the reinésrc

ment algorithms lead to remarkable performance improv%

ment, compared to the state-of-the-art schemes, with tine sa
feedback load. Specially, considerable throughput andepow

efficiency increment is achieved with 1 bit per codeword®!

feedback, if the reinforcement algorithms are utilized.
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